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Abstract

Anthropogenic inputs of nitrogen to the environment have increased by over 150% in the last 150 years causing concern for vital biophysical processes on Earth. Thus being able to measure these increased inputs in terrestrial, aquatic and atmospheric environments is essential to understanding how the global nitrogen cycle has been impacted since the industrial revolution. With respect to the atmosphere, emissions of reduced and oxidized forms of nitrogen have increased largely due to the anthropogenic activities of agriculture and combustion, respectively. Emissions of these nitrogenous species not only impact regions adjacent to their point sources, but also have the ability to influence ecosystems hundreds of kilometers away due to the long-range transport of some of these compounds. This can impact sensitive remote ecosystems positively or negatively by either stimulating growth or causing acidification, eutrophication and biodiversity shifts. Therefore developing analytical techniques that are capable of measuring oxidized and reduced atmospheric inputs to remote ecosystems is of great importance.

In part I of this work a method employing custom-built physisorption-based passive samplers coupled with ion chromatography analysis was developed to sample atmospheric nitric acid (HNO$_3$(g)) in remote ecosystems. The developed HNO$_3$(g) sampling method was able to detect HNO$_3$(g) mixing ratios as low as 2 parts per trillion by volume (pptv) over a monthly sampling period, following a rigorous quality assurance and quality control procedure. The passive samplers were installed across the Newfoundland and Labrador – Boreal Ecosystem Latitudinal Transect (NL-BELT) in the summer of 2015,
and average mixing ratios of \( \text{HNO}_3(g) \) at the NL-BELT field sites from 2015-16 were determined to be in the tens of parts per trillion by volume (pptv) range. The dry deposition flux of \( \text{HNO}_3(g) \) as nitrogen (N) to the field sites ranged from 3 – 16 mg N yr\(^{-1}\).

Through an air mass back trajectory analysis, coupled with a steady-state chemical box model approximation, it was determined that the \( \text{HNO}_3(g) \) quantities observed at a single NL-BELT site likely originated from local production and regional transport from central and eastern Newfoundland, with an additional contribution from the down welling of peroxyacetyl nitrates from the upper troposphere, possibly occurring during the spring and early summer.

In part I of this work, an ion chromatography method was developed to speciate and quantify alkylamines (\( \text{NR}_3(g) \)). \( \text{NR}_3(g) \) have been shown to influence Earth’s climate and may be an important source of new nitrogen to remote ecosystems. The developed method was shown to be sensitive, accurate, and robust in separating and quantifying 11 atmospheric alkylamines, including 3 sets of alkylamine isomers, from 5 common atmospheric inorganic cations. The method was able to detect \( \text{NR}_3(g) \) at a picogram per injection level, and the method performed robustly in the presence of a complex biomass-burning matrix containing amounts of inorganic cations up to 3 orders of magnitude larger than the \( \text{NR}_3(g) \) quantified in the samples. Thus the ion chromatography method can be applied to the remote atmosphere where alkylamine concentrations are often detected in quantities 1000 times less than other atmospheric cations. In the biomass-burning particle samples tested using the ion chromatography method unprecedented quantities of dimethylamine and diethylamine were observed, with the summed molar quantity exceeding that of ammonium in the 100 – 560 nm particle diameter fraction.
The applicability of these atmospheric measurement techniques to measure and quantify HNO$_3$(g) and NR$_3$(g) has been demonstrated for remote ecosystems and will hopefully allow for a greater understanding of these two species roles’ in remote environments.
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Chapter 1. Introduction
1.1 Introduction to the Atmospheric System

Earth’s atmosphere is composed of four different altitude regions relative to the Earth’s surface, which are delineated by four distinct temperature inversions that limit the exchange of gas molecules between them. The two highest regions in the atmosphere are known as the thermosphere and mesosphere and are present within the altitude range of approximately 50 – 100 km. The lower atmosphere consists of the troposphere (0 – 15 km) and the stratosphere (15 – 50 km), which contain the majority of the mass of the atmosphere and as a result are the main two regions studied by atmospheric chemists because they have the most significant impact on the physical and chemical processes occurring at the Earth’s surface. At the tropopause, the region where the troposphere and stratosphere meet, a temperature inversion occurs where air temperatures begin to increase with altitude. This temperature inversion limits the convective transport of gas between the layers and separates the chemical kinetics and transport of chemicals in the stratosphere from those occurring in the troposphere. Another important region of the atmosphere to note is the planetary boundary layer, which is the first 1-2 km of the atmosphere and is the part of the troposphere in direct contact with the Earth’s surface. The planetary boundary layer is a complex region of the atmosphere to characterize since it is heavily influenced by changes in Earth’s topography and surface temperatures. It is also the global interface where all humans exist and interact most with the atmosphere.

The atmospheric chemistry and physics of the tropospheric and stratospheric systems are regulated by the emission, transport and fate of biogenic and anthropogenic chemicals. A chemical may be introduced to the atmosphere either via a physical or reactive source and then removed through a chemical or physical sink. An e-folding
lifetime is indicative of how long-lived a chemical is in the atmosphere and describes the time it takes until \( \approx 37\% \) of the initial concentration of the chemical remains. The concentrations of gases in the atmosphere are typically expressed as mixing ratios, which are used to express the volume (or moles) of the given gas per volume (or mole) of air. Abundant atmospheric gases such as \( \text{N}_2(\text{g}) \) and \( \text{O}_2(\text{g}) \) have mixing ratios of 0.78 and 0.21, respectively, and thus together represent 99\% of the atmosphere’s volume (Jacob, 1999). As a result, most other atmospheric gases are considered trace gases. Reactive nitrogen (\( \text{N}_r \)) species, such as those identified in the abstract above and discussed in detail below, are often measured at mixing ratios of \( 10^{-6} - 10^{-12} \) and thus represent at most one millionth of the atmosphere’s total volume (Jacob, 1999). Thus atmospheric trace gases are often expressed in units of either parts per million, billion, trillion, or quadrillion by volume (ppmv, ppbv, pptv, or ppqv).

1.2 Motivation and Challenges for Characterizing Reactive Nitrogen Species in Remote Ecosystems

1.2.1 Anthropogenic Influence on the Global Nitrogen Cycle

As a result of the industrial and agricultural revolutions the global nitrogen (N) cycle has been severely impacted by human activity (Foley et al., 2005; Gruber and Galloway, 2008). In fact, increases in anthropogenic nitrogen inputs to the environment since the 19\textsuperscript{th} century have been so great that the scientific community has proposed that vital biophysical subsystems or processes at the global scale may be at risk (Rockström et al., 2009). The dispersion of nitrogen across global terrestrial, aquatic and atmospheric interfaces has been shown to be keeping pace with increased anthropogenic inputs.
(Galloway et al., 2004), suggesting that all ecosystems, no matter how remote, will continue to be impacted by any future emissions.

A schematic of the modern-day nitrogen cycle is presented in Figure 1-1. More than 99% of the nitrogen on Earth’s surface is contained within the atmosphere in the form of unreactive molecular dinitrogen (N₂). Since N₂ exhibits very low chemical and biological reactivity due to its strong triple bond (≈ 950 kJ mol⁻¹; Darwent, 1970), in most cases it must be oxidized or reduced into Nᵣ before it can be cycled through the aquatic and terrestrial environments. Before the 19th century, N₂ was converted to Nᵣ species solely through the natural processes of biological fixation and lightning.

![Figure 1-1. Fluxes (Tg N yr⁻¹; arrows) and reservoirs (Tg N; boxes) of the modern day global nitrogen cycle (Adapted from Schlesinger and Bernhardt, 2013).](image)
The process of biological fixation is conducted by specialized aquatic and terrestrial bacteria that are able to reduce \( N_2 \) to ammonia (\( \text{NH}_3 \)) catalyzed with molybdenum, vanadium or iron in the active site (Kim and Rees, 1994; Rehder, 2000). Lightning, on the other hand, generates enough energy to break the \( N_2 \) triple bond, which leads to the subsequent reaction of a nitrogen atom with molecular oxygen. These net reactions are shown below (R1-1 and R1-2).

\[
\begin{align*}
\text{(R1-1) } & \quad N_2 + 8H^+ + 8e^- \rightarrow 2\text{NH}_3 + H_2 \\
\text{(R1-2) } & \quad N_2 + O_2 + \text{lightning} \rightarrow 2\text{NO}
\end{align*}
\]

Today the Haber-Bosch reaction and other industrial processes have resulted in anthropogenic inputs of \( N_t \) to the environment of approximately 160 Tg N yr\(^{-1}\), representing more than half of the total \( N_t \) inputs to the environment at the global scale (Galloway et al., 2004). This has led to an increase in global atmospheric deposition of nearly 200% since the pre-industrial era (Dentener et al., 2006; Galloway et al., 2004; Schlezinger and Bernhardt, 2013). This can have drastic effects on the natural environment. Bobbink et al. (2010) found that nitrogen accumulation can cause terrestrial ecosystem shifts to lower biodiversity, which reduces their adaptability towards changing future conditions. Increases in nitrogen inputs to terrestrial environments can also result in soil acidification and affect plant toxicity (Bobbink et al., 2010). Conversely, nitrogen is an essential element needed for growth of living tissues, such that increased inputs of nitrogen to N-limited ecosystems may stimulate growth. For example, in colder, high-latitude regions where nitrogen fixation dominates N cycling, and the availability of N is
low due to limiting N fixation rates at lower temperatures, these inputs may play a large role in influencing primary production in these regions (Houlton et al., 2008). Further, stimulation of primary production can have positive implications for carbon sequestration and thus climate change mitigation (Ollinger et al., 2008; Sokolov et al., 2008). For example, Ollinger et al. (2008) linked forest canopy nitrogen concentrations in temperate and boreal forests directly to carbon dioxide uptake capacity. Overall, the impact of increased N inputs to the environment is still not well understood (Sutton et al., 2011), and thus understanding the cycling of these new inputs is essential for determining the overall fate of global ecosystems faced with a changing global climate.

1.2.2 Analytical Challenges when Sampling and Analyzing Atmospheric Reactive Nitrogen Species in Remote Ecosystems

Nitrogen has nine oxidation states and as a result can be found in a variety of oxidized and reduced forms (Table 1-1) in the atmosphere. Nitric oxide (NO\(_{(g)}\)), nitrous oxide (N\(_2\)O\(_{(g)}\)), nitrogen dioxide (NO\(_2\)(g)), nitrous acid (HNO\(_2\)(g)), nitric acid (HNO\(_3\)(g)) and ammonia (NH\(_3\)(g)) are some of the N\(_r\) species that are commonly detected and quantified in the atmosphere.

Table 1-1. Most abundant oxidized and reduced N\(_r\) compounds in the atmosphere.

<table>
<thead>
<tr>
<th>N(_r) Species</th>
<th>NR(_3)/NH(_3)/NH(_4)(^+)</th>
<th>N(_2)O</th>
<th>NO</th>
<th>HNO(_2)/NO(_2)(^-)</th>
<th>NO(_2)</th>
<th>HNO(_3)/NO(_3)(^-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxidation number</td>
<td>-3</td>
<td>+1</td>
<td>+2</td>
<td>+3</td>
<td>+4</td>
<td>+5</td>
</tr>
</tbody>
</table>
Typical atmospheric mixing ratios of these $N_r$ species are at, or below, a trace ppbv-level and therefore sensitive sampling and analysis techniques are needed to quantify these species (Finlayson-Pitts and Pitts, 2000). In remote ecosystems, $N_r$ mixing ratios can reach ultra-trace pptv and ppqv mixing ratios, making quantitation even more difficult (Flechard et al., 2011; Wentworth et al., 2016). Flechard et al. (2011) measured $\text{NH}_3(g)$ and $\text{HNO}_3(g)$ at average mixing ratios of 350 pptv and 80 pptv, respectively, at remote boreal forest sites in Sweden. For this reason, real-time analysis of $N_r$ compounds in remote ecosystems presents a challenge as instrumental detection limits need to be sensitive enough to measure these species at such low concentrations. Additionally, real-time analysis of the atmosphere is often considered an active technique meaning that it requires electrical power, which is not typically available at remote sites without significant investment in dedicated generation or transmission infrastructure.

Contamination and chemical loss are also of concern when sampling atmospheric gases and particles at such low concentrations. Contamination introduced to a sample during handling, transportation, preparation, and/or analysis can easily lead to a false positive, especially at ultra-trace concentration levels. Simultaneously, losses occurring during these processes may lead to the non-detection of analytes that may have been present in the collected samples. Therefore, the experimental design and necessary controls for quantifying sub-ppbv concentrations of $N_r$ species must be established before attempting measurements of these species in remote ecosystems.

An effective way to combat both these issues is to employ an unpowered passive sampling strategy coupled with rigorous sample handling protocols, blanks, and a sensitive analytical measurement technique to analyze remote atmospheric $N_r$ species. For
example, a cheap sorptive or reactive media to sample the remote atmosphere, coupled with a pre-concentration step prior to analysis will improve overall detection limits and negate the use of powered infrastructure, at the expense of time-integrated observational results. Further, by validating the measurements following strict quality assurance and quality control (QA/QC) protocols, data can be considered reliable against sample contamination and loss.

1.3 Passive Sampling of Gaseous Nitric Acid in Canadian Boreal Ecosystems

1.3.1 Motivation for Quantifying Nitric Acid Deposition in Remote Ecosystems

Gaseous nitric acid (HNO$_3$(g)) has been identified as a major N$_i$ input to forest ecosystems across the Northern hemisphere (Flechard et al., 2011; Zhang et al., 2009). Deposition models indicate that HNO$_3$(g) may deposit in substantial quantities hundreds of kilometers away from anthropogenic source regions (Verbeke et al., 2015; Lamarque et al., 2013). The deposition of HNO$_3$(g) globally and to remote ecosystems has been shown to mainly occur through the formation and transport of atmospheric peroxyacetyl nitrates (PANs) (R1-3).

\[
\text{(R1-3) } C_xH_yNO_2(g) \rightleftharpoons NO_2(g) + C_xH_yO_2(g)
\]

PANs formed downwind of nitrogen oxide sources can be mixed to high altitudes (> 2 km) during the day due to convective mixing and cooling with upward transport. These PANs then become trapped above the mixed surface layer of air at night as the Earth’s
surface cools, creating a thermal inversion. PANs are thermally stable for months in this high altitude region termed the upper troposphere (Atkinson et al., 1997; Singh and Hanst, 1981). They can then undergo long-range transport to remote ecosystems before thermally decomposing back to nitrogen dioxide (NO\textsubscript{2}(g)) in descending air masses, which oxidizes to form HNO\textsubscript{3}(g). At a temperature of 298 K, PANs will thermally decompose back to NO\textsubscript{2}(g) in less than an hour (Atkinson et al., 1997).

Short-range transport of nitrogen oxide (NO\textsubscript{x}) precursor gases from local anthropogenic emissions can also represent a new source of nitrogen into remote ecosystems. As stated in Sect 1.1.1, these inputs could have either a negative or positive impacts on sensitive remote ecosystems, depending on the nutrient limitation status with respect to nitrogen. In remote high-latitude regions it is anticipated that anthropogenically formed HNO\textsubscript{3}(g) will stimulate growth and primary production since the introduction of N through microbial fixation occurs at a low rate (Houlton et al., 2008). For these reasons, monitoring HNO\textsubscript{3}(g) inputs to remote ecosystems is important for understanding the impacts of increased global N\textsubscript{r}.

Local biogenic soil emissions of NO\textsubscript{x} have also shown to play an important role in HNO\textsubscript{3}(g) formation in remote regions (Butterbach-Bahl et al., 2009; Molina-Herrera et al., 2017; Müller et al., 1992). Yet, these soil emissions were excluded from the most recent HNO\textsubscript{3}(g) deposition model (Lamarque et al., 2010; Verbeke et al., 2015), and the variability in inter-site biogenic NO\textsubscript{x} emissions makes them very difficult to constrain (Butterbach-Bahl et al., 2009). Therefore, teasing apart local biogenic sources of NO\textsubscript{x} from anthropogenic sources will also aid in understanding whether remote ecosystems are
primarily influenced by anthropogenic N emissions or if primary production is driven by 
local N cycling.

Typically, field measurements of HNO$_3$ are performed using either acid-coated 
denuders (devices used to separate gases from aerosols) or more expensive 
instrumentation such as chemical-ionization mass spectrometers (Flechard et al., 2011; Le 
Breton et al., 2014; Zhang et al., 2009). These techniques, although sensitive to low 
HNO$_3$ mixing ratios, require powered infrastructure and are therefore non-trivial to 
implement in remote locations. In particular, these techniques are unable to achieve large 
temporal and spatial resolution across a remote ecosystem, which is required to fully 
constrain HNO$_3$ deposition to remote ecosystems (e.g. as in Bytnerowicz et al., 2005). 
For example, across the NitroEurope network HNO$_3$ deposition was shown to have high 
spatial variability across the European boreal forests (Flechard et al., 2011). Ideally, 
extending a passive monitoring approach to quantifying ultra-trace levels of HNO$_3$,
with rigorous analytical characterization, could provide a significant step forward in 
measurements of this gaseous N$_r$ component.

1.3.2 Properties of Atmospheric Nitric Acid

Due to the properties of HNO$_3$ a sensitive atmospheric measurement technique 
capable of exploiting either its adsorption or solubility properties is desired for its 
sampling and analysis. Nitric acid is a strong atmospheric acid with a pK$_a$ of -1.2 (Perrin, 
1982). It is also very water-soluble ($k_H = 2.1 \times 10^5$ mol L$^{-1}$ atm$^{-1}$) and partitions rapidly 
into the aqueous phase (e.g. rainwater, cloud water or fog droplets; Finlayson-Pitts and 
Pitts, 2000; Schwartz and White 1983). HNO$_3$ is also a very “sticky” molecule because
of its polar bond characteristics and it will readily adsorb to polar-group containing surfaces in contact with the atmosphere. At mixing ratios above 1 ppmv, HNO\textsubscript{3(g)} can be toxic to humans (Wood et al., 2013). However, with respect to remote ecosystems, HNO\textsubscript{3(g)} is usually measured at ppbv and pptv mixing ratios in the atmosphere in polluted urban regions and rural/remote regions, respectively (Finlayson-Pitts and Pitts, 2000).

1.3.3 Reactive Sources and Sinks of Atmospheric Nitric Acid

Gaseous nitric acid (HNO\textsubscript{3(g)}) is an oxidation product of the precursor gases nitric oxide (NO\textsubscript{1(g)}) and nitrogen dioxide (NO\textsubscript{2(g)}). These precursors are emitted into the atmosphere from both biogenic and anthropogenic sources. Out of these two nitrogen oxide species, NO\textsubscript{1(g)} is often emitted in greater amounts, and depending on the source, may account for more than 90\% of total NO\textsubscript{x} (=NO\textsubscript{1(g)} + NO\textsubscript{2(g)}) emissions (e.g., Lenner, 1987). However, the NO\textsubscript{x} species are rapidly cycled between each other through the oxidation of NO\textsubscript{1(g)} by ozone (O\textsubscript{3(g)}) and photolysis of NO\textsubscript{2(g)} (Jacob, 1999) during the daytime (R1-4 and R1-5). In R1-5, a third body (M), which in the case of R1-5 is represented as O\textsubscript{2(g)}, is needed to mediate the energy transfer/stabilization of the photolysis products.

\[
\begin{align*}
\text{(R1-4) } & \text{NO}_{1(g)} + \text{O}_3(g) \rightarrow \text{NO}_2(g) + \text{O}_2(g) \\
\text{(R1-5) } & \text{NO}_2(g) + h\nu(\lambda < 420 \text{ nm}) + M \rightarrow \text{NO}_{1(g)} + \text{O}_3(g)
\end{align*}
\]

The two main anthropogenic sources of NO\textsubscript{x} to the atmosphere are fuel combustion for power generation and automobiles. In total, anthropogenic emissions account for
approximately 60% of global NO\textsubscript{x} emissions (Müller, 1992; Finlayson-Pitts and Pitts, 2000). Lightning and biomass burning are the dominant natural and biogenic sources of NO\textsubscript{x} to the atmosphere, respectively. Each of these sources emits approximately 20 Tg NO\textsubscript{2(g)} yr\textsuperscript{-1} (Müller, 1992).

Once NO\textsubscript{2(g)} has been emitted, created by reaction of NO\textsubscript{(g)} in the atmosphere, or has been produced through the thermal decomposition of PANs it can undergo a variety of reactions that ultimately lead to the formation of HNO\textsubscript{3(g)} (Figure 1-2).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1-2.png}
\caption{Chemical formation and loss processes of HNO\textsubscript{3(g)} in the atmosphere.}
\end{figure}

In the daytime, HNO\textsubscript{3(g)} is formed via its reaction with the hydroxyl radical (OH\textsubscript{(g)}), the dominant oxidant in the atmosphere (R1-6). At a typical global OH\textsubscript{(g)} number density of 2 x 10\textsuperscript{6} molecules cm\textsuperscript{-3} (Finlayson-Pitts and Pitts, 2000) NO\textsubscript{2(g)} has an e-folding lifetime (referred to henceforth as lifetime) of 16 hours with respect to this reaction (De More et
al., 1997). At night, NO$_2$(g) can react with ozone to form the nitrate radical (NO$_3$(g)) (R1-9). NO$_3$(g) can subsequently react with NO$_2$(g) in an equilibrium reaction that forms dinitrogen pentoxide (N$_2$O$_5$(g)), which reacts with unit efficiency with gaseous or liquid water to form two molecules of HNO$_3$(g, aq) (R1-10 and R1-11). These reactions do not occur during the daytime because the nitrate radical photolyses within seconds under actinic conditions (Wayne et al., 1991). In polluted regions, nocturnal HNO$_3$(g, aq) can be formed at an hourly timescale (Mentel et al., 1996; Wahner et al., 1998). However, in remote regions, where O$_3$(g) concentrations are typically less than 20 ppbv (Verbeke et al., 2015), nighttime HNO$_3$(g, aq) formation occurs more slowly.

Although the daytime atmospheric formation of HNO$_3$(g) is not rapid, its loss processes through photolysis (R1-8) and oxidation with the hydroxyl radical (R1-7) have lifetimes on the order of tens of days (Figure 1-2; De More et al., 1997). Thus, HNO$_3$(g) is a long-lived species in the atmosphere with respect to reactive loss. Other sinks of HNO$_3$(g) include its reaction and partitioning into the condensed phase. In the presence of an atmospheric base such as ammonia, an acid-base cluster will form via a hydrogen bonding interaction as shown in R1-12 (Nguyen et al., 1997), with the salt of ammonium nitrate formed in equilibrium with the gas phase. This reaction is not expected to be a major loss process for HNO$_3$(g) however because it will only occur once all the H$_2$SO$_4$(aq) in the condensed phase has been neutralized (Seinfeld and Pandis, 2006).

\[(R1-12) \text{NH}_3(g) + \text{HNO}_3(g) \rightleftharpoons \text{NH}_4\text{NO}_3(s, aq)\]
In areas with a large influence from the marine environment or mineral dust, HNO$_3$(g) can undergo a double displacement reaction (e.g., Laux et al., 1994). For example, the reaction with NaCl$_{(s)}$ in sea salt particles is:

$$(R1-13) \text{NaCl}_ {(s)} + \text{HNO}_3(g) \rightleftharpoons \text{NaNO}_3(s) + \text{HCl}(g)$$

Similar reactions generating thermodynamically favored nitrate salts and releasing corresponding gaseous acids from the condensed phase are well established (Tang et al., 2017). The particulate nitrate salts formed in R1-12 and R1-13 may then be removed from the atmosphere via dry or wet deposition (i.e. precipitation) into an ecosystem. This process can occur rapidly once HNO$_3$(g) has reacted into the condensed phase. The physical deposition of HNO$_3$(g) to surfaces, however, is the dominant atmospheric sink for gaseous nitric acid.

### 1.3.4 Deposition of Nitric Acid to Earth’s surfaces

HNO$_3$(g) mainly deposits to the Earth’s surface, including remote ecosystems, via dry or wet deposition due to its ‘stickiness’ as a gas, as well as its high water solubility. The dry deposition of HNO$_3$(g) occurs in much greater quantities than other N$_r$ species because its surface sorption properties result in a high value for the calculation of the dry deposition velocity ($V_d; \text{cm s}^{-1}$) for HNO$_3$(g) (Finlayson-Pitts and Pitts, 2000). The $V_d$ of an atmospheric gas describes the rate at which the gas deposits to a surface and this is often modeled using a sum of deposition resistances that represent a combination of
chemical and physical processes (Wesely and Hicks, 2000). Equation 1-1 below describes the $V_d$ at a reference height above the Earth’s surface ($z$) for a gaseous species as a sum of three resistances ($R_a(z)$, $R_b$, and $R_c$).

\[
(E1-1) \quad V_d(z) = [R_a(z) + R_b + R_c]^{-1}
\]

The $R_a(z)$ term in Equation 1 describes the aerodynamic resistance above Earth’s surface at a given reference height and $R_b$ describes the quasi-laminar resistance experienced by the gas in the thin layer of air between the surface and overlying atmospheric gas. Both $R_a(z)$ and $R_b$ are well characterized in the literature, and are mainly affected by wind speed and vegetation (Seinfeld and Pandis, 2006; Wesely and Hicks, 2000). For example, in regions with high wind speeds and tall forests, the dry deposition velocity of a gas is expected to increase due to decreases in $R_a(z) + R_b$. For most gases $R_a(z) + R_b$ tends to be small, and thus they are not the rate-limiting terms for calculating $V_d$. However, due to the ability of HNO$_3$(g) to deposit efficiently on multiple surfaces, $R_a(z) + R_b$ is important in calculating the overall $V_d$ (Seinfeld and Pandis, 2006). The final dry deposition resistance term, $R_c$, describes the surface resistance, and is often difficult to characterize when modeling $V_d$. It is difficult to characterize $R_c$ because information about the surface and vegetation characteristics is needed to fully describe this term. The difficulty in determining the $R_c$ value also underpins the large variability in reported HNO$_3$(g) $V_d$. For example the reported $V_d$ for HNO$_3$(g) over ice/snow, oceans, and continents is 0.5, 1, and 4 cm s$^{-1}$, respectively, leading to a range spanning nearly one order of magnitude (Hauglustaine et al., 1994). Even over terrestrial environments, slight differences in
surface characteristics can lead to a wide range of $V_d$ values for HNO$_3(g)$ (i.e. 1 cm s$^{-1}$ over shorter vegetation and 4 cm s$^{-1}$ over trees) (Flechard et al., 2011).

The wet deposition of HNO$_3(g)$ from the atmosphere occurs during precipitation events through the rapid partitioning and scavenging of HNO$_3(g)$ into the aqueous phase (Finlayson-Pitts and Pitts, 2000; Schwartz and White 1983). In the presence of fog and/or clouds, HNO$_3(g)$ will also readily partition into the available water before being deposited by rain or fog droplets to the surface. Although the process of wet deposition is dependent on a precipitation event, it is so effective at scavenging HNO$_3(g)$ that during an event the atmosphere is completely depleted of this gas. Capturing HNO$_3(g)$ surface deposition by both mechanisms is therefore essential when total N$_r$ budgets are desired for a given ecosystem or other atmospheric observatory.

1.3.5 The Atmospheric Passive Sampling Approach

Passive sampling of the atmosphere has become a popular technique in the last few decades because of the breadth of information on temporal and spatial scales it can provide without the need of electricity (Pozo et al., 2006; Mukerjee et al., 2004; Palmes, 1981, Bytnerowicz et al., 2005). In a review of one of the first diffusion based NO$_2(g)$ samplers, the main advantages of passive sampling that persist to this day are: low cost, lack of maintenance, minimal space requirements and lack of explosion or fire hazard (Palmes, 1981). Passive samplers often employ diffusion-sorption or reactive uptake techniques to sample the atmosphere. In many cases, passive samplers have been validated via comparison with an active measurement technique (e.g. Mukerjee et al. 2004; Hagenbjörk-Gustafsson et al., 2010). For example, one field study found that
measured NO$_2$(g) values from reactive passive samplers was within 10% of the ‘true’ value measured by a chemiluminescence detector at the same site (Hagenbjörk-Gustafsson et al., 2010). The same study reported a replicate precision (n = 6) of 6% for the passive samplers (Hagenbjörk-Gustafsson et al., 2010).

The passive sampling of HNO$_3$(g) through physi-sorption and reactive processes has gained a lot of interest in the atmospheric chemistry community within the last two decades (Adon et al., 2010; Bytnerowicz et al., 2001, Bytnerowicz et al., 2005; De Santis et al., 2003; Lan et al., 2004). Using custom-built diffusion-based passive samplers, HNO$_3$(g) has been sampled either through reactive uptake using a filter impregnated with a base (Adon et al., 2010; Lan et al., 2004), or through physisorption using a nylon membrane filter (Bytnerowicz et al., 2001; Bytnerowicz et al., 2005; De Santis et al., 2003). In particular, the use of nylon as a sampling media has been demonstrated to be robust as it has been shown to have favorable interactions with HNO$_3$(g) and has been deemed the perfect sink for HNO$_3$(g) (Durham and Stockburger, 1986). A standard operating procedure for the cleaning, handling and analysis of nylon filters has been developed by the US Environmental Protection Agency to ensure that the gathering of HNO$_3$(g) concentrations across North America is quality assured and quality controlled (Chow and Watson, 1998). The passive sampling of HNO$_3$(g) with nylon filters has thus far been conducted in polluted North American regions (Bytnerowicz et al., 2001; Bytnerowicz et al., 2010) or indoors (De Santis et al., 2003), but their applicability to remote ecosystems is yet to be demonstrated. Further, controlled calibrations of the custom-built samplers, used to determine real-world quantities of HNO$_3$(g), have not investigated the effects of temperature and relative humidity on HNO$_3$(g) uptake. The
Effects of temperature on $\text{HNO}_3(g)$ uptake must be elucidated in order to fully describe the passive samplers since diffusion and sorption are both temperature-dependent processes. Therefore, although the use of nylon membrane filters has been shown to be robust, more work is still needed to characterize the filters’ utility for sampling the atmosphere.

1.3.6 Employing a Passive Sampling Technique to Quantify Nitric Acid in Remote Ecosystems

The main objective of the work in this portion of this thesis was to determine the applicability of nylon membrane filter passive samplers coupled with ion chromatography analysis to quantify $\text{HNO}_3(g)$ mixing ratios in remote boreal forest ecosystems. Secondary objectives of this project included i) assessing the reusability of nylon membrane filters for passive sampling, ii) using determined $\text{HNO}_3(g)$ concentrations to estimate the annual flux of $\text{HNO}_3(g)$ across a latitudinal transect of boreal forest sites in Newfoundland and Labrador and iii) using air mass back-trajectory analysis and atmospheric steady-state chemical box model approximations to decouple long- and short-range transport of $\text{HNO}_3(g)$ from local production.

1.4 Quantitation of Atmospheric Alkylamines in Remote Ecosystems

1.4.1 Motivations for Measuring Atmospheric Alkylamines

Atmospheric alkylamines ($\text{NR}_3(g)$) have been shown to be potent particle nucleators in the atmosphere. Atmospheric particles and particle-forming species have both direct and indirect effects on Earth’s energy balance and, thus, climate (Figure 1-3; Boucher et al., 2013; Lohmann and Feichter, 2005). Particles directly affect the climate through the
scattering, or absorption and re-emission of incident solar radiation. The indirect effect of particles occurs through the formation of cloud condensation nuclei (CCN), which reflect sunlight away from Earth’s surface. Increased particle numbers as CCN make them both more reflective and longer-lived in the atmosphere, compounding the indirect effect. NR$_{3(g)}$ are thus imperative to speciate and quantify to understand their global impact on Earth’s climate.

Laboratory studies have shown that NR$_{3(g)}$ form molecular clusters in the presence of a variety of gaseous acids, where an acid-base equilibrium between the gas and condensed phase is established (Almeida et al., 2013; Angelino et al., 2001; Berndt et al., 2010, 2014; Bzdek et al., 2010, 2011; Erupe et al., 2011; Jen et al., 2016a, b; Lloyd et al., 2009; Murphy et al., 2007; Qiu et al., 2011; Silva et al., 2008; Smith et al., 2010; Wang et al., 2010a, b; Yu et al., 2012; Zhao et al., 2011; Zollner et al., 2012). Almeida et al. (2013) measured particle formation rates using the Cosmics Leaving OUtdoor Droplets (CLOUD) chamber and determined that dimethylamine in the presence of sulfuric acid enhances particle formation rates 1000 times greater than that of an equivalent molar quantity of NH$_{3(g)}$, which is the dominant atmospheric base (Holland et al., 1999). Furthermore, the study concluded that NR$_{3(g)}$ can compete with NH$_{3(g)}$ in particle formation at relevant ppqv-level atmospheric mixing ratios. These were significant discoveries because alkylamines are often detected in quantities 100 – 1000 times less than ammonia in the atmosphere (Chang et al., 2003; Ge et al., 2011; Schade and Crutzen, 1995). Recent laboratory studies have determined that alkyl diamines are even more potent nucleators than the alkyl monoamines (Jen et al., 2016a, b). Theoretical $ab\ initio$ analysis of these acid-base molecular clusters has further confirmed that particle
formation will occur under ambient atmospheric conditions and concentrations (Barsanti et al., 2009; Kurtén et al., 2008; Loukonen et al., 2010, 2014; Nadykto et al., 2015; Ortega et al., 2012). NR$_3$(g) and their oxidation products, such as amides and imines, can also partition into atmospheric particles to enhance particle growth (Figure 1-3; Malloy et al., 2009; Silva et al., 2008).

Figure 1-3. Atmospheric chemistry and climate effects of alkylamines. The $K_1$ pathway represents equilibrium thermodynamic partitioning between the gas and condensed of alkylamines and the $K_2$ pathway represents the phase partitioning of amides/imines.

Developing a sensitive method that can quantify and speciate atmospheric NR$_3$(g) is also necessary for determining the contribution of reduced organic nitrogen deposition, a potential important component total $N_r$ inputs, particularly in remote locations. Thus far
the deposition of organic nitrogen to ecosystems is still poorly understood and is not included in most models of global nitrogen deposition (Sutton et al., 2011). This is alarming, because multiple studies have reported that dissolved organic nitrogen (DON) in precipitation samples can constitute anywhere from 30 – 60% of the total dissolved nitrogen (TDN) entering an ecosystem (Cape et al., 2011, Cornell et al., 2003; Neff et al., 2002; Yan and Kim, 2015). Yan and Kim (2015) show that most of the DON measured is not recycled from within the ecosystem and likely represents a new source of nitrogen to their sampling sites after an air mass back-trajectory analysis. Another study conducted in Singapore determined that the flux of particulate organic nitrogen to the island was higher than the ammonium and nitrate particulate flux, which are the dominant inorganic N species (He et al., 2011). It is likely that alkylamines are contributing to these total organic N fluxes given the ubiquitous nature of these species in the atmosphere (Ge et al., 2011). Further, oceans and forest fires have been shown to emit gaseous methyl and ethylamines in high quantities, and remote ecosystems impacted directly by these emissions have the potential to receive large N inputs from alkylamines (Gibb et al., 1999b; Schade and Crutzen, 1995; Van Neste et al., 1987;). Therefore, developing a method that can quantify NR$_3$(g) in precipitation, particle and gaseous matrices is critically required to determine their contribution towards total organic nitrogen and the total N input of an ecosystem.

1.4.2 Properties of Atmospheric Alkylamines

NR$_3$(g) are derivatives of NH$_3$(g) where 1, 2 or 3 of the hydrogen atoms attached to the central nitrogen atom have been replaced by an alkyl group (-R). Due to the electron-
donating properties of the alkane chain, most alkylamines have a higher basicity than ammonia (pKa ≈ 10 vs pKa ≈ 9; Perrin, 1982). NR\textsubscript{3(g)} are volatile and readily partition into the gas phase from pure solutions. NR\textsubscript{3(g)} with fewer than 4 carbon atoms in the R-group have vapor pressures greater than 10 kPa at room temperature (Christie and Crisp, 1967). As the alkyl side chain grows in length however the alkylamine becomes less volatile because of greater van der Waals interactions. Alkylamines tend to have high solubilities in water (K\textsubscript{H} ≈ 1 mol m\textsuperscript{-3} Pa\textsuperscript{-1}) because of their ability to participate in hydrogen bonding and dipole-dipole interactions (Christie and Crisp, 1967). The solubility of alkylamines in water also decreases with an increasing R-group chain length due to increasing steric effects. Due to the nature of the condensed phase in the atmosphere as well as the properties of Earth’s surface, the aqueous solubility properties of NR\textsubscript{3(g)} are the best predictors of the behavior of these species in the environment.

R1-14 shows the equilibrium partitioning of amines from the gas to the aqueous phase governed by the specific value of K\textsubscript{H}. R1-15 then shows their subsequent equilibrium reaction with water once partitioned into the aqueous phase. The degree to which protonation occurs is dependent on pKa of the amine and effective pH of the particle water (Pankow, 2003).

\begin{equation}
(R1-14) \quad \text{NR}_3(g) \rightleftharpoons \text{NR}_3(aq)
\end{equation}

\begin{equation}
(R1-15) \quad \text{NR}_3(aq) + \text{H}_2\text{O}(l) \rightleftharpoons \text{NR}_3\text{H}^+(aq) + \text{OH}^-(aq)
\end{equation}
The basicity properties of NR$_3$(g) allows these species to participate in a variety of chemical reactions in the atmosphere as well. NR$_3$(g) react with atmospheric acids (HX) to form atmospheric particles via R1-16 shown below.

\[(\text{R1-16}) \text{NR}_3(\text{g}) + \text{HX}(\text{g}) \rightleftharpoons \text{HNR}_3\text{X}(\text{s})\]

The basic nitrogen atom also allows the alkylamine to act as a nucleophile, and react with atmospheric carbonyls to form imines (R1-17).

\[(\text{R1-17}) \text{RNH}_2(\text{g}) + \text{O=CR}_2(\text{g}) \rightarrow \text{RN=CR}_2(\text{g}) + \text{H}_2\text{O}(\text{g})\]

Both alkylamines and imine products can partition into pre-existing particles due to their solubility and basicity, causing particle growth. Furthermore, due to their higher basicity, uptake of amines to pre-existing particles can lead to the displacement of ammonia from already formed acid-base clusters (R1-18)

\[(\text{R1-18}) \text{NR}_3(\text{g}) + \text{NH}_4\text{X}(\text{s}) \rightleftharpoons \text{NR}_3\text{HX}(\text{s}) + \text{NH}_3(\text{g})\]

Further details of the multiphase chemistry of atmospheric alkylamines is reviewed in Qiu and Zhang (2013). Overall, these properties of alkylamines indicate that they will be present in both the gas and particle-phase in the atmosphere. Hence, to understand their
chemistry and transport in the environment, easily and rapidly quantifying the most abundant alkylamines should be seen as a pressing issue to resolve.

1.4.3 Sources and Sinks of Atmospheric Alkylamines

Alkylamines are emitted into the atmosphere by multiple biogenic, natural, and anthropogenic sources (Ge et al., 2011). The largest biogenic source of NR$_3$(g) to the atmosphere is the world’s oceans, where NR$_3$(g) are volatilized through the degradation of organic matter (Van Neste et al., 1987; Schade and Crutzen, 1995; Gibb et al., 1999b). It is estimated that these emissions total 80 Gg N yr$^{-1}$ and account for approximately 50% of total biogenic methylamine emissions to the atmosphere (Ge et al., 2011). Measurements of ethylamines in marine aerosols are also commonly reported and suggest that marine environments may be a large source of ethylamines (Facchini et al., 2008; Gibb et al., 1999a; Müller et al., 2009; Sorooshian et al., 2009; van Pinxteren et al., 2015; Youn et al., 2015). Emissions from the natural process of biomass burning (60 ± 28 Gg N yr$^{-1}$) represent the second largest source of alkylamines to the atmosphere (Lobert et al., 1990, Ge et al., 2011). Estimates suggest that global methylamine emissions from biomass burning may represent up to 50% of the summed biogenic and natural methylamine emissions (Lobert et al., 1990, Ge et al., 2011). Vegetation and volcanic amine sources have also been identified in the literature (Schade and Crutzen, 1995; Mukhin et al., 1978), however their relative contribution to the overall atmospheric NR$_3$(g) budget remains unconstrained. Animal husbandry operations represent the largest known and quantified source of anthropogenic NR$_3$(g) emissions (Kuhn et al., 2011; Lunn and Van de Vyver, 1977; Rabaud et al., 2003; Schade and Crutzen, 1995; Sorooshian et al., 2008),
followed by fisheries (Seo et al., 2011) and sewage-waste treatment facilities (Leach et al., 1999). Tobacco smoke, automobiles and cooking have also been identified as anthropogenic sources of NR$_3(g)$ to the atmosphere (Cadle and Mulawa, 1980; Rogge et al., 1991; Schauer et al., 1999; Schmeltz and Hoffmann, 1977).

Once emitted into the atmosphere, small-chain alkylamines are rapidly oxidized in the presence of the hydroxyl radical within a few hours (R1-19; k ≈ 6 x 10$^{-11}$ cm$^3$ molecule$^{-1}$ s$^{-1}$) and thus as gases they have a low-propensity to undergo long-range transport (Atkinson et al., 1978; Carl and Crowley, 1998; Ge et al., 2011).

$$\text{(R1-19) } \text{NH}_2\text{CH}_3(g) + \text{OH(g)} \rightarrow \text{NH}_2\text{CH}_2(g) + \text{H}_2\text{O(g)}$$

However, as stated previously, in the presence of particles or gaseous acids alkylamine species have a high likelihood of partitioning into the particle-phase. If the alkylamines form stable particle-phase salts or reaction products, which are more resistant towards degradation, they can undergo long-range transport to remote environments.

### 1.4.4 Analytical Characterization of Atmospheric Alkylamines

Interferences from common atmospheric species have presented a constant challenge when analyzing gas- or particle-phase NR$_3(g)$. For example, gaseous ammonia, a functional analogue of alkylamines, is always present in greater atmospheric quantities, and has the potential to bias alkylamine measurements if the analytical technique is not selective (Chang et al., 2003; Ge et al., 2011; Schade and Crutzen, 1995). The atmospheric particle-phase is even more complex than the gas-phase and often contains
interferences from ionic and complex organic species (Ault et al., 2013; Di Lorenzo and Young, 2016; Kovač et al., 2013; Saleh et al., 2014; Sobanska et al., 2012; Sun et al., 2006).

Direct mass spectrometry (MS) analysis of an atmospheric sample has been frequently used in field campaigns to overcome common matrix effects of the atmosphere (Aiken et al., 2009; Denkenberger et al., 2007; Silva et al., 2008; Yao et al., 2016). However, since separation of alkyamines was not performed prior to analysis, alkyamine structural isomers were unable to be identified, limiting insight into both sources and chemistry. Further, accurate quantitation of particles is not possible with direct MS analysis since ionization efficiencies cannot be quantified for real atmospheric particles, due to matrix suppression or enhancement effects (Murphy et al., 2007). Derivatization of atmospheric methyl- and ethylamines followed by GC-MS or LC-MS analysis is perhaps the most commonly employed technique for quantifying these compounds (Akyüz, 2007; Fournier et al., 2008; Huang et al., 2009; Key et al., 2011; Possanzini and Di Palo, 1990). These derivatization methods have achieved successful speciation and quantitation of methyl- and ethylamines through the removal of interferences by utilizing extraction and derivatization steps. The drawbacks of derivatization methods are that they require multi-step method optimization, utilize large amounts of reagents and organic solvent, and are difficult, if not impossible, to interface with real-time sampling of the atmosphere.

Ion chromatography (IC) has shown recent promise as a NR$_3$(g) separation and quantitation technique, and has been deployed in the field for the real-time analysis of the atmosphere (Chang et al., 2003; Dawson et al., 2014; Erupe et al., 2010; Huang et al., 2003).
IC analysis has been demonstrated to overcome limitations of MS analysis by separating alkylamine structural isomers, as well as limitations of GC-MS and LC-MS analysis by analyzing atmospheric samples in less than 30 minutes without utilizing large volumes of solvent (VandenBoer et al., 2012). However, current IC separation methods in the literature still struggle with the full separation of the full suite of methyl- and ethylamines from common atmospheric cations (Chang et al., 2003; Dawson et al., 2014; Erupe et al., 2010; Huang et al., 2014; Li et al., 2009; Murphy et al., 2007; VandenBoer et al., 2012). This presents a problem for the analysis of the remote atmosphere where alkylamines may be present at molar quantities more than 1000 times less than other cationic species. This can lead to false negatives when detecting atmospheric alkylamines as well as the suppression of potential detection limits where IC peaks are not fully resolved. Therefore, for an IC method to be compatible for use in analyzing samples taken from remote atmospheric environments, the full suite of abundant alkylamines must be resolved from potential cationic matrix constituents.

1.4.5 Development and Characterization of an Ion Chromatography Method for Measuring Atmospheric Alkylamines in Remote Ecosystems

The objective of the work in this portion of the thesis was to develop and characterize a sensitive analytical technique that was able to quantify and speciate the most abundant atmospheric alkylamines in samples collected from remote ecosystems, where alkylamine mixing ratios can reach sub-pptv levels. Ion chromatography, employing analyte preconcentration, was used as the separation and quantitation
technique in order to overcome limitations of direct MS analysis and derivatization analysis techniques. The goals of the method were to i) separate nine alkylamines (monomethylamine (MMA), dimethylamine (DMA), trimethylamine (TMA), monoethylamine (MEA), diethylamine (DEA), triethylamine (TEA), monopropylamine (MPA), monoisopropylamine (iMPA), and monobutylamine (MBA)) from five common atmospheric inorganic cations (Na\(^+\), NH\(_4\)^+, K\(^+\), Mg\(^{2+}\), and Ca\(^{2+}\)), in a runtime of approximately 30 minutes or less, ii) Assess the method precision, accuracy and detection limits, and iii) test the applicability of the method to real-world atmospheric samples through the analysis of biomass burning samples, which contain a complex matrix of organics and inorganic cations.
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Chapter 2: Passive Sampling of Gaseous Nitric Acid Along the Newfoundland and Labrador Boreal Ecosystem Latitudinal Transect (NL-BELT)
2.1 Abstract

Atmospheric nitric acid (HNO$_3(g)$) has been shown to deposit in high amounts in rural and remote environments and thus has the capability to influence the productivity and function of these ecosystems. Potential interactive effects of HNO$_3(g)$ deposition and climate change in more remote arctic and boreal regions, where N limitation can be significant, require the quantification of HNO$_3(g)$ inputs to better constrain sources and controls on these inputs and their role in climate responses of high-latitude ecosystems. Custom-built HNO$_3(g)$ passive diffusion-based samplers employing nylon membrane filters as the HNO$_3(g)$ collection media were installed along the Newfoundland and Labrador – Boreal Ecosystem Latitudinal Transect (NL-BELT) to estimate the mixing ratios and flux of HNO$_3(g)$ across this boreal forest climate transect. The quality assurance and quality control procedures used enabled the quantification of time-weighted average mixing ratios as low as 2 parts per trillion by volume (pptv) over a monthly sampling period or 72 pptv over a 24-hour sampling period using these custom-built samplers. The nylon membrane filters were tested for their reusability in these relatively remote ecosystems where no statistical difference between the measured mean value of reused and new filters were observed, suggesting that the filters can be reused as long as replicates are employed.

The average mixing ratios at the NL-BELT field sites from the summer of 2015 through to the fall of 2016 were in the tens of pptv level, with a range of 4 – 214 pptv. The annual dry deposition fluxes of HNO$_3(g)$ as nitrogen were estimated to be 3 - 16 mg m$^{-2}$ yr$^{-1}$ across the transect. An air mass back trajectory analysis showed that the deposition of HNO$_3(g)$ to the NL-BELT sites was correlated with winds originating from
the east, suggesting the short-range transport of HNO$_3$\(\text{(g)}\) derived from precursor anthropogenic nitrogen oxides emitted in the central and eastern regions of the island of Newfoundland. By assuming a steady-state between HNO$_3$\(\text{(g)}\) formation and loss processes in the atmosphere, it was possible to determine that local biogenic nitrogen oxide production and oxidation may have accounted for 50% or more of the measured HNO$_3$\(\text{(g)}\). The seasonal downwelling of peroxyacetyl nitrates (PANs) from the upper troposphere in the spring and early summer may have also contributed to the HNO$_3$\(\text{(g)}\) observed in excess of the calculated local production potential.

2.2 Introduction

As a result of the start of anthropogenic industrial-scale combustion processes, nitric acid (HNO$_3$\(\text{(g)}\)) concentrations in the atmosphere have increased greatly in the last century. Field measurements and chemistry-climate models have shown that HNO$_3$\(\text{(g)}\) deposits in high amounts to rural and remote ecosystems, and in some studies it has been the dominant atmospheric nitrogen (N) input to these environments (Flechard et al., 2011; Verbeke et al., 2015; Zhang et al., 2009.). Large inputs of N can be toxic to vegetation, lead to soil acidification and cause ecosystem shifts to lower biodiversity (Cisneros et al., 2010; Bobbink et al., 2010). In terrestrial ecosystems that are N-limited, such as those in high-latitude regions, nitrogen inputs may stimulate vegetation and forest growth (Bedison and McNeil 2009; Bobbink et al., 2010). This fertilization effect will impact the carbon cycle and Earth’s climate (Bedison and McNeil, 2009, Ollinger et al., 2008; Sokolov et al., 2008), but will depend upon its magnitude in relationship to climate change impacts on rates of N cycling, the major source of available N in N-limited
ecosystems (Cleveland et al., 1999). Thus the quantitation of HNO$_3$(g) in conjunction with ongoing biogeochemical and ecosystem ecological research enables the linkage of these inputs to ecosystem responses to climate change.

Constraining HNO$_3$(g) inputs to remote ecosystems remains a challenge. Global atmospheric HNO$_3$(g) concentrations have been modeled by Verbeke et al. (2015), but emission inventories of its precursor nitrogen oxide gases (NO$_x$) used in the model do not include soil emissions or any inter-annual variability in emission factors (Lamarque et al. 2010). This is a concern because soil NO$_x$ emissions are estimated to contribute up to 25% of global NO$_x$ emissions, and have been shown to be an important source of NO$_x$ in rural and remote ecosystems (Butterbach-Bahl et al., 2009; Müller, 1992; Molina-Herra et al., 2017). As a result, measurements of HNO$_3$(g) in remote environments are needed to validate model outputs. Obtaining HNO$_3$(g) measurements in remote ecosystems is difficult, however, because most atmospheric sampling techniques used to monitor HNO$_3$(g) are active and thus require expensive equipment and powered infrastructure (Flechard et al., 2011; Le Breton et al., 2014; Zhang et al., 2009). Therefore, developing a cheap passive technique that is capable of monitoring HNO$_3$(g) inputs to rural and remote ecosystems is essential to fully understanding the role of this increased global anthropogenic nitrogen input to the atmosphere.

HNO$_3$(g) is formed in the atmosphere from various reactions of its precursor gas nitrogen dioxide (NO$_2$(g)). In the daytime HNO$_3$(g) is formed through the oxidation of NO$_2$(g) with the hydroxyl radical (OH$_{(g)}$) via R2-1. While during the night NO$_2$(g) undergoes a series of reactions (R2-2 to R2-4) to form HNO$_3$(g).
NO\textsubscript{2}(g) can be directly emitted into the atmosphere or form through the oxidation of nitric oxide (NO\textsubscript{1}(g)) via R2-5. These two species make up the NO\textsubscript{x} family (i.e. the sum of NO\textsubscript{1}(g) and NO\textsubscript{2}(g)) and they rapidly cycle between one another in the daytime atmosphere via R2-5 and R2-6.

\[(R2-5) \text{NO}(g) + \text{O}_3(g) \rightarrow \text{NO}_2(g) + \text{O}_2(g)\]
\[(R2-6) \text{NO}_2(g) + \text{h} \nu + \text{M} \rightarrow \text{NO}(g) + \text{O}_3(g) + \text{M}\]

Precursor NO\textsubscript{x} species are emitted into the atmosphere primarily through anthropogenic fuel combustion processes, which account for approximately 60% of global NO\textsubscript{x} emissions (Müller, 1992; Finlayson-Pitts and Pitts, 2000). The other major sources of atmospheric NO\textsubscript{x} include biomass burning and lightning (Müller, 1992), with lesser contributions from denitrifying bacteria (Denman et al., 2007). Therefore, it is largely assumed that HNO\textsubscript{3}(g) is a marker of anthropogenic pollution given the relative contribution of anthropogenic NO\textsubscript{x} to the atmosphere.

HNO\textsubscript{3}(g) is rapidly wet and dry deposited from the atmosphere due to its high solubility and ‘stickiness’ (Finlayson-Pitts and Pitts, 2000; Schwartz and White 1983),
and thus it is often deposited in high quantities in proximity to its source location. However, its precursor gas NO$_2$(g) can undergo long-range transportation to remote ecosystems through the formation of peroxyacetyl nitrates (PANs). NO$_2$(g) can react with volatile organics in the urban atmosphere to form PANs that are thermally stable in the upper troposphere (R2-7; Singh and Hanst, 1981). When PANs are formed under cold conditions or transported rapidly to cold regions (e.g. lofted air masses into the upper troposphere, high latitudes) they can remain stable in the atmosphere for months.

\[
\text{(R2-7) } \text{ NO}_2(\text{g}) + C_xH_yO_z(\text{g}) \rightleftharpoons C_xH_yNO_z(\text{g})
\]

When these PAN species down well from the upper troposphere they thermally decompose in less than an hour as they reach temperatures of 298 K or greater (Atkinson et al., 1997). Thus PANs are capable of transporting long distances aloft before decomposing to NO$_2$(g).

In rural and remote ecosystems HNO$_3$(g) mixing ratios in air can be as low as 10 parts per trillion by volume (pptv), requiring a sensitive atmospheric measurement technique to quantify this acid (Finlayson-Pitts and Pitts, 2000; Flechard et al., 2011; Zhang et al., 2009). Typical atmospheric sampling of HNO$_3$(g) is active, and thus requires power, and often times expensive instrumentation. For example, Flechard et al. (2011) and Zhang et al. (2009) sample HNO$_3$(g) at rural and remote forests by actively pulling air through denuders coated with a reactive basic solution (Flechard et al., 2011; Zhang et al., 2009). Chemical ionization mass spectrometers have also been used to obtain large spatial
scale rural measurements via aircraft campaigns (Le Breton et al., 2014) but are very costly, require highly trained and dedicated personnel, and are unable to probe within 100 m of the surface (Young et al., 2012). Active sampling techniques such as these may also be biased high since there is typically an anthropogenic point source (e.g. a generator, or small town) collocated with people using vehicles near the active sampler that could be emitting NOx.

Passive sampling of HNO₃(g) overcomes these limitations of active sampling and has been performed using nylon membrane filters as sorption media for HNO₃(g) in polluted forests in California, U.S.A. and Alberta, Canada (Bytnerowicz et al., 2001; Bytnerowicz et al., 2010). This passive sampling strategy has the advantages of low costs, low maintenance, reduced personnel training, and the potential to obtain large spatial scale measurements, but has never been deployed for use in remote ecosystems where HNO₃(g) mixing ratios are expected to be below 100 pptv (Bytnerowicz et al., 2001). Complications in quantitation from temperature (T) and relative humidity (RH) may create additional uncertainty from the previously reported calibrations if they are highly variable over the sampling period. Further, the effect of T and RH on HNO₃(g) passive sampling with nylon membrane filters is still largely uncharacterized. The utility of these samplers in such environments is highly desirable, but still requires rigorous analytical field methodology development.

In this work we pursued an ultra-trace HNO₃(g)-capable methodology for the passive sampling of this gas by i) developing a quality assurance and control procedure for quantifying trace quantities of HNO₃(g) from nylon membranes using ion chromatography, ii) assessing the reusability of nylon membrane filters for passive
sampling, iii) determining the ability of sorption-based nylon membrane samplers to quantify HNO$_3$(g) in remote ecosystems, iv) estimating the annual flux of HNO$_3$(g) across a latitudinal transect of similar forest sites in Newfoundland and Labrador, and v) decoupling long- and short-range transport of HNO$_3$(g) from local production through the use of comprehensive air mass back-trajectory statistical analysis and steady-state approximations.

2.3 Methods

2.3.1 Custom Built Nitric Acid Passive Samplers

Nitric acid passive gas samplers were custom-built by adaptation (Figure 2-1) from the design detailed in Bytnerowicz et al. (2005). The filter pack sampler assembly is composed of one nylon membrane filter (47 mm, 1.0 µm, Nylasorb™, Pall Corporation, P/N 66509), one supported polytetrafluoroethylene (PTFE) filter (47 mm, 1.0 µm, Zefluor™, Pall Corporation, P/N P5PJ047), a petri dish (60 x 15 mm, VWR), two PTFE rings (50 x 2 mm, McMaster Carr, P/N 8547K41), and one polycarbonate ring (50 x 5 mm, McMaster Carr, P/N 8585K18). The nylon filter, which samples HNO$_3$(g) through a sorption mechanism, is housed inside the petri dish between two PTFE rings. A PTFE filter, supported underneath by a PTFE ring and above by a polycarbonate ring prevents intrusion of atmospheric particles. A tight-fitting polycarbonate ring holds the filter assembly securely in the petri dish.
Figure 2-1. Schematic of the custom-built HNO\textsubscript{3(g)} passive samplers. The filter pack assembly (a) consists of a petri dish (60 x 15 mm), a nylon membrane filter (47 mm, 1.0 µm), a supported PTFE filter (47 mm, 1.0 µm), two PTFE rings (50 x 2 mm) and a polycarbonate ring (50 x 5 mm). The weatherproof enclosure (b) consists of an ABS enclosure base and an ABS screw cap with a drilled hole to loop string through for mounting in situ.

Weatherproof enclosures were constructed from two ABS fittings to protect the samplers from wind and rain. One fitting was used as the enclosure base and a threaded fitting as the cap. The filter pack assembly was fastened inside the cap with hook and loop adhesive tape. The weatherproof enclosures were painted silver to reflect incident light and reduce heating of the weatherproof enclosures.
2.3.2 Passive Sampler Deployment Along the Newfoundland and Labrador – Boreal Ecosystem Latitudinal Transect (NL-BELT)

The HNO$_3$(g) passive gas samplers were installed in August 2015 across four watersheds in western Newfoundland and southern Labrador, which comprise the NL-BELT (Figure 2-2).

![Map of North America and NL-BELT](image)

**Figure 2-2.** Map of North America (left) highlighting the geographical location of Newfoundland and Labrador and map of the NL-BELT (right) showing the four watershed regions (Grand Codroy (GC), Humber River (HR), Salmon River (SR), and Eagle River (ER)) that comprise the NL-BELT.

In each watershed three balsam fir-dominated forest experimental sites exist, with one utilized for atmospheric sampling. These were the field sites providing supporting measurements of soil moisture, relative humidity, and air temperature in each watershed region (see Section 2.3.3). The HNO$_3$(g) samplers were deployed in triplicate at each site in order to capture intra-site variability in atmospheric composition. The samplers were
installed at the following site locations: Grand Codroy O’Regan’s site (GC; 47.893° N, 59.174° W), Humber River Camp 10 site (HR; 49.070° N, 57.643° W), Salmon River Hare Bay site (SR; 51.256° N, 56.138° W), and Eagle River Muddy Pond site (ER; 53.550° N, 56.987° W).

The weatherproof enclosures were hung using screw hooks approximately 3 m above ground level on selected trees that were on the edges of forest stands or clearings greater than 15 m in diameter in order to facilitate intrusion of the atmosphere and minimize canopy effects on sample composition. Nylon membrane HNO\textsubscript{3(g)} sample collection and reinstallation was performed on a monthly basis at the Newfoundland sites (GC, HR and SR) and on a bimonthly basis at the Labrador site (ER) during the summer of 2015 and throughout the summer of 2016. A time-integrated sample was also collected over the 2015-2016 winter at each field site spanning 6 to 8 months. Sampler filter packs for each exchange were assembled in a sealed petri dish in St. John’s, Canada and were transported in an insulated box containing ice packs (~10 °C) to the Canadian Forestry Service field laboratory located in Pasadena, NL where they were refrigerated until taken again in an insulated box to the field sites. They were then exchanged with the previously deployed sampling filter packs. The samples were transported in the insulated box until they could be stored at 4 °C prior to extraction for analysis. A field blank filter was carried to each sample site and briefly exposed to capture any systematic contamination during the handling and transportation of the filter packs.
2.3.3 Supporting Measurements at the NL-BELT Sites

Temperature (T) and relative humidity (RH) probes (HOBO® U23 pro v2, P/N U23-001) were installed at all the Newfoundland island sites in November 2015 and at the Labrador site in June 2016. Solar radiation shields (HOBO®, P/N RS1) were affixed to a tree at each site at roughly the same height above ground level as the HNO$_3$(g) samplers and the T and RH probes were installed within each shield. Supporting atmospheric measurements of NO$_x$(g), NO$_2$(g), NH$_3$(g) and O$_3$(g) were provided by reactive passive samplers (Ogawa® USA) that were installed in triplicate at all four field sites in the summer of 2014. Briefly, the NO$_x$(g), NO$_2$(g), NH$_3$(g) and O$_3$(g) samplers chemically collected these gases via their reaction with impregnated filters housed within the samplers after the gases had diffused through a diffuser end cap. The filters were extracted in 15 ml of DIW and analyzed via IC using the program described in Sect 2.3.4.2.

2.3.4 Sample Handling, Analysis and Quality Control

2.3.4.1 Handling and Extraction of Nylon and PTFE Filters

The nylon and PTFE filters were handled, extracted and analyzed following procedural recommendations outlined by the U.S. Environmental Protection Agency (USEPA) (Chow and Watson, 1998). The nylon filters were pre-cleaned via the following procedure: i) six times rinse with >18.2 MΩ x cm ultrapure deionized water (DIW; Barnstead Nanopure Infinity, Thermo Scientific, Waltham, MA, USA ), ii) minimum of 12 hours soak in 0.015 M Na$_2$CO$_3$ ( > 99.5%, Sigma-Aldrich), iii) second soak of at least 12 hours in DIW, and iv) six times rinse with DIW. The supported PTFE filters were pre-
cleaned with two six-time rinses and two 12-hour minimum soaks in DIW. The filters were air-dried for approximately 2 hours before being installed in the samplers. The PTFE and nylon membrane filters were rinsed and soaked for an additional day as per the USEPA recommendation in order to achieve lower method detection limits. After sample collection, the nylon filters were gently rolled using clean forceps and placed into 15 ml polypropylene tubes (Falcon®, P/N 352097). The filters were extracted in 10 ml of 1 mM KOH diluted from 1 N KOH (Thermo Fisher Scientific, P/N AC278400010) and were sonicated for 10 minutes at 30 °C (VWR Scientific Products/Aquasonic 150 HT, Ultrasonic Water Bath). The PTFE filters were extracted for particulate analysis using 10 ml of DIW following the same procedure.

2.3.4.2 Analysis of Nylon and PTFE filters by Ion Chromatography

The filter extracts were analyzed for the HNO$_3$ conjugate base anion (NO$_3^-$) via ion chromatography (IC). Calibration standards were prepared through serial dilution of a primary mixed anion standard concentrate (Dionex seven-anion II, P/N: 057590, Thermo Scientific, Sunnyvale, CA, USA) with ultrapure DIW to a NO$_3^-$ concentration range of 4 – 300 ng ml$^{-1}$. The IC calibration standard set consisted of 5 calibration standards, 2 check standards and a calibration reagent blank. The analytes were separated from other common inorganic and organic anions using a KOH mobile phase gradient elution program with a fixed flow rate of 1.5 ml min$^{-1}$. The gradient program started with a 1 mM KOH hold for the first 7 mins followed by a linear increase to 16 mM KOH over the next 9 mins. The KOH was held at 16 mM for 4 mins then linearly increased to 25 mM from 20 mins to 25 mins. At 25 mins the concentration was linearly increased to 60 mM over a
period of 8 mins, yielding a total run time of 33 mins. The eluent concentration was returned to 1 mM and allowed to equilibrate for 1 minute before the beginning of the next injection. An eluent generator cartridge (ThermoScientific, EGC III, P/N: 074532) used in conjunction with a DIW reservoir supplied the KOH mobile phase. Analytes were separated on ThermoScientific AG11 (4 x 50 mm, P/N: 052962) and AS11-HC (4 x 250 mm, P/N: 052960) guard and analytical columns. All analytes were pre-concentrated on a concentrator column (TAC-ULP1, 5 x 23 mm, P/N: 061400) from 1 ml sample volumes injected using a ThermoScientific AS-DV autosampler and were quantified by suppressed (AERS 500, 4mm, P/N: 082540) conductivity detection (DS6 heated conductivity cell).

2.3.4.3 Washing Procedures and Negative Controls

The 15 ml polypropylene tubes were acid-washed (10% v/v HCl) and pre-sonicated with DIW for 60 minutes before filters were placed in the tubes and sample extractions were performed. IC standards were prepared using Class A Corning polymethylpentene 50 (± 0.06) ml volumetric flasks that were rinsed eight times with DIW prior to use. Standards were stored in 60 ml brown Nalgene polypropylene bottles that were pre-cleaned in a 10% HCl bath, followed by eight rinses each with distilled water and then DIW.

The full HNO₃(g) filter pack assembly was rinsed 10 times with DIW between sampling deployments. As mentioned previously, a representative field blank filter pack assembly was carried to each sampling site and briefly exposed to capture any systematic contamination during the handling and transportation of the filter packs. The field blank filters were handled and extracted following the same procedure outlined in Sect. 2.3.4.1
and all sample quantities were calculated by accounting for the field blank observations of NO$_3^-$, where the quantities were above the IC detection limits. Additionally, 10 ml of 1 mM KOH and DIW reagent blanks were taken and analyzed with each set of samples to determine the potential NO$_3^-$ background signal derived from the extract solvents and any contamination in the 15 ml polypropylene tubes.

### 2.3.4.4 Ion Chromatography Instrumental Performance Evaluation

The IC method precision was determined using calibration standard peak areas from n = 5 calibration curves analyzed over a period of four months. The method precision was calculated as the relative standard deviation in the slope across the five calibrations. The accuracy of the method was assessed using two check standards positioned at the high and low end of the calibration working range. The low check standard was prepared to a NO$_3^-$ concentration of 5.4 ng ml$^{-1}$ and the high check standard to a concentration of 54 ng ml$^{-1}$. Accuracy was calculated by determining the difference between the calculated values of the check standards (n = 8) and their known concentrations using the corresponding calibration slope on a given IC run. The average instrumental limit of detection (LOD) was calculated as 3 times the analyte signal to noise using peak heights from four separate calibrations. The noise was calculated as the standard deviation in the calibration reagent blank conductivity signal across the NO$_3^-$ retention window, which consisted of approximately 100 – 150 conductance data points depending on the blank chromatogram analyzed.
2.3.5 Reusability of Nylon Membrane Filters

The reusability of the nylon filters was tested by deploying ten passive samplers on the rooftop of the Memorial University Earth Science building in St. John’s, Canada (Figure 2-2; 47.574° N, 52.734° W). Five used and re-cleaned filter packs and five new filter packs were installed in the weatherproof enclosures for a two-week period (November 15 – December 14, 2016). The nylon filters were extracted and analyzed to determine the extent to which the nylon filters could be reused. Field blanks consisting of a new nylon filter assembly and a used nylon filter assembly were transported to the roof site and exposed for five seconds to track any systematic contamination. All filter reuse sample data was blank-corrected using their corresponding field blanks.

2.3.6 Calculation of HNO$_3$(g) Mixing Ratios from Filter Extracts

To convert the mass loadings of NO$_3^-$ adsorbed to each filter to an average atmospheric mixing ratio, the response of the passive gas samplers to a given dose of HNO$_3$(g) needed to be known. The calibration of this style of passive sampler has been performed previously in a PTFE chamber (Bytnerowicz et al., 2005), where the linear uptake of HNO$_3$(g) to the samplers (µg) with a known nitric acid dose over time (µg h m$^{-3}$) was determined. The slope (Units: µg m$^{-3}$ HNO$_3$(g) h (µg NO$_3^-$ (filter))$^{-1}$) of this previously reported response was employed in this work to determine the average atmospheric HNO$_3$(g) mixing ratios during the NL-BELT sampling periods. Equation 2-1 describes the mass loading conversion of HNO$_3$(g) in µg m$^{-3}$ of air using the IC NO$_3^-$ concentrations in µg ml$^{-1}$ ($C_x$), extract volume in ml (v), calibration slope (m) and sampling period in hours (t).
(E2-1) \([\text{HNO}_3(g)] = C_x \nu \text{m}^{-1}\)

The mass loading of HNO\(_3\)(g) in \(\mu\text{g} \text{ m}^{-3}\) was then converted to a volume by volume mixing ratio by converting the mass of HNO\(_3\)(g) per \(\text{m}^3\) of air to volume of HNO\(_3\)(g) per \(\text{m}^3\) of air via the ideal gas law (E2-2).

(E2-2) \(V_x = n_x \text{RT} \nu^{-1}\)

The volume of HNO\(_3\)(g) in air \((V_x; \text{m}^3)\) was calculated using the moles of HNO\(_3\)(g) \((n_x)\), and temperature \((T)\) and pressure \((P)\) were assumed to be standard at 1 atm and 298.15 K. The final mixing ratios were determined by taking the ratio of HNO\(_3\)(g) to the cubic meter of air, multiplied by \(10^{12}\), resulting in a mixing ratio expressed in units of pptv.

### 2.3.7 Calculation of HNO\(_3\)(g) Annual Fluxes Across the NL-BELT

Annual dry deposition fluxes of HNO\(_3\)(g) for each site were calculated using the calculated average HNO\(_3\)(g) mass loadings per sampling period \((n = 3)\) for every sample collection between August 2015 and August 2016 via E2-3. The HNO\(_3\)(g) flux \((F; \text{mg N m}^{-2})\) per sampling period was calculated as the product of the mass loading of HNO\(_3\)(g) in units of \(\text{mg N m}^{-3}\) at a reference height \((z; \text{m})\) and the deposition velocity \((V_d)\) in \(\text{m s}^{-1}\) of the gas modeled for the reference height.

(E2-3) \(F = -[\text{HNO}_3(g)(z)]V_d(z)\)
To date, all commonly employed dry deposition models estimate the dry deposition of gases via a sum of deposition resistances (Wesely and Hicks, 2000). These resistance terms are shown in E2-4, where \( R_d(z) \) represents the aerodynamic resistance at a reference height, \( R_b \) the quasi-laminar resistance and \( R_c \) the affinity of pollutant uptake on a surface (Wesely and Hicks, 2000; Seinfeld and Pandis, 2006).

\[
(E2-4) \quad V_d(z) = \left[ R_d(z) + R_b + R_c \right]^{-1}
\]

We utilized a \( V_d \) of 3 ± 1 cm s\(^{-1}\) in this work to calculate HNO\(_3\)(g) fluxes based on a literature survey of similar ecosystems. The \( V_d \) used was the average modeled \( V_d \) for the NitroEurope forested network (Flechard et al., 2011). The implications and assumptions for using this \( V_d \) value are discussed in Sect 2.4.3. After HNO\(_3\)(g) number densities from August 2015 to August 2016, including number densities obtained during the winter sampling period, were converted to fluxes, they were summed to determine an annual flux for this period (365 ± 5 days).

### 2.3.8 HYSPLIT Model Calculations for Estimating Air Mass Back Trajectories

An air mass back trajectory analysis was performed using the Hybrid Single-Particle LaGrangian Integrated Trajectory model (HYSPLIT) to determine the origin of air masses to all field sites during the sampling periods (Rolph, 2017; Stein et al., 2015). The trajectory analysis was performed using the Global Data Assimilation System (GDAS) meteorology data set with 0.5-degree resolution. Back trajectories were initiated
from ground level at each site location every 3 hours for the duration of the sampling period and each trajectory was run backwards for 120 hours. Frequency plots were generated using the NOAA HYSPLIT online interface to provide qualitative geographic interpretation of air mass history. Quantitative geographic sector assignment was performed in Igor Pro by running a custom-built procedure on raw trajectory endpoint latitude and longitude coordinates (Figure A-1). Back trajectory end points were thus assigned to one of four quadrants (southwest, southeast, northwest, northeast) centered on the sampling site locations provided in Sect 2.3.2.

Raw endpoint output files for entire sampling periods were concatenated and sorted before being imported to Igor Pro for sector assignment. The integrity of the data was qualitatively verified as unchanged and intact after the concatenation and sorting procedure was performed by visually inspecting the re-plotted trajectories using supplemental software designed for importing raw HYPLIT data into Igor Pro (Petit, J. – E et al., 2017). Further, the Igor Pro procedure was tested with multiple variations and combinations of possible data inputs and the procedure was determined to perform its function across this wide range of possible data inputs.

2.4 Results and Discussion

2.4.1 Ion Chromatography Method Performance, Quality Assurance, and Quality Control

The IC method utilized in this work is capable of resolving six organic acids from seven common inorganic anions found in atmospheric samples (Figure A-2). Organic acids are considered common atmospheric matrix components that may potentially
physisorb to the nylon membrane filters. Taking into consideration that succinate, formate, acetate, lactate, propionate, and butyrate as well as fluoride, nitrite, chloride, bromide, sulfate and phosphate do not coelu with NO₃⁻, this method is robust for the analysis of a wide variety of atmospheric acids. The IC method precision for NO₃⁻ was determined to be ± 3% across n = 5 calibrations, and the calibration linearity across these five calibrations was high (r² ≥ 0.998). These statistics indicate strong instrumental reproducibility with analyte mass injections below 1 µg. The average instrumental low check standard and high check standard accuracy determined from n = 8 standards were 70% and 94%, respectively. The lower accuracy found for the low check standard is derived from the NO₃⁻ concentration of the standard being only double the instrumental limit of quantitation (LOQ). The higher instrumental accuracy (94%) was used in error propagation for the quantitation of all field samples because all sample NO₃⁻ peak areas fell in the upper range of the calibration. The average instrumental LOD was determined to be 700 ± 300 pg ml⁻¹, making the IC method applicable to the ultra-trace analysis of NO₃⁻ in environmental samples. This translates into a time-integrated passive sampling method detection limit of 2 pptv HNO₃(g) when sampling ambient air over a 30-day period or 72 pptv over a 24-hour period. NO₃⁻ contamination in the field blanks and reagent blanks was consistently below the NO₃⁻ concentration detected in all NL-BELT samples (Figure A-3). NO₃⁻ concentrations in the field blanks typically ranged from 5–50 ng ml⁻¹, and reagent blank NO₃⁻ concentrations ranged from 2–30 ng ml⁻¹. During the autumn and winter sampling periods when HNO₃(g) mixing ratios were the lowest, NO₃⁻ in some of the field blanks represented up to 50% of the NO₃⁻ detected in the sample filter extracts.
2.4.2 Atmosphere-Biosphere Interactions Through HNO$_3$(g) at the NL-BELT

2.4.2.1 Mixing Ratios and Trends in HNO$_3$(g) Collected by Passive Sampling

The average HNO$_3$(g) mixing ratios across the NL-BELT were in the few to tens of parts per trillion by volume (pptv) range (Figure 2-3). During all months but one, HNO$_3$(g) mixing ratios were below 100 pptv. These observed mixing ratios of HNO$_3$(g) are consistent with concentrations reported in European boreal ecosystems, in particular, those that are part of the NitroEurope network (Flechard et al., 2011). Further, at rural forested sites in Québec and Nova Scotia, mixing ratios of HNO$_3$(g) were also quantified at the pptv-level (Zhang et al., 2009). The HNO$_3$(g) quantities measured across the NL-BELT are also consistent with the output of a chemistry-climate model for the Newfoundland and Labrador region, which estimated that the HNO$_3$(g) mixing ratios for the region would be below 300 pptv (Verbeke et al., 2015).

The comparability between the HNO$_3$(g) mixing ratios determined across the NL-BELT with HNO$_3$(g) quantities determined in similar ecosystems lends credibility to the HNO$_3$(g) passive sampling methodology used in this work, particularly since active techniques were employed by Flechard et al. (2011) and Zhang et al. (2009) to make their HNO$_3$(g) measurements. The consistency between these results suggests that the analyses of the nylon membrane filters, following strict quality assurance and quality control protocols, were sound. Further, given that the NL-BELT HNO$_3$(g) mixing ratios were within the order of magnitude expected, this suggests that the calibration slope determined by Bytnerowicz et al. (2005) was reliable and representative of HNO$_3$(g) quantities adsorbed to the nylon membrane filters across the NL-BELT.
Figure 2-3. Time-weighted average $\text{HNO}_3$ mixing ratios (red trace) and average air temperatures (dotted black trace) per sampling period in a) GC b) HR c) SR and d) ER from August 2015 to October 2016. The width of each bar represents the period over which the sample was collected. Error bars denote the standard error of triplicate samples collected within each site.
If the sensitivity and accuracy of this passive sampling method were indeed well founded, then this method would present a huge step forward in the remote sampling of HNO$_3$(g). This method is capable of achieving the same spatial-scale measurements as the studies listed previously without the use of powered infrastructure and highly trained personnel. Further considerations in the accuracy of the HNO$_3$(g) method and ensuing discussion is presented in Sect. 2.4.2.2.

The HNO$_3$(g) mixing ratios observed at each site show a seasonal trend, with higher amounts and greater within site variation measured during the months of June and July. For example, at the GC site HNO$_3$(g) mixing ratios were approximately 40 pptv in June and July of 2016, and this decreased to between 10 and 20 pptv during August, September and October, consistent with the measurements made in these same months in 2015. This seasonal trend observed in the mixing ratios does not follow the trend in increasing temperatures through the summer. Higher temperatures lead to higher diffusion and adsorption of HNO$_3$(g) to the passive samplers, and would also suggest stronger actinic conditions, which would lead to higher steady-state quantities of the OH radical and thus HNO$_3$(g) formation. Since no temperature-dependent trend is present (i.e. OH is not the limiting reagent) this suggests that the sampled concentrations are more emission or transport source-dependent with respect to precursor NO$_x$. There is likely still a slight temperature-dependent contribution present during these sampling periods, as diffusion and adsorption rates are slightly higher and OH production has been shown to be the highest in the summer months (Lelieveld et al., 2016), but it does not dominate the formation chemistry. Thus the HNO$_3$(g) seasonality could result from i) differences in local biogenic NO$_x$ production, ii) local transport of NO$_x$ and HNO$_3$(g), and/or iii) long-
range transport of NO$_x$ and HNO$_3$(g). The effect of temperature on the accuracy of passively sampled HNO$_3$(g) concentrations is further discussed in Sect. 2.4.2.2 and the emission and transport hypotheses are discussed in more detail in Sect. 2.4.4.

There is no latitudinal trend of increasing or decreasing HNO$_3$(g) between the three NL-BELT Newfoundland sites, and no monthly trends appeared to be consistent across both time and space. The observed HNO$_3$(g) mixing ratios at the northernmost site in Labrador (ER) were, however, consistently lower than all three of the Newfoundland sites. It is also noteworthy that in the month of July 2016 there was an average mixing ratio of 213 pptv sampled at the HR field site, which is an order of magnitude higher than all other sampling periods. The HR site is the closest field site to a town (Corner Brook, population: 20000 people, density: 80 people per km$^2$), and during the month of July 2016 tourism in the province is high (Department of Tourism, 2016), which may have had an influence on increasing local commuter traffic, use of fireworks, and campfires near the HR site, which could release precursor NO$_x$ (Müller, 1992). However, it is not possible to assign a definitive cause for this high HNO$_3$(g) measurement since the samples represent a time-integrated monthly average and the available supporting measurements from the atmospheric monitoring program do not provide tracer evidence towards assigning such types of sources.

### 2.4.2.2 Considerations Regarding the Accuracy of Calculated HNO$_3$(g)

Potential limitations of a controlled lab-based calibration in determining real-world atmospheric HNO$_3$(g) mixing ratios include the effects of relative humidity, particulate matter, temperature, and wind on HNO$_3$(g) uptake to the nylon passive sampling filters.
For example, Bytnerowicz et al. (2005) found that calibrations in ambient air were 30% less efficient and suggested that this was likely due to HNO$_3$(g) uptake on adsorbed water or particulate matter to the PTFE filter mounted over the nylon filter. As a result of these previous observations, the potential limitations of employing a controlled calibration to determine real-world observations were assessed to enable more accurate interpretation of the results from this study.

Firstly, the controlled calibration performed by Bytnerowicz et al. was performed in <1% RH clean air and therefore the determined uptake rate may not be representative of the HNO$_3$(g) uptake across the NL-BELT, where average RH values were between 80 and 90% (Figure 2-3). Filter packs exposed to high humidity’s such as these have been shown to incur HNO$_3$(g) losses to the PTFE filter of up to 60% (Padgett, 2010). Thus, the elevated RH in our study sites may lead to HNO$_3$(g) adsorption to water (or particulate matter entrained in the water) on the PTFE filter and negatively bias the results by up to 60% (Figure 2-4). To test whether HNO$_3$(g) adsorption to the PTFE filters had occurred, the PTFE filters were extracted and analyzed for their NO$_3^-$ content. The PTFE filter extract analysis showed that during most sampling periods across the NL-BELT sample particulate/adsorbed nitrate quantities were not statistically different from the nitrate quantities observed in the PTFE filter field blanks. When the PTFE filter nitrate quantities exceeded those in the field blanks, the nitrate quantities in the extracts were on average ten times less than the quantities measured in the nylon filter extracts for the given month. This indicates that HNO$_3$(g) mixing ratios measured during most sampling periods were likely only negatively biased by 15% or less.
During the months of November 2015, September 2016, and October 2016, however, nitrate quantities in the PTFE filter extracts were half the amount measured in the nylon filter extracts, indicating that the HNO$_3$(g) quantities measured during these months may have been negatively biased by up to 33%. Taking these biases into account, the HNO$_3$(g) mixing ratios at some sites across the NL-BELT are likely underestimated by about 10 – 33%, however these biases are not large enough to impact the seasonal and latitudinal trends observed within the data.

Figure 2-4. Schematic of potential effects of temperature, relative humidity and particulate concentrations on HNO$_3$(g) uptake to the nylon filters.
Another assumption made when calculating the HNO$_3$ Mixing Ratios using the controlled calibration is that no temperature effects exist. The calibration performed by Bytnerowicz et al. (2005) was conducted at a single temperature, and therefore the temperature-dependence of the sampler uptake is unknown. The processes of diffusion (D; cm$^2$ s$^{-1}$) and adsorption (R$_{ads}$; s$^{-1}$) are known to be temperature-dependent (Figure 2-4). Equation 2-5 shows the temperature dependence of diffusion based on the Chapman-Enskog theory, while E2-6 describes the temperature-dependence of adsorption via its Arrhenius rate constant relationship. According to E2-5, the rate of diffusion of gases will increase by 10% when air temperature rises from 0 to 20 °C, assuming ceteris paribus conditions.

(E2-5) \( D \alpha T^{3/2} \)

(E2-6) \( R_{ads} \alpha e^{-1/T} \)

Therefore, since the data is not corrected for the varying temperatures across the NL-BELT calculated absolute HNO$_3$ Mixing Ratios and fluxes might have an additional 10% error when making comparisons between the coldest and hottest months. Again, this is expected to be a systematic offset across all the NL-BELT sites since relative temperature differences between the NL-BELT sites were minimal within any sampling period. For example, average temperatures at all the island sites were within 5 °C of one another during each monthly sampling period in 2016 (Figure 2-3). With this 5 °C range, gas diffusion rates will vary only by approximately 2%, which is well-within the replicate
sample standard error for any NL-BELT region and is therefore negligible when making comparisons between sites for the same sampling period.

Controlled calibrations with consistent air turnover also do not reflect wind turbulence experienced in ambient conditions. This may have a considerable impact on the adsorbed HNO$_3$(g) concentrations across the NL-BELT where winds readily exceed 100 km hr$^{-1}$ (Historical Climate Data, 2017), which is atypical for most parts of North America. However, the selection of sampling sites within 15 m clearings within the experimental stands provides a significant reduction in local wind speeds, while maintaining connectivity between the sampling site and atmosphere. Coupled with the sampler weatherproof enclosure, the effects of wind on sampling bias are assumed to be minimal as the combination should keep the air entering the sampler at a diffusion-based regime.

To further confirm whether the determined HNO$_3$(g) mixing ratios using the controlled calibration were reasonable, steady-state HNO$_3$(g) mixing ratio approximations were performed using measured NO$_x$ values and representative parameterizations of local conditions at the field sites that were not explicitly measured. The results of this approximation indicated that the converted HNO$_3$(g) mixing ratios using the controlled calibration were indeed indicative of the potential production of real-world HNO$_3$(g) mixing ratios. The steady-state approximation results are discussed in more detail in Sect 2.4.4.2.

The greatest source of error in our HNO$_3$(g) measurements is, therefore, loss of the analyte to the PTFE filter at high RH. Given the systematic nature of this loss at all sampling locations, and the likely minimal effects of temperature, wind speed, and
particulate matter, the interpretation of the HNO$_3$(g) relative amounts and trends should be considered sound. In the future, in order to get a better representation of absolute HNO$_3$(g) mixing ratios and reduce uncertainties, controlled laboratory calibrations that are more reflective of NL-BELT conditions should be performed in addition to side-by-side comparisons with active HNO$_3$(g) sampling techniques.

2.4.2.3 Reusability of Nylon Membrane Filters for Passive Sampling of HNO$_3$(g)

The reusability of the nylon membrane filters has not been reported in previous studies and was tested here to evaluate the potential to decrease cost and waste associated with passive sampling of HNO$_3$(g). Since the filters sample through a sorption based process, and not reactive uptake, it is expected that the nylon membrane filters would be relatively unchanged from their original state after extraction since this process is the same as the filter preparation process (Section 2.3.4.1). The mixing ratios measured by the new and reused filter packs installed for 2 weeks in December 2016 in St. John’s, in eastern Newfoundland, were 33 ± 4 and 34 ± 7 pptv, respectively. Although the samplers were installed in an urban environment, these low mixing ratios are consistent with what would be expected during the winter when actinic conditions are minimized and OH production in the troposphere is slow. These lower HNO$_3$(g) mixing ratios are also very similar to the magnitude of the remote concentrations sampled along the NL-BELT and are therefore suitable for assessing the reusability of these filters in a remote environment with low levels of HNO$_3$(g). Using a t-test comparison of two means, the measured quantities were determined to have no statistical difference at the 99% confidence interval. The relative standard deviation between the used nylon membrane filter packs,
however, was double that of the new filter packs. Thus, although the used filters showed high accuracy, they were less precise than the new nylon filters. The lower precision in the used filters may result from physical degradation of the nylon filters during the extraction and sonication processes or be within the natural variability of the small population of tested filters (n = 5). In the former case, Liu et al. (2015) found that sonicating polypropylene for more than 5 minutes led to decreases in the polypropylene intrinsic velocity and high-molecular-weight portions. If such shifts in the physical properties of the nylon polymer had also occurred, this could have lead to more heterogeneity in the filters, and thus caused the increased variance in its effective uptake rate. Overall, the finding of this experiment suggests that nylon filters may be re-cleaned and reused for passive sampling in remote ecosystems, so long as replicates are deployed to capture HNO$_3$(g) with analytical precision.

### 2.4.3 Annual Fluxes of HNO$_3$(g) to the NL-BELT

Determining the dry deposition flux of HNO$_3$(g) to the NL-BELT is essential for constraining the total inputs of nitrogen across these remote ecosystems. Zhang et al. (2009) determined that the dry deposition flux of HNO$_3$(g) in Canada can constitute anywhere between 20 to 80% of the total dry deposition flux of particulate and gaseous nitrogen species to rural and remote forested sites. Further, across the NitroEurope network, HNO$_3$(g) and NH$_3$(g) were identified as the dominant dry deposition inputs, often exceeding the dry deposition of particulate nitrogen.

A wide range of values reported in the literature for the $V_d$ of HNO$_3$(g) make it difficult to constrain annual fluxes across the NL-BELT. The $R_\alpha$ and $R_\beta$ terms in Equation
2-4 are well characterized for HNO$_3$(g) and few differences in their parameterizations exist between dry deposition models (Flechard et al., 2011; Hicks and Liss, 1976; Wesely and Hicks, 2000;). However, varying parameterizations in the $R_c$ terms from model to model largely explains the variation in deposition velocities for HNO$_3$(g) reported in the literature (Finlayson-Pitts and Pitts, 2000; Flechard et al., 2011; Verbeke et al., 2015; Zhang et al., 2009). In this work we employ a $V_d$ of $3 \pm 1$ cm s$^{-1}$ to calculate the annual fluxes of HNO$_3$(g) to the NL-BELT sites. This $V_d$ range is the average modeled deposition velocity output from four commonly used modules employed in chemical transport models across Europe and North America. Specifically this modeled value is representative of spruce and pine dominated forests in Europe (Flechard et al., 2011) and should apply well to other coniferous needle forest types including the balsam fir dominated stands of the NL-BELT. These average modeled $V_d$ values were also based upon field-scale measurements of meteorology and turbulence, and did not rely on model predictions for these two parameters. The range of $V_d$ values reported by Flechard et al. (2011) are much higher than those modeled at forested sites across Canada ($0.61 - 2.11$ cm s$^{-1}$) and that estimated for Newfoundland and Labrador by Verbeke et al. (2015) using the LMDz-INCA global chemistry-climate model ($0.8 - 1.6$ cm s$^{-1}$) (Verbeke et al., 2015; Zhang et al., 2009). The discrepancy in the $V_d$ range reported for Canadian ecosystems likely results from the parameterization of the deposition model used to estimate $V_d$ and not necessarily results from differences in forest surface areas between the Canadian and European sites. This was demonstrated by Flechard et al. (2011) where they show that the deposition model used for the Canadian forest ecosystems systematically estimated $V_d$ values lower than the other models used in their inter-comparison. Therefore, employing a higher $V_d$ range
(ie. 2-4 cm s\(^{-1}\)) is likely more representative of the NL-BELT ecosystems because the model analysis used to obtain this range is more robust. To ensure there were also no discrepancies between the surface areas at the NL-BELT and those used to model the \(V_d\) for HNO\(_3\)\((g)\) across the NitroEurope sites, leaf area indices (LAI) were inter-compared. The LAI values at the GC site were previously reported to range from 3-4 m\(^2\) m\(^{-2}\) (Xinbiao Zhu, personal communication, April 24, 2017), which is similar to the LAI range for the Spruce and Pine forests (LAI average 3-5 m\(^2\) m\(^{-2}\)) modeled in the NitroEurope network (Flechard et al., 2011). Thus, using a \(V_d\) of 3 ± 1 cm s\(^{-1}\) to estimate fluxes to the NL-BELT appears suitable based on the current state of knowledge and the error (30\%) considered here makes comparison of the calculated fluxes conservative.

The estimates of the HNO\(_3\)\((g)\) annual fluxes as mass of N to each site further indicate that there were no latitudinal trends in this nitrogen input to these forests. The fluxes of HNO\(_3\)\((g)\) as N to each site estimated with a \(V_d\) of 3 cm s\(^{-1}\) were 10 ± 1, 16 ± 2, 9 ± 1, and 3.6 ± 0.3 mg N m\(^{-2}\) yr\(^{-1}\) at GC, HR, SR and ER, respectively (Figure 2-5). The error in the fluxes (black error bars) was calculated using the sum of squares approach carrying forward the standard errors from the observed mixing ratios. The largest annual flux at HR was driven by the single high HNO\(_3\)\((g)\) measurement in July 2016. If the HNO\(_3\)\((g)\) mixing ratio for the month of July were replaced using the average HNO\(_3\)\((g)\) mixing ratio between June and August of 2016, the calculated flux would be 10 ± 1 mg N m\(^{-2}\) yr\(^{-1}\).

Under such a constraint, where a local source event may have been present, without it there would be no statistical difference between GC, HR and SR at the 95\% confidence level using a t-test comparison of means. Treating the July measurement as an outlier under these circumstances allows for a broader understanding of the long-term
biogeochemical cycling of reactive nitrogen across the NL-BELT. These fluxes, like the mixing ratios, are consistent with what has been reported in European boreal ecosystems as well as in rural Canadian forests (Flechard et al., 2011; Korhonen et al., 2013; Zhang et al., 2009). Fluxes of HNO$_3$(g) across the NitroEurope network ranged from 20 to 600 mg N m$^{-2}$ yr$^{-1}$ (Flechard et al., 2011), while fluxes across 8 Canadian rural forests ranged from 20 to 80 mg N m$^{-2}$ yr$^{-1}$ (Zhang et al., 2009). The HNO$_3$(g) fluxes reported in this work were within the same order of magnitude as these previous reports but did not exceed 20 mg N m$^{-2}$ yr$^{-1}$ at any site, which is consistent with the remote location of these forests relative to precursor emission regions.

![Figure 2-5](image)

**Figure 2-5.** Annual flux of HNO$_3$(g) as N to the NL-BELT field sites from August 2015 to August 2016 calculated using a deposition velocity of 3 cm s$^{-1}$. The black error bars represent sum of squares of the triplicate standard error in mixing ratios and the blue error bars represent the variability in the flux calculated by considering depositional velocity ($V_d$) may range from 2 – 4 cm s$^{-1}$ in these forests.
The potential range of error in annual fluxes estimated using the upper and lower bounds of \( V_d \) range from 2 – 4 cm s\(^{-1}\) reported by Flechard et al. (2011) was compared to the observations in order to test the sensitivity of the calculated fluxes with respect to the precision of the measurements (Figure 2-5). The range of potential \( V_d \) values is a larger potential uncertainty than the within-site spatial variability suggesting that the range of deposition velocities considered here is indeed likely a conservative approach in quantifying and representing uncertainty in regional fluxes (Figure 2-5). Variability in deposition velocity may contribute to the regional or local error observed in the annual HNO\(_3\)(g) fluxes. For example, local-scale differences in turbulence will affect the measured HNO\(_3\)(g) mixing ratios, as well as the \( V_d \) for HNO\(_3\)(g).

Overall, taking the uncertainty in flux estimates resulting from the variability in \( V_d \), triplicate passive samples standard error, and uncertainty in converting chromatographic values into mixing ratios (Sect 2.4.2.2) into account, the determined HNO\(_3\)(g) fluxes are within the same order of magnitude as the other \( N_r \) fluxes of NO\(_3\)(g), NO\(_2\)(g), and NH\(_3\)(g) that have been reported at the NL-BELT sites (Trevor VandenBoer, personal communication, March 1, 2017). This lends credibility to the measurements and suggests that the assumptions made when converting measured NO\(_3^-\) concentrations to HNO\(_3\)(g) fluxes were sound. The HNO\(_3\)(g) flux into the GC, SR and ER field sites represented 11 – 13% of the total dry deposition \( N_r \) flux into these systems, indicating that it is an important source of reactive nitrogen. The largest dry deposition fluxes of \( N_r \) into these NL-BELT forest sites, however, were NO\(_3\)(g) followed by NH\(_3\)(g), which represented
64 – 70% and 17 – 24% of the total N$_r$ dry deposition flux, respectively (Trevor VandenBoer, personal communication, March 1, 2017).

2.4.4 Assigning a Source of Measured HNO$_3$(g)

2.4.4.1 Air Mass Back-Trajectory Analysis and Geographical Sector Assignment

The use of air mass transport models in understanding atmospheric observations is a commonly employed interpretation technique and has been reviewed in detail by Fleming et al. (2012). Air mass back trajectories have previously been employed to assign geographical sectors for the origin of air masses for long-term in situ ground-level measurements in Ireland (Mace Head), Canada (Alert, Nunavut) and the U.S.A. (Barrow, Alaska) (Sharma et al., 2006; Simmonds et al., 1997). Geographical sector analysis allows one to tease apart whether observed concentrations are influenced by factors such as anthropogenic vs. biogenic or short-range vs. long-range pollutant transport.

The air mass back trajectory parameters employed in this work were carefully selected and tested before the HYSPLIT model was run for the NL-BELT field sites (Fleming et al., 2012; Rolph, 2017; Sharma et al., 2006; Simmonds et al., 1997; Stein et al., 2015). The GDAS meteorological data set was chosen because it was 1 of 2 data sets that encompassed the NL-BELT region, and was the most common data set employed in the literature (Fleming et al., 2012). A sensitivity test was performed to determine whether trajectory arrival height influenced geographical sector assignment to the NW, NE, SE and SW sectors by varying the back trajectory arrival heights to 0, 10 and 100 meters. The test showed that arrival height had no influence on the quantitative back trajectory analysis, and therefore an arrival height of 0 m was chosen based on the
installment location of the HNO$_3$(g) passive samplers. Trajectories were initiated every 3 hours to increase the number of data points and to reduce bias. This parameter was selected based on previous studies where back-trajectories were initiated every 6 hours for the long-term study of pollutant transport (Sharma et al., 2006; Simmonds et al., 1997). Finally, each trajectory that was initiated every 3 hours was run 5 days backwards to determine if there was the potential influence of long-range transport on the HNO$_3$(g) observations. This parameter was set because the HYSPLIT program limited frequency back trajectories to a maximum of 5 days and also because it is known that running a trajectory 7-10 days backwards leads to very high uncertainty in air mass origin (Rolph, 2017; Stein et al., 2015).

The sample frequency plot outputs from the HYSPLIT back-trajectory model (Figure 2-6) suggested that a majority of the air masses arriving at all four sites originated from continental North America. The percentage distribution of air mass back trajectories shown in these frequency plots was calculated by dividing the number of trajectory end point outputs in each 1° x 1° grid square by the total number of trajectories run during the simulation. Although these frequency plots allow for a qualitative geographical sector assignment of where the air masses arriving at each of the NL-BELT sites may be coming from during a given sampling period, it does not quantitatively assess month to month and site to site differences regarding air mass origin. Therefore, assignment of air mass percentages arriving from the NE, NW, SW and SE sectors was performed (Table A-1).
Figure 2-6. Example HYSPLIT model output frequency plots for distribution of air masses arriving at GC during the months of a) July 2016 and b) September 2016. The percentage distribution of air mass back trajectories is calculated by dividing the number of trajectory end point outputs in each 1° x 1° grid square by the total number of trajectories run in the simulation.
For each field site across NL-BELT, on any given month the arriving air masses predominantly originated from the NW and SW sector (Table A-1). This is consistent with what would be expected from the prevailing westerlies, winds with a west to east trajectory across North America. These winds are also known to intensify in the fall (Jacob, 1999), and this seasonal effect is clearly evident (Table A-1) where the percentage of air masses arriving from the NW and SW sectors dominates during the months of October and September in both 2015 and 2016, over earlier months.

For the final step of geographic sector assignment, the HNO$_3$(g) mixing ratios for the Newfoundland island sites were correlated with the geographic sector percentages to determine whether a trend existed between observed HNO$_3$(g) concentrations and the geographic quadrants. In general, a very weak to weak linear correlation between HNO$_3$(g) mixing ratios and air mass history was observed across all Newfoundland island regions ($r^2 = 0.02 – 0.68$; Table 2-1). Even when air mass history was interpreted solely between the East and West sectors, there was still a weak linear correlation ($r^2 = 0.40 – 0.60$).

Table 2-1. Descriptive statistics for correlations between air mass source regions and measured concentrations of HNO$_3$(g) at each site. The coefficient of determination ($r^2$) describes the strength of fit using a linear regression between two sets of data. The Spearman’s rho ($\rho$) describes the directionality of the correlation and describes the strength of fit when using any appropriate monotonic function to fit the data.

<table>
<thead>
<tr>
<th></th>
<th>Grand Codroy</th>
<th>Humber River</th>
<th>Salmon River</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NE</td>
<td>SE</td>
<td>SW</td>
</tr>
<tr>
<td>$r^2$</td>
<td>0.34</td>
<td>0.28</td>
<td>0.18</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.68</td>
<td>0.61</td>
<td>0.48</td>
</tr>
<tr>
<td>$r^2$</td>
<td>0.40</td>
<td>0.40</td>
<td>0.07</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.89</td>
<td>-0.89</td>
<td>0.43</td>
</tr>
</tbody>
</table>
Conversely, the Spearman’s rho ($\rho$) values determined for the correlation between the geographical sectors and sampled mixing ratios shows a stronger relationship between air mass history and atmospheric observations (Table 2-1). This is particularly evident when geographical sectors are divided into East and West, where the value of $\rho$ exceeds 0.8 for Grand Codroy and Salmon River. Furthermore, the Spearman’s rho values indicate that there is a negative association between the measured mixing ratios and air masses arriving from the West. This finding suggests that the long-range transport of HNO$_3$ and its precursor gases from continental North America is not the dominant source of the observed HNO$_3$. This is consistent with HNO$_3$ being rapidly dry deposited with a lifetime of $< 24$ hours once emitted into the atmosphere (Finlayson-Pitts and Pitts, 2000). This suggests that increases in HNO$_3$ deposition at these sites is associated either with short-range transport of air masses, local emissions of NO$_2$ and NO$_x$ that are reacting to form the measured quantities of HNO$_3$, and/or the downwelling and decomposition of PANs. The short-range transport of air masses would be originating from the Central and Avalon Peninsula regions of Newfoundland, where approximately half the provincial population resides ($\approx 250000$ people), with anthropogenic emissions of NO$_x$ from fossil fuel use in urban centers, industry, and transport. This would be consistent with the positive correlations between HNO$_3$ mixing ratios and the winds originating from the East listed in Table 1. Local emission of NO$_x$, on the other hand, would likely result from local biogenic emissions from nitrifying and denitrifying bacteria in the soils of the Balsam fir-dominated stands (Sutton et al., 2011). A study conducted in Saxony, Germany found that agricultural and forest soil NO$_x$ emissions on average represented up to 13% of total NO$_x$ emissions in an area heavily
populated with industry (Molina-Herrera, 2017). Furthermore, in rural areas of Saxony soil NO\textsubscript{x} contributed up to 98% of the total NO\textsubscript{x} emissions (Molina-Herrera, 2017) demonstrating the potentially dominant role of biogenic emission sources of NO\textsubscript{x} in explaining observations in remote ecosystems. The down welling of PANs from the upper troposphere may also contribute to the measured HNO\textsubscript{3(g)} mixing ratios (R2-7). This could represent a new source of nitrogen to the ecosystems from NO\textsubscript{2(g)} emissions hundreds to thousands of kilometers away, since PANs are thermally stable in the upper troposphere for long periods of time.

The short-range transport, local production, and decomposition of PAN may all contribute to HNO\textsubscript{3(g)} formation across the NL-BELT, however wind sector analysis alone is unable to assign a distinct source mechanism. To complete the source apportionment of the measured HNO\textsubscript{3(g)} mixing ratios, one must investigate the known chemistry that occurs in the atmosphere. With the aid of supporting measurements of NO\textsubscript{(g)}, NO\textsubscript{2(g)} and O\textsubscript{3(g)} across the NL-BELT, the HNO\textsubscript{3(g)} sources and their relative contribution may be resolved.

2.4.4.2 Steady-State Approximation of Locally-Derived HNO\textsubscript{3(g)}

To determine if local biogenic emission sources of NO\textsubscript{x} could explain the measured HNO\textsubscript{3(g)} mixing ratios a chemical box model approach was used (Figure 2-7).
Figure 2-7. Conceptual schematic of the chemical box model employed for calculating abundance of HNO$_3$(g) across the NL-BELT derived from known atmospheric chemical mechanisms of formation and loss.

A steady-state mass balance equation for HNO$_3$(g) can be created assuming that the sum of sources of HNO$_3$(g) to the atmosphere equals that of its sinks (Jacob, 1999). Since the hypothesis being tested is that local NO$_x$ emissions are responsible for observed HNO$_3$(g) mixing ratios, the advection terms in Figure 2-7 are assumed to be zero. Also, since HNO$_3$(g) is formed in the atmosphere from precursor gases, there is no emission term in the steady-state calculation. Under these assumptions, the terms in E2-7 can be solved to estimate a steady-state HNO$_3$(g) mixing ratio.

$$(E2-7) \sum \text{Chemical production} = \sum \text{Chemical loss} + \sum \text{Deposition}$$

The chemical production and loss processes in E2-7 are governed by kinetic chemical lifetimes. For first order reactions, lifetimes are calculated as the inverse of the reaction
rate constant \( k_{-1} \). With higher order rate constants the amount of reactant present as well as the rate constant dictate the chemical’s lifetime. Chemical reactions that occur on the shortest timescales will dominate the production and loss processes.

The chemical production of \( \text{HNO}_3(g) \) in the atmosphere occurs via \( \text{R2-1 to R2-4} \) (Sect. 2.2). For the purposes of \( \text{HNO}_3(g) \) formation across the NL-BELT it is assumed that \( \text{R2-1} \) will be the main formation process. \( \text{R2-1} \) occurs during the daytime when \( \text{OH}(g) \) radical concentrations are highest, while \( \text{R2-2 to R2-4} \) proceed during the night due to the rapid photolysis of \( \text{NO}_3(g) \) under actinic (i.e. sunlit) conditions (Wayne et al., 1991). At the NL-BELT sites \( \text{R2-2 through R2-4} \) are expected to be negligible due to small mixing ratios of \( \text{O}_3(g) \) and comparably high mixing ratios of \( \text{NO}(g) \) leading to the loss of \( \text{NO}_3(g) \) (\( \text{R2-8} \)).

\[
(\text{R2-8}) \quad \text{NO}(g) + \text{NO}_3(g) \rightarrow 2\text{NO}_2(g)
\]

\( \text{NO}(g) \) concentrations are present at mixing ratios from 100 – 500 pptv at the NL-BELT sites (Trevor VandenBoer, personal communication, April 12, 2017). It is well documented that \( \text{NO}(g) \) and \( \text{NO}_3(g) \) do not coexist at high concentrations (De More et al., 1997). This is because \( \text{NO}_3(g) \) will react with this \( \text{NO}(g) \) to form \( \text{NO}_2(g) \) in seconds, shutting down \( \text{R2-3 and R2-4} \). Furthermore, at \( \text{O}_3(g) \) levels of 14 - 20 ppbv, levels measured across the NL-BELT (Trevor VandenBoer, personal communication, May 24, 2017), \( \text{NO}_2(g) \) would have a lifetime of > 20 hours (\( k_2 = 3.2 \times 10^{-17} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1} \), De More et al., 1997) with respect to \( \text{R2-2} \). Therefore, the assumption that the chemical
production of HNO$_3$(g) will mainly proceed through R2-1 at the four NL-BELT field sites is justified.

The chemical loss of HNO$_3$(g) in the atmosphere occurs through its oxidation and photolysis (R2-9 and R2-10).

\[(\text{R2-9}) \text{HNO}_3(g) + \text{OH}(g) \rightarrow \text{H}_2\text{O}(g) + \text{NO}_3(g)\]

\[(\text{R2-10}) \text{HNO}_3(g) + h\nu \rightarrow \text{OH}(g) + \text{NO}_2(g)\]

These reactions occur very slowly in the troposphere and are not expected to be dominant loss processes across the NL-BELT. HNO$_3$(g) has a lifetime with respect to oxidation and photolysis of over 50 days ($k_9 = 1.1 \times 10^{-13} \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1}$, $k_{10} = 1 \times 10^{-7} \text{ s}^{-1}$) under atmospheric conditions expected across the NL-BELT (De More et al., 1997). This indicates that deposition will be the dominant sink of HNO$_3$(g) from the atmosphere due to its high dry deposition velocity discussed in the previous section, with a lifetime of < 20 hours in the atmospheric boundary layer. Thus, the chemical loss term from E2-7 can be eliminated and the final equation can be rewritten as E2-8 shown below:

\[(\text{E2-8}) [\text{NO}_2(g)][\text{OH}(g)]k_1 = [\text{HNO}_3(g)]z^{-1}V_d\]

The deposition of HNO$_3$(g) will occur as a function of the atmospheric boundary layer height (z) and $V_d$, and the formation of HNO$_3$(g) will occur as a function of the number density of NO$_2$(g), OH(g), and a formation rate constant ($k_1$). By rearranging this equation and substituting in measured values or estimates from the literature the potential upper
and lower limits on locally produced quantities of HNO$_3(g)$ can be determined. The value for the mean marine boundary layer height (z) is difficult to constrain, and can vary between 300 and 2000 m on any given day (Carpenter et al., 2010; Norton et al., 2006). The values for the mean boundary layer height across the NL-BELT were estimated to be 1200 ± 300 based on the typical boundary layer height observed in Mace Head, Ireland, an island that is also located in the marine North Atlantic boundary layer (Norton et al., 2006). The distribution of OH$_{(g)}$ as a function of latitude and season has been extensively modeled by Lelieveld et al., (2016), and based on their work a value of $10 \pm 2 \times 10^5$ molecules cm$^{-3}$ is representative for the months of June, July, and August, and $5 \pm 1 \times 10^5$ molecules cm$^{-3}$ for September and October. The rate $k_1$ was calculated to be $1.1 \pm 0.1 \times 10^{-11}$ molecules$^{-1}$ cm$^3$ s$^{-1}$ using recommended values at 1 atm, and 285 ± 3 K (De More et al., 1997). Finally, the concurrent measurements of NO$_2(g)$ being made at the field sites were used to estimate HNO$_3(g)$ formation rates at the field sites (Table 2-2). To test the local emissions hypotheses, it is assumed that the measured NO$_2(g)$ mixing ratios at the field sites arise from local NO$_x$ soil emissions and/or local anthropogenic emissions.

Using the 2016 sampling period at GC as a case study, the measured HNO$_3(g)$ mixing ratios have been compared against the calculated HNO$_3(g)$ values in Figure 2-8.
Figure 2-8 Measured NO$_2$(g) (blue trace) and HNO$_3$(g) (black trace) mixing ratios, and calculated HNO$_3$(g) (red trace) mixing ratios using a steady-state approximation, for GC in the summer of 2016. The error bars for the measured NO$_2$(g) and HNO$_3$(g) mixing ratios represent the standard error in triplicate measurements. The error bars for the calculated HNO$_3$(g) mixing ratios represent the propagation of uncertainty when calculating the mixing ratios.

As the months progress from June to October, it seems that the measured NO$_2$(g) concentrations can photochemically generate a greater proportion of the measured HNO$_3$(g) concentrations. This is consistent with the trend observed with the wind sector analysis, where more ‘clean’ air masses on average are arriving from the west later in the summer, likely resulting in the NL-BELT sites being impacted only by local emissions. Thus, the HNO$_3$(g) concentrations measured in September and October may be attributed mainly to local NO$_x$ emissions, as the winds continue predominantly from the west.
Under the steady-state assumption outlined above it seems as if the calculated HNO$_3$ (g) mixing ratios are unable to account for the measured HNO$_3$ (g) concentrations during the months of June and July 2016. Therefore, it is possible that HNO$_3$ (g) formation is occurring via either short-range or long-range transport of NO$_2$ (g) to the GC site. The short-range transport and formation of HNO$_3$ (g) is consistent with a greater contribution of air masses arriving from the east in the months of June and July. However, although long-range transport trends of NO$_2$ (g) from continental North America are inconsistent with the wind sector analysis, the downwelling and decomposition of PAN to NO$_2$ (g) cannot be discounted. The transportation of PAN to Newfoundland and Labrador was modeled to be the highest in the springtime, when thermal conditions are optimized for its transport (Fischer et al., 2014). Sources of PAN to the atmosphere from anthropogenic emissions, biomass burning, and lightning have also shown to be greater in the springtime and early summer (Fischer et al., 2014). They modeled PAN mixing ratios in the top 2 km of the Newfoundland and Labrador region during spring and early summer to be 300 – 400 pptv, which with even partial thermal decomposition, could easily account for the missing quantity in our HNO$_3$ (g) formation calculations. Further, modeled PAN mixing ratios drop during later summer and fall months (Fischer et al., 2014), consistent with the reduction in discrepancy between our chemical box model and the observations. This lends support to the hypothesis that PAN may be contributing to HNO$_3$ (g) formation across NL-BELT during the spring and early summer.

While the calculated steady-state HNO$_3$ (g) mixing ratios have allowed for a more accurate source--apportionment of the measured HNO$_3$ (g), the approach used contained multiple assumptions, namely a wide range of potential uncertainty in any unmeasured
terms. Thus the steady-state source–apportionment must be interpreted qualitatively relative to the replicate observations. Statistical evaluation of similarity between replicate measures against calculated values with uncertainty derived from broad approximations would be an invalid comparison, and so were not performed. Further, since only data from one field site was used in this case study, it is hard to draw broad conclusions for HNO$_3$(g) seasonal formation across the NL-BELT. Given this, not only did the calculated HNO$_3$(g) mixing ratios fall within the same order of magnitude as the measured values but they also helped explain the observed seasonality despite the many chemical assumptions made. Overall, it can be concluded that most of the observed HNO$_3$(g) at the GC location of the NL-BELT appears to be derived from local NO$_x$ emissions, most likely from soil microbial processes, with contributions from long-range transport of PANs or regional transport of HNO$_3$(g) from central and eastern Newfoundland in the spring and early summer.

### 2.5 Conclusions

Sorption-based nylon membrane filter passive sampling of HNO$_3$(g) can be implemented in remote ecosystems at a very low cost to achieve large spatial resolution. The passive sampling technique implemented in this work has the capability of detecting HNO$_3$(g) at an average mixing ratio of 2 pptv when sampling over a monthly period, and was demonstrated in a remote ecosystem to measure mixing ratios as low as 4 pptv. IC pre-concentration and suppressed conductivity accompanied by extensive QA/QC procedures allowed for the sensitive analysis of these remote HNO$_3$(g) ultra-trace concentrations. Furthermore, the reusability of the nylon filter sampling media was tested.
in the presence of low HNO$_3$(g) mixing ratios and the filters showed promise for reuse in remote ecosystems.

The average mixing ratios determined at remote boreal forested sites across the NL-BELT were in the pptv range, and on average were below 50 pptv. The flux of HNO$_3$(g) determined across the NL-BELT ranged from 3 – 16 mg N m$^{-2}$ yr$^{-1}$, which was comparable to other rural and remote forest ecosystems in Canada, as well as boreal ecosystems in Europe. HNO$_3$(g) mixing ratios across the NL-BELT in 2015 and 2016 followed a seasonal trend, but showed no consistent latitudinal trend. Source apportionment was performed using an air mass back trajectory analysis and steady-state approximation to explain the seasonal trend in the data. In conclusion, the seasonality in the HNO$_3$(g) data was likely due to short-range transport of NO$_x$(g) emissions from eastern Newfoundland (<1500 km), and the long-range transport and down welling of PAN in the springtime (> 1500 km), but dominantly throughout the year from the oxidation of local biogenic and anthropogenic NO$_x$ emissions.
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3. Quantitation of Eleven Alkylamines in Atmospheric Samples: Separating Structural Isomers by Ion Chromatography
3.1 Abstract

Amines are important drivers in particle formation and growth, which have implications for Earth’s climate. In this work, we developed an ion chromatographic (IC) method using sample cation-exchange preconcentration for separating and quantifying the nine most abundant atmospheric alkylamines (monomethylamine (MMAH$^+$), dimethylamine (DMAH$^+$), trimethylamine (TMAH$^+$), monoethylamine (MEAH$^+$), diethylamine (DEAH$^+$), triethylamine (TEAH$^+$), monopropylamine (MPAH$^+$), monoisopropylamine (iMPAH$^+$), and monobutylamine (MBAH$^+$)) and two alkyl diamines 1, 4-diaminobutane (DABH$^+$) and 1, 5-diaminopentane (DAPH$^+$). Further, the developed method separates the suite of amines from five common atmospheric inorganic cations (Na$^+$, NH$_4^+$, K$^+$, Mg$^{2+}$, Ca$^{2+}$). All 16 cations are greater than 95% baseline resolved and elute in a runtime of 35 min. This paper describes the first successful separation of DEA$^+$ and TMAH$^+$ by IC and achieves separation between three sets of structural isomers, providing specificity not possible by mass spectrometry. The method detection limits for the alkyl amines are in the picogram per injection range and the method precision (± 1 σ) analyzed over 3 months was within 16% for all the cations. The performance of the IC method for atmospheric application was tested with biomass-burning (BB) particle extracts collected from two forest fire plumes in Canada. In extracts of a size-resolved BB sample from an aged plume we detected and quantified MMAH$^+$, DMAH$^+$, TMAH$^+$, MEAH$^+$, DEA$^+$ and TEAH$^+$ in the presence of Na$^+$, NH$_4^+$, and K$^+$ at molar ratios of amine to inorganic cation ranging from 1:2 to 1:1000. Quantities of DEA$^+$ and DMAH$^+$ of 0.2 – 200 ng m$^{-3}$ and 3 – 1200 ng m$^{-3}$, respectively, were present.
in the extracts and an unprecedented amine-to-ammonium molar ratio greater than 1 was observed in particles with diameters spanning 56 – 180 nm. Extracts of respirable fine-mode particles (PM$_{2.5}$) from a summer forest fire in British Columbia in 2015 were found to contain iMPAH$^+$, TMAH$^+$, DEA$^+$ and TEA$^+$ at molar ratios of 1:300 with the dominant cations. The amine-to-ammonium ratio in a time series of samples never exceeded 0.15 during the sampling of the plume. These results and an amines standard addition demonstrate the robustness and sensitivity of the developed method when applied to the complex matrix of BB particle samples. The detection of multiple alkylamines in the analyzed BB samples indicates that this speciation and quantitation approach can be used to constrain BB emission estimates and the biogeochemical cycling of these reduced nitrogen species.
3.2 Introduction

Particles in the atmosphere can modulate climate through their direct and indirect effect on the radiative balance of Earth’s atmosphere (Boucher et al., 2013; Lohmann and Feichter, 2005). This potential warming or cooling effect of particles represents the greatest uncertainty in Earth’s radiative forcing (Myhre et al., 2013). Additionally, particles with a diameter of 2.5 µm or less (PM$_{2.5}$) have been classified as carcinogens (IARC, 2016) and are estimated to be responsible for 3 million deaths annually worldwide (Stephen et al., 2012). Thus, understanding the quantities and the chemical and physical nature of the species involved in the formation and growth of new particles is of paramount importance.

Recent work has shown that organic compounds may contribute considerably to particle nucleation (Ehn et al., 2014; Ortega et al., 2016; Tröstl et al., 2016; Willis et al., 2016). In particular, the need to measure and quantify gaseous atmospheric alkylamines has gained interest because of their exceptional ability to partake in atmospheric particle formation. Multiple laboratory investigations have shown the nucleation potential of methyl- and ethyl-substituted amines through gaseous acid-base chemistry reactions (Almeida et al., 2013; Angelino et al., 2001; Berndt et al., 2010, 2014; Bzdek et al., 2010, 2011; Erupe et al., 2011; Jen et al., 2016a, b; Lloyd et al., 2009; Murphy et al., 2007; Qiu et al., 2011; Silva et al., 2008; Smith et al., 2010; Wang et al., 2010a, b; Yu et al., 2012; Zhao et al., 2011; Zollner et al., 2012). Theoretical calculations and studies have also found that amines have a high disposition to form atmospheric nanoparticles (Barsanti et al., 2009; Kurtén et al., 2008; Loukonen et al., 2010, 2014; Nadykto et al., 2015; Ortega et al., 2012). From these works, alkylamines have been shown to form clusters via
neutralization reactions at rates up to three orders of magnitude greater than ammonia (Almeida et al., 2013; Berndt et al., 2010; Bzdek et al., 2011; Kurtén et al., 2008; Loukonen et al., 2010; Nadykto et al., 2015), and readily exchange with ammonium in already formed ammonium-bisulfate molecular clusters (Bzdek et al., 2010; Lloyd et al., 2009; Qiu et al., 2011). These studies suggest that alkylamines can compete with ammonia to form particles even though they have been quantified at mixing ratios that are 3 or more orders of magnitude lower in the atmosphere (Chang et al., 2003; Ge et al., 2011; Schade and Crutzen, 1995). Atmospheric measurements made during new particle formation events have further confirmed that alkylamines participate in particle formation at ambient concentrations and that these species may be present in most atmospheric particles (Creamean et al., 2011; Dall’Osto et al., 2012; Hodshire et al., 2016; Kulmala et al., 2013; Kürten et al., 2016; Ruiz-Jimenez et al., 2012; Smith et al., 2010; Tao et al., 2016).

Alkylamine emissions to the atmosphere arise from both natural and anthropogenic sources (Ge et al., 2011). Short-chain alkyl amines such as the methylated and ethylated amines are predominantly reported in emission inventories. Measurements show that atmospheric alkyl amines are prevalent in ambient air across the globe, especially in the particle phase (Ge et al., 2011). For example, methyl- and ethyl- amines were measured by an aerosol time-of-flight mass spectrometer at both rural and urban sites all across Europe (Healy et al., 2015). In particular, these amines have been measured in substantial quantities near animal husbandry operations (Kuhn et al., 2011; Lunn and Van de Vyver, 1977; Rabaud et al., 2003; Schade and Crutzen, 1995; Sorooshian et al., 2008), fisheries (Seo et al., 2011), and sewage-waste treatment facilities (Leach et al., 1999). Other
anthropogenic sources include tobacco smoke (Schmeltz and Hoffmann, 1977),
automobiles (Cadle and Mulawa, 1980) and cooking (Rogge et al., 1991; Schauer et al.,
1999). The ocean is estimated to be the largest natural source of alkylamines, where they
are released as volatile degradation products (Ge et al., 2011; Gibb et al., 1999a, b).
Aliphatic amines have also been detected in smoldering stage biomass-burning (BB)
plumes. These have been estimated to represent a quarter of global methylated amine
emissions (Lobert et al., 1990; Schade and Crutzen, 1995).

Real-time in situ speciation and quantitation of atmospheric amines in the particle
and gas phase can be difficult because alkylamines are commonly found at or below parts
per trillion by volume (pptv) mixing ratios in the atmosphere (Ge et al., 2011).
Furthermore, the atmospheric matrix can be complex and ubiquitous atmospheric species
can cause matrix effects for various analytical methods targeting these reduced nitrogen
species. Being able to chromatographically resolve alkylamines from the dominant base,
ammonium, represents a major challenge when sampling the gas phase (Chang et al.,
2003; Ge et al., 2011; Schade and Crutzen, 1995). Quantifying amines in particle
samples, for example by ion chromatography (IC), presents a greater challenge due to
possible interferences from sodium, potassium, ammonium, magnesium and calcium
whose concentrations are dependent on the particle source characteristics and the
measurement location (Ault et al., 2013; Kovač et al., 2013; Sobanska et al., 2012; Sun et
al., 2006). Particles frequently contain complex organic mixtures, such as high molecular
weight organic compounds, which can cause further matrix effects during separation or
direct analysis (Di Lorenzo and Young, 2016; Saleh et al., 2014).
Achieving full speciation of alkylamines is important because the nucleation potential of amines has been shown to increase with basicity (Berndt et al., 2014; Kurtén et al., 2008; Yu et al., 2012). For example, although monopropylamine (MPA) and trimethylamine (TMA; pKa = 9.8) are structural isomers of one another, MPA (pKa = 10.7) is likely to be a more potent nucleator due to its stronger basicity. The suite of alkylamines that have been commonly detected in the atmosphere contains multiple structural isomers (e.g. monoethylamine, MEA and dimethylamine, DMA), making it difficult to speciate the amines using mass spectrometry (MS) without prior separation. Multiple field investigations sampling atmospheric particles using MS analysis have reported the detection of amine ion peaks but have been unable to assign them to a specific amine (Aiken et al., 2009; Denkenberger et al., 2007; Silva et al., 2008; Yao et al., 2016). Derivatization of alkyl amines coupled with HPLC or GC separation has been reported to aid in separation and quantitation of amine species (Akyüz, 2007; Huang et al., 2009; Fournier et al., 2008; Key et al., 2011; Possanzini and Di Palo, 1990). However, these approaches are time consuming, require optimization of reaction conditions, and employ phase separations, which use large quantities of consumables, reagents, and solvents. Capillary electrophoresis has also been employed for aqueous amine separation, however in either case derivatization was required (Dabek-Zlotorzynska and Maruszak, 1998) or the separation of atmospherically relevant cations was not addressed (Fekete et al., 2006). The use of ion chromatography to directly separate and quantify atmospheric alkylamines has been demonstrated (Chang et al., 2003; Dawson et al., 2014; Erupe et al., 2010; Huang et al., 2014; Li et al., 2009; Murphy et al., 2007; VandenBoer et al., 2012; Verriele et al., 2012), yet the established IC methods struggle with coeluting cations.
(Huang et al., 2014; Murphy et al., 2007; VandenBoer et al., Verriele et al., 2012) or they do not address a full suite of atmospherically relevant alkyl amines and inorganic cations (Chang et al., 2003; Dawson et al., 2014; Erupe et al., 2010; Li et al., 2009).

In this work we demonstrate the separation and quantitation of the nine most abundant atmospheric alkylamines, two alkyl diamines, and six inorganic cations through the use of ion chromatography. We show i) the separation method approach to maximizing peak resolution in the context of real-time atmospheric sampling and analysis; ii) the effects of column temperature on amine coelution; iii) the method precisions, accuracies, sensitivities and limits of detection (LODs) for all alkyl amine and inorganic cations; and iv) application of the method to the complex matrix of atmospheric BB particle extracts to demonstrate method sensitivity and robustness.

3.3 Methods

3.3.1 Chemicals and Materials

Inorganic cation stock solutions were prepared from a primary mixed cation standard concentrate (Dionex six-cation II, Lot no. 150326, Thermo Scientific, Waltham, MA, USA) consisting of Li$^+$, Na$^+$, NH$_4^+$, K$^+$, Mg$^{2+}$ and Ca$^{2+}$ chloride salts. Alkyl amines (MMA (monomethylamine, 40% w/w), DMA (dimethylamine, 40% w/w), TMA (trimethylamine, 25% w/w), MEA (monoethylamine, 70% w/w), DEA (diethylamine, >99% w/w), TEA (triethylamine, >99% w/w), MPA (monopropylamine, ≥ 99% w/w), iMPA (monoisopropylamine, ≥ 99% w/w) MBA (monobutylamine, 99.5% w/w), MEtA (monoethanolamine, ≥ 98% w/w), DAB (1,4-diaminobutane, > 98.5% w/w) and DAP (1,5-diaminopentane, 95% w/w)) were purchased from Sigma-Aldrich (Oakville, ON,
Canada). Calibration standards were prepared by serial dilution in >18.2 MΩ x cm ultrapure deionized water (Barnstead Nanopure Infinity, Thermo Scientific, Waltham, MA, USA). Since these alkylamine species will largely be protonated in solution we will denote each of these species in their cationic form (i.e. NR₃H⁺) henceforth when referring to the condensed phase.

3.3.2 Ion Chromatography

A ThermoScientific ICS-2100 Ion Chromatography System (Thermo Scientific, Mississauga, ON, Canada) utilizing Reagent-Free Ion Chromatography (RFIC™) components was used to develop the separation of the selected amines and inorganic cations. A ThermoScientific methanesulfonic acid (MSA) eluent generator cartridge (EGC III, P/N: 074535) was used in conjunction with an ultrapure deionized water reservoir to supply the eluent mobile phase with H₃O⁺ ions as the competing exchanger. A continuously regenerated trap column (CR-CTC II, P/N: 066262) was attached in series to the eluent cartridge to remove cation contaminants from the eluent, thereby improving instrument detection limits. Samples were preconcentrated on a cation exchange column (TCC-ULP; 5 x 23 mm, P/N: 063783) using a ThermoScientific AS-DV autosampler to deliver the desired volume. Concentrated analytes were separated using ThermoScientific CG19 (4 x 50 mm, P/N: 076027) and CS19 (4 x 250 mm, P/N: 076026) guard and analytical cation-exchange columns. The column effluent was passed through a suppressor operating in recycle mode (CERS 500, 4 mm) prior to detection of the analytes using a DS6 heated conductivity cell thermostated at 30 °C. The eluent conductance was recorded at 5 Hz and the chromatographic peaks were analyzed using
the Chromeleon™ 7 software package. A ThermoScientific CG15 (4 x 50 mm, P/N: 052200) guard column was added in-line later to attempt further improvement in analyte separation.

3.3.3 CS19 Separation Optimization

The gradient program used for the separation of methylamines, ethylamines, other alkylamines, and six inorganic cations on the CS19 cation-exchange column was optimized by combining analyte separation parameters from multiple isocratic elution runs at varying MSA concentrations (1 - 16 mM) and mobile phase flow rates (0.75 - 1.25 ml min$^{-1}$) at a column temperature of 30 °C. Maximum peak resolution was optimized using an eluent gradient program and the column temperature was increased to resolve coeluting peaks (see Sect. 3.4.1.1).

Optimal separation of a suite of 15 cations was achieved using a mobile phase flow rate of 1.25 ml min$^{-1}$ and a column temperature of 55 °C. The eluent gradient program is as follows: an initial MSA concentration of 1 mM held for 20 min, a step increase to 4 mM followed immediately by an exponential ramp to 10 mM over 10 minutes (Chromeleon curve factor = 7). The final concentration of 10 mM was held for an additional 5 min, yielding a total run time of 35 min. The IC was returned to initial conditions and re-equilibrated for 10 min as the next 1 ml sample aliquot was prepared for injection by the AS-DV. The suppressor current, optimized for this flow rate and the maximum eluent concentration in accordance with the calculation provided by the manufacturer, was set at 37 mA. The typical backpressure in the system at these
conditions was 2100 psi. The Chromeleon method file for the method described above is detailed in Fig. B-1 in the Appendix.

3.3.4 Quality Assurance and Quality Control

Standards were prepared using Class A Corning polymethylpentene 50 (± 0.06) ml volumetric flasks that were rinsed four times with ethanol and eight times with ultrapure water prior to use. Standards were stored in 60 ml brown Nalgene polypropylene bottles that were pre-cleaned in a 10% HCl bath, followed by eight sequential rinses with distilled and ultrapure water, respectively. The mixed amine standards and mixed inorganic cation standards were prepared separately and each cation standard set was composed of five calibration standards, two check standards and an ultrapure deionized water blank. Ranges and related parameters are denoted by mass injected, as the preconcentration column negates the effect of volume. All amine calibration standards had a mass calibration range of 5-500 ng. The mass range for each inorganic cation calibration is as follows: Li⁺ (0.82-16 ng), Na⁺ (7.8-160 ng), NH₄⁺ (8.4-170 ng), K⁺ (26-520 ng), Mg²⁺ (6.4-130 ng), and Ca²⁺ (18-360 ng). All calibration curves contained trace inorganic cation impurities from the ultrapure deionized water source or holding vessels that fell below the lowest calibration standard and were corrected accordingly to allow for inter-day method performance comparison. Trace quantities of amines were not observed. An example of a calibration blank chromatogram is presented in Fig. B-2.

Method precision for each methyl- and ethylamine cation was determined using standard calibration curves (n = 9) injected across 5 different days spanning 3 months. The precision for the propyl- and butylamines was determined using 2 standard
calibration curves analyzed over 1 month. Method precision for Li$^+$, Na$^+$, NH$_4^+$ and K$^+$ was assessed using calibrations ($n = 6$) from 3 separate days spanning 2 months. Precision for each cation was calculated using the standard deviation ($\sigma$) in the slope of the linear calibration curves. Check standards positioned between the two highest and the two lowest calibration standards for each cation were used to determine method accuracy across the calibration range. The low check standard was 15 times greater than the lowest standard and the high check standard was 150 times higher than the lowest standard. Accuracy was determined by the percent relative error between the known and calculated concentrations of the check standards. The LODs for the singly-charged inorganic cations ($n = 4$) and methyl- and ethylamines ($n = 5$) were determined using calibration standard and calibration blank chromatograms from 3 or more separate days. The LODs for the propyl- and butylamines were determined using calibration standard and blank chromatograms from 2 separate days. The LODs are reported as concentrations resulting in a ratio of signal peak height to background noise of 3. The background noise was determined using the standard deviation of the conductance signal that fell within the retention time window for each analyte in their respective calibration blank chromatograms.

To assess the method robustness in the presence of a complex matrix the gradient method standard addition was performed on a subsample of a size-resolved BB particle extract ($320 – 560$ nm; see Sect 3.3.5). Standard addition was performed by adding known quantities of methyl- and ethylamine solution to a $0.5$ ml subsample of the extract followed by dilution to $5$ ml. The amount of the methyl- and ethylamines added to the internal calibration matched that of the external calibration. The slope and retention times
for the methyl- and ethylamines from the internal calibration were calculated and compared to those performed externally to quantify matrix effects. Discussion of the analytical performance of the CS19 gradient program is presented in Sect. 3.4.1.

3.3.5 Size-Resolved BB Sample Analysis

A size-resolved particle sample from a BB plume was collected using a nanoMOUDI II (nano micro-orifice uniform-deposit impactor, model 122-R, MSP Corp., Shoreview, MN, USA) in St. John’s, Newfoundland on 6 July 2013. Satellite images of the plume smoke, HYSPLIT back trajectories, and measured PM$_{2.5}$ concentrations reported by Environment and Climate Change Canada indicate that these plumes originated from boreal forest fires in northern Québec and Labrador on 4 July 2013 and travelled via Labrador and the Gulf of St. Lawrence to the sampling site (Di Lorenzo and Young, 2016). The nanoMOUDI samples were collected on 13 aluminum substrate stages into size-resolved bins of atmospheric particles with a diameter range spanning 0.010–18 µm. Air was sampled continuously for 25.5 h at a flow rate of 30 L min$^{-1}$. A subsample of each aluminum substrate (10% of the total substrate area) was extracted into a glass vial with 5 mL ultrapure deionized water by sonication (VWR Scientific Products/Aquasonic 150HT, Ultrasonic Water Bath) for 40 min. The extracts were filtered using a 0.2 µm polytetrafluoroethylene (PTFE) filter and stored in polypropylene vials at 4 ºC prior to analysis by IC within 24 h. Cation analytes within these samples all fell within their respective calibration ranges and did not require any further dilution. An aluminum substrate field blank was also transported and exposed to the ambient atmosphere briefly at the collection site before being stored in a sealed container for the
duration of the sample collection, transported back with the samples, and extracted simultaneously following the same procedure. All calculated quantities were corrected with measurements of the field blank and additional error from this correction propagated into our final reported values. The field blank chromatogram for the size-resolved BB samples is presented in Fig. A-2.

3.3.6 BC Fire Sample Analysis

The full method for the collection and extraction of BB particle samples collected during July wildfires in British Columbia is detailed in Di Lorenzo et al. (2016). Briefly, PM$_{2.5}$ samples were collected at two sites approximately 100 km east of the BB location. The first site was located in Burnaby/Kensington Park (BKP) and the second was in North Vancouver/Second Narrows (NVSN). The particle samples were collected using beta attenuation particle monitors (5030 SHARP Monitor at the BKP site, 5030i SHARP monitor at the NVSN site, Thermo Fisher Scientific, Waltham, MA, USA) at a 16.67 L min$^{-1}$ flow rate in 8 h intervals. Particles were collected on glass microfiber filter tape and stored at -20 °C until extracted. Approximately 37% of each filtered particulate deposit was placed into a polypropylene vial with 10 ml of deionized water and sonicated for 40 min. The extracts were filtered with PTFE syringe filters (3 mm diameter, 0.2 µm pore size, VWR International, Radnor, Pennsylvania, USA) and diluted by a factor of five with ultrapure deionized water so that all analytes were in the IC calibration range. An unexposed area of the glass microfiber filter tape was sampled and extracted for use as a field blank. All calculated quantities and errors were blank-corrected using the field blank.
3.4 Results and Discussion

3.4.1 Analytical Method Performance of CS19 Cation Exchange Column

3.4.1.1 Separation Approach and Optimization of Parameters

Our approach to separation involved injecting the highest mixed inorganic cation and mixed amine standards for the expected working range (0.1 – 2.5 µg ml\(^{-1}\)) at static flow rates (0.75, 1, and 1.25 ml min\(^{-1}\)) while systematically increasing the isocratic eluent concentration (4 - 16 mM). The quality of each isocratic method was assessed by calculating the peak-to-peak resolution (\(R_s\)) using the retention time (\(t_R\); min) and peak width at base (\(w\); min) determined from the highest standard for each pair of cations following E3-1:

\[
(E3-1) \quad R_s = \frac{2(t_{R2} - t_{R1})}{w_2 + w_1}
\]

Using the upper limit of the expected working range for all analytes provides a lower limit on peak-to-peak resolution between these species. The peak-to-peak resolutions of the isocratic methods run using a 0.75 and 1.25 ml min\(^{-1}\) flow rate for the selected inorganic and alkylamine cations are presented in Figs. B-3 and B-4. Peak-to-peak resolution between all peaks increased as the mobile-phase ionic strength was lowered when the flow rate was held constant. This is in agreement with E3-2, the fundamental resolution equation, which describes peak-to-peak resolution (\(R\)) in terms of the unit-less efficiency factor (\(N\)), retention factor (\(k\)), and a selectivity factor (\(\alpha\)) terms.

\[
(E3-2) \quad R = \left(\frac{\sqrt{N}}{4}\right) \left(\frac{k}{k+1}\right) \left(\frac{\alpha-1}{\alpha}\right)
\]
With low mobile phase ionic strength, the retention factor of the analytes is expected to increase, leading to greater resolution, consistent with our observations. In contrast, the effect of flow rate on peak resolution is nonintuitive and must be obtained empirically. Lower flow rates increase the retention factor, which in turn increases resolution. However, an increase in mobile-phase flow rate has a competing effect on the efficiency factor in Eq. (3-2). The efficiency term is governed by the theoretical plate height ($H$; mm) as described by the Van Deemter equation (E3-3), which highlights the competing effect of flow rate ($\mu$; ml min$^{-1}$) on peak resolution:

$$ (E3-3) \quad H = A + \frac{B}{\mu} + C\mu $$

Figures B-3 and B-4 show no loss in peak resolution when using a higher flow rate (1.25 ml min$^{-1}$ vs 0.75 ml min$^{-1}$). To confirm that there was no loss in efficiency at higher flows, Van Deemter plots were created, using MMAH$^+$ and TEAH$^+$ as representative early and late-eluting species, by plotting theoretical plate height versus flow rate (Fig. B-5). To do this, the theoretical plate heights described in E3-3 were calculated using E3-4, which relates $H$ to column length ($L$; mm), $t_R$ and $w$. The $A$, $B$ and $C$ terms of E3-3 were then determined by solving a system of equations using the calculated $H$ values for MMAH$^+$ and TEAH$^+$ at three isocratic flow rates as they are located at opposite ends of the elution range of the six most abundant atmospheric alkylamines (Fig. 3-1).

$$ (E3-4) \quad \frac{L}{H} = 16 \left(\frac{t_R}{w}\right)^2 $$
Figure 3-1. Separation of amine and inorganic cation standards with the highest resolution gradient program at (a) 30 and (b) 55°C. The order of elution and mass of cation injected in (a) is as follows: Li$^+$ (1, 16 ng), Na$^+$ (2, 158 ng), NH$_4^+$ (3, 169 ng), MMAH$^+$ (4, 500 ng), MEAH$^+$ (5, 500 ng), K$^+$ (6, 524 ng), DMAH$^+$ (7, 500 ng), TMAH$^+$ (8, 500 ng), DEA$^+$ (9, 500 ng), TEAH$^+$ (10, 500 ng), Mg$^{2+}$ (11, 128 ng), and Ca$^{2+}$ (12, 361 ng). Cation peaks represent the same mass injected and are labeled according to the same numeric identities in (b).
The Van-Deemter plots for MMAH\(^+\) and TEAH\(^+\) show no sacrifice in resolution when operating at higher flow rates and low eluent concentrations. The resolution between Mg\(^{2+}\) and Ca\(^{2+}\) as well as between TMAH\(^+\) and TEAH\(^+\) improved at the higher flow rate for all isocratic eluent concentrations. This was due to a decrease in peak width from diffusion band broadening. Furthermore, there was little to no sacrifice in resolution for all other cation peak pairs when operating at a higher flow rate. Of particular note, utilizing a 4 mM MSA isocratic separation at a 1.25 ml min\(^{-1}\) flow rate instead of a 0.75 ml min\(^{-1}\) flow resulted in a runtime that was 20 min shorter, which improves the applicability of IC for near-real-time analysis of hourly to bi-hourly atmospheric sample collection timescales. A shorter run time also improves the method throughput capacity for offline analyses and reduces total eluent consumption. For these reasons, the faster flow rate was selected in designing and optimizing a gradient program. Further isocratic methods using lower MSA concentrations (1 mM and 2 mM) were run at a 1.25 ml min\(^{-1}\) flow rate to quantify values of peak-to-peak resolution for the inorganic cations and alkylamines before approaching a gradient method (Fig. B-3 and B-4). An increase in resolution greater than one was observed for all analyte pairs aside from DEAH\(^+\)/TMAH\(^+\) when using a 1 mM MSA eluent concentration.

All gradient methods that were tested started with a 1 mM hold, followed by a step-wise increase and/or ramp to higher eluent concentrations at a column temperature of 30 °C. By combining the best isocratic separations for various pairs of cation analytes sequentially, iterative modifications were used to improve resolution based on Equations (3-1)-(3-3) with the best separation method selected from amongst the iterations. Higher column temperature has been used to improve the quality of an IC separation method.
column temperature was systematically increased to investigate whether further improvement in peak-to-peak resolution was possible. Temperature effects on separation efficiency in ion chromatography are thermodynamically complex (Hatsis and Lucy, 2001; Kulis, K., 2004; Rey and Pohl, 1996), but they typically result in increased peak resolution because of improvements in mobile-phase diffusivity, which increases the efficiency term from $E^3 - 2$. Higher temperatures can replicate the separation effects observed when adding an organic mobile phase modifier (Hatsis and Lucy, 2001; Rey and Pohl, 1996). Figure 3-1a and 3-1b show gradient separations at 30 and 55 °C respectively. At 30 °C, $K^+$ and DMAH$^+$ overlap considerably ($R_S = 0.45$) and DEA$^+$ and TMAH$^+$ coelute. By increasing the column temperature to 55 °C, the extent of peak overlap between $K^+$ and neighboring alkylamine cations is noticeably reduced ($R_S > 1$) and DEA$^+$ and TMAH$^+$ are increasingly well resolved ($R_S = 1.48$). The effect of temperature on the separation of the alkylamines is demonstrated in Fig. 3-2, where the separation of DEA$^+$ with TMAH$^+$ is achieved above 50 °C. The temperature increase also results in lower resolution between DMAH$^+$ and MEAH$^+$ from $R_S = 1.57$ to $R_S = 1.08$. In our method, a column temperature of 55 °C produced peak-to-peak resolutions greater than a value of 1 between all six alkylamine cations and inorganic cations in the final gradient method, giving a 95% separation between our target analytes and expected atmospheric interferences in the condensed phase. The peak-to-peak resolutions are summarized in Table 3-1. These represent a lower-limit in peak resolution since they were calculated using peak parameters at the upper limit of the working range, which was determined
based on maximum mixing ratios or mass loadings expected for the analysis of atmospheric samples containing these analytes.

Figure 3-2. Separation of 1 µg ml⁻¹ mixed amines standard with the final method gradient elution program at 30, 40, 50 and 60 °C. The peak elution order was MMAH⁺ (1), MEAH⁺ (2), DMAH⁺ (3), TMAH⁺ (4), DEAH⁺ (5), and TEAH⁺ (6). The separation of diethylamine (DEA) from trimethylamine (TEA) was achieved at column temperatures greater than 50 °C.

The separation method produced in this work is able to overcome previously reported IC coelution difficulties between DEAH⁺ and TMAH⁺ and between MEAH⁺ and DMAH⁺ (VandenBoer et al., 2012; Verriele et al., 2011). Both DMA and TMA have been identified as dominant amines in emission studies, so it is important to achieve accurate and specific quantitation of both species in gas and particulate atmospheric samples.
(Facchini et al., 2008; Kuwata et al., 1983; Müller et al., 2009; Van Neste and Duce, 1987). Multiple field campaigns have detected large quantities of gas-phase and particle-phase MEA and DEA in ambient air as well (Facchini et al., 2008; Müller et al., 2009; Sorooshian et al., 2009; Yang et al., 2005; Yang et al., 2004). In some cases clean up steps have been used to alleviate IC interferences from common atmospheric cation species in the quantitation of amines despite the fact that an 85% evaporation loss of the amines, in addition to the extra sample handling, was reported when using a solid-phase extraction clean up (Huang et al., 2014). The CS19 IC method reported here is able to separate the most common atmospheric inorganic cations in addition to 11 common atmospheric amines (see separation of five additional alkylamines in Sect 3.4.1.3). It can be easily applied to water-soluble atmospheric gas and particulate samples since they can be directly analyzed - without coelution or a clean-up step - with separation times of similar duration to many previously reported methods, including those employing an online IC method (Huang et al., 2014; Murphy et al., 2007; VandenBoer et al., 2012; Verriele et al., 2011).

3.4.1.2 Instrumental Performance and Comparison for the Methylamines, Ethylamines and Inorganic Cations

The performance statistics of the CS19 gradient method for each cation are summarized in Table 3-1. The method shows high reproducibility, with method precisions better than 10% for most analytes. Although the instrumental response varied from month-to-month for each analyte, this variability was random and the calibration curve slopes for each analyte showed no systematic decrease over time. The larger
variability in the TMAH$^+$ and TEAH$^+$ calibration curves ($\pm 16\%$ and $\pm 11\%$, respectively) is likely driven by their lower Henry’s Law constants ($K_H$) in water (Christie and Crisp, 1967), resulting in volatilization losses from standards. Concurrently, this variability could be driven by partitioning losses along the flow path, particularly when the trisubstituted amines reach the suppressor, which was not temperature controlled. In future investigations it may be worthwhile to acidify the standards to ensure the amines are maintained in their charged form in the aqueous phase. Alternatively, to combat losses to neutral forms, use of a Salt Converter suppressor accessory (ThermoScientific, SC-CSRS 300, P/N: 067530), which keeps weak electrolytes in a separated sample fully protonated prior to their conductance measurement, may also aid in increasing long-term TMAH$^+$ and TEAH$^+$ precision.

The LODs for each analyte are reported in Table 3-1 as both a range and as the average LOD ($\pm 1\sigma$). The LODs are reported in this manner to reflect the high day-to-day variability in the calculated LODs. This variability may be driven by i) the purity of the deionized water used for eluent generation; ii) instrumental baseline noise and trace contamination on the day of analysis; and iii) quality of labware cleaning prior to preparation of calibration blanks. Outliers in the LOD dataset were found to result from trace contamination of analytical labware, sampling vials, or from systematic errors made in the preparation of standards or injection of samples on the IC (e.g. leaking autosampler caps, failing retention of concentrator column). The Grubb test was performed using a 95% confidence interval to statistically identify outliers from LOD data sets. Calculated detection limits were determined to lie in the picogram per injection range for all analytes.
### Table 3-1. Separation characteristics and statistics for the CS19 gradient method.

The retention time \( t_r \) ranges for the methyl amines, ethyl amines and inorganic cations were determined using retention time windows from a full calibration. The peak width and resolution were determined using the highest calibration standards amines (500 ng) and inorganic (160 – 520 ng) cations. The \( t_r \) range and peak width were back-calculated for iMPAH\(^+\), iPAH\(^+\), MBAH\(^+\), DABH\(^+\) and DAPH\(^+\) based on the other alkyl amines responses to column degradation. Sensitivity, precision, average LOD, and LOD range were analyzed using multiple calibration standards and blanks (see Section 3.3.4). Upper and lower range accuracies were assessed using high and low check standards for the alkyl amines \( n = 6 \) and inorganic cations \( n = 4 \). The low check standards were 15 times more concentrated than the lowest calibration standard and the high check standards were 150 times more concentrated.

<table>
<thead>
<tr>
<th>Cation</th>
<th>( t_r ) (min)</th>
<th>Peak width (min)</th>
<th>Resolution</th>
<th>Sensitivity ( \mu S^<em>\text{min}^</em>\text{mol}^{-1} )</th>
<th>Precision ( + 1\sigma )</th>
<th>Upper range accuracy (%)</th>
<th>Lower range accuracy (%)</th>
<th>Average LOD ( \text{pg} ) ( + 1\sigma )</th>
<th>LOD range ( \text{pg} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{Li}^+ )</td>
<td>8.2 – 8.4</td>
<td>0.72</td>
<td>2.68</td>
<td>11.5E08</td>
<td>2</td>
<td>96 ± 5</td>
<td>82 ± 4</td>
<td>0.6 ± 0.2</td>
<td>0.3 - 0.8</td>
</tr>
<tr>
<td>( \text{Na}^+ )</td>
<td>10.1 - 10.3</td>
<td>0.73</td>
<td>1.87</td>
<td>5.04E08</td>
<td>2</td>
<td>95 ± 4</td>
<td>90 ± 6</td>
<td>8 ± 4</td>
<td>4 - 14</td>
</tr>
<tr>
<td>( \text{NH}_4^+ )</td>
<td>11.8 – 12.1</td>
<td>1.18</td>
<td>0.65/1.85</td>
<td>2.45E08</td>
<td>4</td>
<td>103 ± 4</td>
<td>50 ± 50</td>
<td>22 ± 17</td>
<td>7 - 47</td>
</tr>
<tr>
<td>( \text{Me}^+ )</td>
<td>12.7 – 13.0</td>
<td>0.99</td>
<td>0.56</td>
<td>2.2E08</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>3600 ( n = 1 )</td>
<td>---</td>
</tr>
<tr>
<td>( \text{MMe}^+ )</td>
<td>13.5 – 13.8</td>
<td>0.86</td>
<td>1.09</td>
<td>1.42E08</td>
<td>5</td>
<td>98 ± 6</td>
<td>40 ± 30</td>
<td>300 ± 300</td>
<td>30 - 650</td>
</tr>
<tr>
<td>( \text{MMA}^+ )</td>
<td>14.7 – 14.8</td>
<td>0.87</td>
<td>1.22</td>
<td>4.14E08</td>
<td>5</td>
<td>99 ± 2</td>
<td>94 ± 7</td>
<td>14 ± 11</td>
<td>4 - 28</td>
</tr>
<tr>
<td>( \text{MEA}^+ )</td>
<td>15.5 – 15.8</td>
<td>0.79</td>
<td>1.08</td>
<td>9.0E08</td>
<td>7</td>
<td>97 ± 5</td>
<td>40 ± 10</td>
<td>500 ± 200</td>
<td>200 - 700</td>
</tr>
<tr>
<td>( \text{DMA}^+ )</td>
<td>16.4 – 16.7</td>
<td>0.85</td>
<td>1.64</td>
<td>1.48E08</td>
<td>5</td>
<td>100 ± 10</td>
<td>30 ± 30</td>
<td>260 ± 300</td>
<td>40 - 650</td>
</tr>
<tr>
<td>( \text{iMPA}^+ )</td>
<td>18.2 – 18.5</td>
<td>0.79</td>
<td>2.24</td>
<td>8.4E08</td>
<td>4</td>
<td>90 ± 10</td>
<td>80 ± 80</td>
<td>70 ± 40</td>
<td>40 - 90</td>
</tr>
<tr>
<td>( \text{MPA}^+ )</td>
<td>20.1 – 20.4</td>
<td>0.88</td>
<td>1.55</td>
<td>6.2E08</td>
<td>12</td>
<td>88 ± 4</td>
<td>90 ± 90</td>
<td>50 ± 40</td>
<td>20 - 80</td>
</tr>
<tr>
<td>( \text{TMA}^+ )</td>
<td>21.2 – 21.6</td>
<td>1.11</td>
<td>1.48</td>
<td>0.34E08</td>
<td>16</td>
<td>90 ± 10</td>
<td>30 ± 20</td>
<td>600 ± 300</td>
<td>300 - 1200</td>
</tr>
<tr>
<td>( \text{DEA}^+ )</td>
<td>22.6 – 22.7</td>
<td>1.18</td>
<td>2.51</td>
<td>0.76E08</td>
<td>8</td>
<td>97 ± 8</td>
<td>50 ± 30</td>
<td>400 ± 300</td>
<td>100 - 800</td>
</tr>
<tr>
<td>( \text{MBA}^+ )</td>
<td>25.3 – 25.6</td>
<td>0.43</td>
<td>3.12</td>
<td>0.62E08</td>
<td>1</td>
<td>80 ± 20</td>
<td>100 ± 80</td>
<td>910 ± 30</td>
<td>890 - 930</td>
</tr>
<tr>
<td>( \text{TEA}^+ )</td>
<td>27.3 – 27.7</td>
<td>0.95</td>
<td>3.40</td>
<td>0.85E08</td>
<td>12</td>
<td>96 ± 4</td>
<td>49 ± 6</td>
<td>800 ± 400</td>
<td>500 - 1400</td>
</tr>
<tr>
<td>( \text{Mg}^{2+} )</td>
<td>30.4 – 30.8</td>
<td>0.79</td>
<td>1.22</td>
<td>1.22E08</td>
<td>1</td>
<td>80 ± 20</td>
<td>100 ± 30</td>
<td>2000 ± 3000</td>
<td>200 - 4000</td>
</tr>
<tr>
<td>( \text{Ca}^{2+} )</td>
<td>31.6 – 32.9</td>
<td>1.05</td>
<td>3.16</td>
<td>1.43E08</td>
<td>2</td>
<td>90 ± 20</td>
<td>120 ± 20</td>
<td>3700 ± 200</td>
<td>3500 – 3800</td>
</tr>
<tr>
<td>( \text{DABH}^+ )</td>
<td>36.6 – 36.9</td>
<td>1.48</td>
<td>0.98</td>
<td>4.5E08</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>1000 ( n = 1 )</td>
<td>---</td>
</tr>
<tr>
<td>( \text{DAPH}^+ )</td>
<td>38.0 – 38.4</td>
<td>1.60</td>
<td>N/A</td>
<td>4.9E08</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>180 ( n = 1 )</td>
<td>---</td>
</tr>
</tbody>
</table>
The LODs for the inorganic cations were 10 to 100 times lower than those of the alkyl amines, with the exception of Mg$^{2+}$ and Ca$^{2+}$. Trace contamination of Ca$^{2+}$ in our ultrapure deionized water led to higher LODs for the divalent cations.

Our method shows high accuracy in the upper range of the calibrations for the methyl- and ethylamines, with accuracies ranging from 90 to 100%. The accuracy was much lower for each methyl- and ethylamine cation at the low end of the calibration range where amine concentrations were approximately 1.5 times the limit of quantitation (LOQ). Quantitation near the method LOQ was more sensitive to small integration changes, which affected the calculated peak area, even when performing integrations manually, and this resulted in greater accuracy error. This is a drawback inherent to IC since wide analyte peaks are a result of persistently large stationary-phase particle sizes, causing band broadening via longer flow paths and increased diffusion during separation (i.e. the A and B terms in Eq. 3-3). The low alkylamine accuracies may also be driven by their air-water partitioning properties, which could result in losses during sample handling and during sample injection. The low and high range accuracies for all inorganic cations, with the exception of ammonium, were high (80 – 120%) because concentrations were not near the LOQ for these analytes. The low check standard accuracy for ammonium likely arises due to similar issues as those discussed above for the tri-substituted amines.

It is important to note that the standard concentrations used to generate the method statistics for the alkylamines contained inherent uncertainty because they were derived from density calculations of non-standardized alkylamine stock solutions. Since the
alkylamine stock solution concentrations were not verified via inter-lab or inter-method comparison, there is no way to know for certain whether the reported %w/w values are the true stock solution values. Therefore, some or all of the calculated alkylamine method statistics may have an inherent systematic offset if the calculated concentrations differed from the true values.

To further test the efficacy of the separation method, a standard addition calibration was performed in the presence of the complex BB matrix. The calibration slopes and retention times for each analyte from the standard addition and external calibration performed on the same day are listed in Table B-1. The slopes for the two calibrations varied between 0 and 8%, which is within the method calibration precisions presented in Table 3-1. Thus, the BB sample extracts did not exhibit matrix effects. However, increasing retention times of approximately 0.3 – 0.5 min were observed for all cation analytes when performing the standard addition. This is an effect inherent in IC when samples with higher total quantities of cations are preconcentrated, resulting in a sample plug filling a greater quantity of the stationary-phase capacity. The initial weak mobile-phase of the gradient method will therefore take a greater amount of time to elute all of the analyte cations from the preconcentration and analytical columns. This same increase in retention times is present in the external calibration with increasingly concentrated standards (Table 3-1).

Previous IC instrumental precisions reported for use in quantifying the six atmospheric methyl- and ethylamines range from 0.4 to 17.2%, which is comparable to our method (Table B-2; Chang et al., 2003; Dawson et al., 2014; Erupe et al., 2010; Huang et al., 2014; Li et al., 2009; VandenBoer et al., 2012; Verriele et al., 2012;). Our
separation method shows greater average variability than others due to our numerous assessments (n = 9) over multiple months, a more comprehensive analysis compared to previous reports. The sensitivity of this instrument is also similar to that of all other reported IC methods as the instrumental detection limits are in the picogram range. Only VandenBoer et al. (2012) and Chang et al. (2003) report lower detection limits and these are likely a result of a lower background signal from running the IC instruments online. Our method does not achieve instrumental limits of detection as low as those achieved using derivatization methods coupled with GC-MS or HPLC analysis (Akyüz, 2007; Fournier et al., 2008; Possanzini and Di Palo, 1990). However, multistep derivatization methods are prone to losses that must be quantified with internal standards. These losses can lead to higher overall method detection limits, which is not the case for direct analysis of water-soluble samples. Derivatization methods are also difficult to employ for near-real-time analyses of the atmosphere, making the approach less analytically attractive. Further, the IC separation method presented here is able to address additional matrix effects that may result from other atmospheric species through the use of a sample pre-concentration column. Only positively charged species are retained in this pre-concentration step and injected through the IC system for analysis, negating matrix effects from non-charged and anion species, as demonstrated by the standard addition to the BB sample extract.

Employing a method that is capable of quantifying amines at very low mixing ratios is valuable since recent work has shown that parts per quadrillion by volume (ppqv) concentrations of gaseous amines can lead to particle formation and growth (Almeida et al., 2013). If our method were applied to online atmospheric ambient
sampling of gases or particles the method could be used to detect amines at ppqv mixing ratios. For example, a detectable signal for 100 ppqv mixing ratios could be attained by sampling through a bubbler, filter, or denuder at a low flow rate of 3 L min\(^{-1}\) for 1 – 10 hours, depending on the amine. It may be possible to shorten the sample collection duration to an hourly timescale to detect ppqv mixing ratios of atmospheric amines if the method is interfaced with a high sensitivity MS detector. Verriele et al. (2014) observed a 5 – 30 fold improvement in method detection limits when interfacing their IC method with a MS detector.

3.4.1.3 Expanded Amine Catalogue for other Common Atmospheric Species

The separation method developed was further investigated to elucidate its utility in quantifying MPA, iMPA, and MBA, three amines that have been frequently detected in ambient air (Ge et al., 2011). In particular, this test was performed to assess their potential coelution with the fully separated methyl- and ethylamines. Without modification of the gradient method, we observed separation of these three amines from the original 12 cations with \(R_s > 0.85\) (Fig. 3-3a). MPAH\(^+\) and iMPAH\(^+\) eluted between DMAH\(^+\) and TMAH\(^+\) and MBAH\(^+\) eluted later, but before TEAH\(^+\). The resolution is sufficient between all analyte peaks to allow quantitative analysis of the nine alkylamine cations and six inorganic cations. The separation statistics for these additional amines are also presented in Table 3-1. Since the additional amines were injected after column degradation had occurred and retention times had noticeably shifted (see Fig. 3-3a vs. Fig. 3-1b and Sect 3.4.1.5 for further discussion), retention time and peak width were estimated using changes in separation parameters from the original method development for the methyl- and ethylamines.
Figure 3-3. (a) Separation of amine and inorganic cation standards with the addition of MPAH$^+$, iMPAH$^+$ and MBAH$^+$ using the final gradient program. The order of elution and mass of cation injected in (a) is as follows: Li$^+$ (1, 1.6 ng), Na$^+$ (2, 16 ng), NH$_4^+$ (3, 17 ng), MMAH$^+$ (4, 50 ng), K$^+$ (5, 52 ng), MEAH$^+$ (6, 50 ng), DMAH$^+$ (7, 50 ng), iMPAH$^+$ (8, 50 ng), MPAH$^+$ (9, 50 ng), TMAH$^+$ (10, 50 ng), DEAH$^+$ (11, 50 ng), MBAH$^+$ (12, 50 ng), and TEAH$^+$ (13, 50 ng). (b) Separation of amine and inorganic cation standards with the addition of MPAH$^+$, iMPAH$^+$ and MBAH$^+$ and the addition of the CG15 column using a modified gradient program. Cation peaks are labeled accordingly to the same identities in (b) and the mass of analyte injected is as follows: Li$^+$ (1.6 ng), Na$^+$ (16 ng), NH$_4^+$ (17 ng), MMAH$^+$ (500 ng), K$^+$ (52 ng), MEAH$^+$ (500 ng), DMAH$^+$ (500 ng), iMPAH$^+$ (500 ng), MPAH$^+$ (500 ng), TMAH$^+$ (500 ng), DEAH$^+$ (500 ng), MBAH$^+$ (500 ng), and TEAH$^+$ (500 ng).
Peak widths for the propyl- and butylamines were assumed to have increased by approximately 50%, consistent for the same increases observed for the methyl- and ethylamines as a result of the column degradation. Retention times for MPAH\(^+\), iMPAH\(^+\), and MBAH\(^+\) were back-calculated to reflect the initial column conditions using these corrected peak widths and the resolution values determined from the chromatogram presented in Fig. 3-3. The method precisions for iMPAH\(^+\), MPAH\(^+\) and MBAH\(^+\) determined from two standard calibration injections ranged from 1 to 12%.

The reported average LODs for both propylamines are the lowest of the alkyl amines, while MBAH\(^+\) has the highest method LOD because it elutes in a region with a high background due to the step change in eluent composition not being completely suppressed. The method accuracies for the three additional amines assessed by both the high and low check standards were within 80% for all analytes. However, the large standard deviations in the accuracies for all low check standards highlights the challenge of method reproducibility for these analytes near the LOQ. This CS19 IC method can resolve three sets of alkylamine structural isomers, thus not only allowing full speciation of the suite of common atmospheric amines but also overcoming a limitation of direct MS analysis of the atmospheric matrix.

Since diamines have recently been shown to be potent sources of new particle formation and have been detected in field campaigns across the U.S.A. (Jen et al., 2016b), as well as near livestock, food processing factories and sewage facilities (Ge et al., 2011), quantitation of DABH\(^+\) and DAPH\(^+\) was tested using the CS19 gradient method. The two diamines eluted after all 15 analytes, with DABH\(^+\) and Ca\(^{2+}\) having a resolution of 3.16 and DAPH\(^+\) and DABH\(^+\) having a resolution of 0.98. A single
calibration curve was run to provide an estimate of the sensitivity and LOD for DABH$^+$ and DAPH$^+$ and the retention times for these two additional diamines were also back-calculated to reflect initial column conditions (Table 3-1). If the 10 mM MSA hold of the optimized method is extended by 5 min to give a total run time of 40 min, then DABH$^+$ and DAPH$^+$ can also be quantified. Ethanolamine (EAH$^+$), a compound employed in industry and CO$_2$ capture (Ge et al., 2011), was also analyzed by this IC method and found to have poor resolution with NH$_4^+$ and MMAH$^+$ ($R_S < 0.65$, Table 3-1). However, the peak is still identifiable in samples containing these analytes.

3.4.1.4 Method Development with the Addition of an Inline CG15 Guard Column

As mentioned previously, IC methods in the literature have been unable to separate potassium from the methyl- and ethylamines (Huang et al., 2014; VandenBoer et al., 2012), and in our current method K$^+$ has slight overlap with MMAH$^+$ ($R_S = 1.09$). We attempted to reduce peak overlap between K$^+$ and the alkylamines by adding a crown ether-functionalized CG15 guard column in-line after the CG19/CS19 columns. The addition of the CG15 column, which has increased selectivity for K$^+$, resulted in an increased retention time for K$^+$ of 13 min. The best separation achieved using the additional guard column is shown in Fig. 3-3b, where K$^+$ still elutes within the alkylamine retention region. The gradient method used to achieve the separation used a flow rate of 1 ml min$^{-1}$, a column temperature of 55 °C, and held a 1 mM MSA concentration for the first 30 min. The eluent concentration was step increased to 4 mM followed immediately by an exponential ramp to 10 mM over 20 min (Chromeleneon curve factor of 7). The final concentration of 10 mM is held for an additional 15 min, yielding a total run time of 65 min. Even when holding the initial MSA concentration at 1 mM for
50 min, the separation was unable to fully resolve the alkylamine peaks. An increase in retentivity for $K^+$ and $NH_4^+$, as well as many of the alkylamines, indicated that the crown ether functionality was not selective for $K^+$ in this suite of analytes. With the addition of an organic modifier to the mobile phase or the ability to decrease column temperature, this increase in selectivity from the CG15 column might be harnessed to produce better separation. However, due to the limitations of the ICS-2100 system using RFIC we were unable to investigate these parameters. Furthermore, although a passable separation may be achieved when using a run time greater than 60 min, this would not be as applicable to online analyses as the CG/CS19 method developed without the addition of the CG15 column. A stationary phase similar to that of the CG/CS19 columns, but with some of this crown ether selectivity, could potentially yield better results than those presented here, particularly for the analysis of atmospheric samples containing large quantities of $K^+$ and amines.

3.4.1.5 Analytical Column Stability

Over the course of 5 months, peak retention times noticeably decreased and peak broadening of approximately 50% occurred for all analytes. After more than 1000 sample and standard injections retention times had decreased by $1.9 \pm 0.1$ min depending on the cation. Peak-to-peak resolution, however, remained largely unchanged throughout the column degradation during standard and sample analysis, even with observed peak broadening. This is consistent with what has been previously reported in the literature when hundreds to thousands of injections have been run through an IC column (VandenBoer et al., 2011). This may also be a result of column degradation from
operating the CS19 column at a temperature higher than that recommended by the manufacturers.

During the course of method development severe peak broadening and subsequent peak-to-peak resolution loss of Mg$^{2+}$ and Ca$^{2+}$ was also observed. After the analysis of hundreds of samples the unresolved coeluting divalent cations had a peak width greater than 10 min wide. The Mg$^{2+}$ and Ca$^{2+}$ peak areas eventually became unresolved, with their combined peak area precision in the highest standard within 6% ($\pm$ 1σ) after 12 months of analysis. It was determined that this broadening effect observed for the Mg$^{2+}$ and Ca$^{2+}$ peaks was due to a malfunctioning suppressor. After replacing the suppressor, a peak-to-peak resolution greater than 1 was restored for these analytes. Furthermore, the cumulative analyte peak broadening that had occurred throughout method development and sample analysis for all the monovalent cations was also mitigated by installing the new suppressor. Retention times however were still shifted by $1.9 \pm 0.1$ min, indicating that analytical column degradation had still occurred.

3.4.2 Biomass-Burning Particle Analysis and Discussion

3.4.2.1 Size-Resolved Alkylamines in Particles from an Aged Biomass-Burning Plume

BB particles often contain a complex mixture of water-soluble ions, organics, elemental carbon, and other insoluble components, making them nonpareil for testing the robustness of an atmospheric measurement technique. Ions such as NH$_4^+$ and K$^+$ are consistently detected in BB plumes, regardless of sampling location as they are well characterized as being co-emitted species (Capes et al., 2008; Hudson et al., 2004; Pósfai
et al., 2003). Particles released during forest fires have also been shown to contain highly oxidized large molecular weight organics (Di Lorenzo and Young, 2016; Saleh et al., 2014). We tested the robustness of our method on water-extracted aged BB particle samples collected by a cascade impactor in St. John’s, Canada. Gas-sorption and reaction artifacts are minimized due to the gaseous flow path being directed around the nanoMOUDI impaction plates; therefore samples analyzed are representative of the particles in the atmosphere.

![Overlaid chromatograms of MOUDI size-fractionated particle samples collected in St John’s on July 6, 2013 during the intrusion of a biomass-burning plume that originated from Northern Labrador and Quebec. The robustness of the separation method for MMAH<sup>+</sup>, DMAH<sup>+</sup> and DEAH<sup>+</sup> from the common inorganic cations is demonstrated for the 320-560 nm (Black) and 100-180 nm (Red) size bins.](image-url)

Figure 3-4. Overlaid chromatograms of MOUDI size-fractionated particle samples collected in St John’s on July 6, 2013 during the intrusion of a biomass-burning plume that originated from Northern Labrador and Quebec. The robustness of the separation method for MMAH<sup>+</sup>, DMAH<sup>+</sup> and DEAH<sup>+</sup> from the common inorganic cations is demonstrated for the 320-560 nm (Black) and 100-180 nm (Red) size bins.
An overlaid chromatogram of two different size-resolved particle samples (100 - 180 nm and 320 – 560 nm) shows the presence of MMAH\(^{+}\), DMAH\(^{+}\) and DEAH\(^{+}\) in the aged BB samples with complete separation from K\(^{+}\), NH\(_4\)\(^{+}\) and Na\(^{+}\) once the sample had been diluted to the working calibration range (Fig. 3-4). The maximum mass loadings for MMAH\(^{+}\), DMAH\(^{+}\) and DEAH\(^{+}\) were found in particles with diameters of 320 – 560 nm and were 11 ± 3, 208 ± 4, and 1300 ± 200 ng m\(^{-3}\), respectively (Table B-3). TMAH\(^{+}\), MEAH\(^{+}\), and TEAH\(^{+}\) peaks were also detected in the BB size-resolved particle extracts. TMAH\(^{+}\) and TEAH\(^{+}\) reached mass loadings of 5 ± 3 ng m\(^{-3}\) and 4 ± 2 ng m\(^{-3}\), respectively, while MEAH\(^{+}\) never exceeded a concentration of 1 ng m\(^{-3}\) in any size-resolved particle fraction (Table B-3). Lobert et al (1990) reported detecting C\(_1\) – C\(_5\) aliphatic amines from controlled BB experiments, which is consistent with our findings. BB-derived amines were also identified during the 2007 San Diego forest fires (Zauscher et al., 2013) with primary amines observed at approximately 6% by mass of organic content from an aged BB particle sample in British Columbia (Takahama et al., 2011). However, few studies have addressed the speciation and quantitation of alkylamines emitted from BB events. Schade and Crutzen (1995) estimated the emission rates for MMA, DMA, TMA and MEA from BB sources based on controlled burn experiments, but do not include a BB emission rate for DEA or TEA. These emission estimates are yet to include emission rates from atmospheric BB measurements (Lobert et al., 1990; Schade and Crutzen, 1995).

In Fig. 3-5a we show the molar ratio of the sum of the methyl- and ethylamines to ammonium which is considered to be the main atmospheric base, as a function of the size-resolved particles collected. The summed amine moles exceeded ammonium in the
particle diameter range from 100 to 560 nm, and the ratio ranged from 0.5 to 1.9 in the fine mode (PM$_{1.0}$), with an average ratio of 0.92 in PM$_{1.0}$ calculated using nanoMOUDI bins up to this nominal cutoff. Quantities of NH$_4^+$ were below the detection limit above 1 µm, yielding no values for the ratio. The large error bars in the ratios are driven by the low molar quantities of ammonium in the samples as well as a higher variability in three extraction blanks (ultrapure deionized water sonicated in polypropylene tubes) injected on the day of analysis. For these reasons this method blank error was assigned to the size-resolved samples in place of the NH$_4^+$ error driven by the method precision and accuracy detailed in Table 3-1. To our knowledge, this is the first time that an amines to ammonium ratio greater than 1 has been reported in the PM$_{1.0}$ resolved fraction of atmospheric particles. An amine-to-ammonium ratio of 0.37 in fine-mode aerosol (PM$_{1.8}$) was reported by VandenBoer et al. (2011), but most reported ratios have been below 0.1 (Ge et al., 2011). These high ratios we observed can be attributed to large quantities of DEAH$^+$ and DMAH$^+$. MMAH$^+$ was found to be in molar quantities 100 times less than that of ammonium while TMAH$^+$, MEAH$^+$ and TEAH$^+$ were found to be in molar quantities 1000 to 10 000 times less than ammonium. Detecting such large molar ratio quantities of DEAH$^+$ and DMAH$^+$ to NH$_4^+$ in any particle sample is also unprecedented. Mono-substituted amines are the most frequently detected alkylamines in atmospheric particles and at molar ratios to ammonium of 1:100 or lower (Ge et al., 2011; Gorzelska et al., 1990; Mader, 2004, Müller et al., 2009; Yang et al., 2005; Yang et al., 2004; Zhang et al., 2003). In most instances where di-substituted or tri-substituted amines have been identified in the particle phase, they are present at molar quantities equal to or less than the mono-substituted amines (Healy et al., 2015; Suzuki et al., 2001).
Figure 3-5. (a) Amines to ammonium ratio in the size-resolved aged biomass-burning sample originating from Quebec and Labrador in the summer of 2013. (b) Amines to ammonium ratio for the Burnaby/Kensington Park (BKP) site and North Vancouver/Second Narrows (NVSN) site in British Columbia during the summer 2015 wildfires. The error bars in the graph represent propagated error in the amine and ammonium quantities resulting from variability in the field blanks and check standards during the analysis of the samples.
Thus, such high quantities of DMAH$^+$ and DEAH$^+$ in these samples were unexpected and highly unusual compared to prior reports. In this case, the observation may be due to the fuel source of the fire or the interaction of the plume with a potent source of atmospheric amines. Previous work has identified di-substituted amines in large quantities from feedlot plumes (Sorooshian et al., 2008) and in marine particles (Facchini et al., 2008; Gibb et al., 1999a; Müller et al., 2009; Sorooshian et al., 2009; Van Pinxteren et al., 2015; Youn et al., 2015). In fact, DMA and DEA have been reported as the second and third most abundant organic species in marine fine aerosol behind MSA during periods of high biological activity in the North Atlantic (Facchini et al., 2008). Other researchers have also suggested a moderate to high correlation between high biological activity and di-substituted amine particle mass loadings (Müller et al., 2009; Sorooshian et al., 2009). Laboratory investigations have shown that methylamines can be produced by marine phytoplankton degradation of quaternary amines to maintain an osmotic gradient as well as during periods of known zooplankton grazing (Gibb et al., 1999b). Based on the HYSPLIT back trajectories calculated for these samples (Di Lorenzo, 2016), it is possible that the BB plume particles interacted with gaseous DMA and DEA emitted from inland agricultural sources along the St. Lawrence River, coastal phytoplankton blooms, or with enhanced amine emissions in the coastal zone, which has been observed in the marine boundary layer of California (Youn et al., 2015). The high concentrations of DMA and DEA produced by marine biological activity could then partition into the biomass burning particles and react to neutralize acids (e.g. sulfuric acid), form salts or amides with organic acids, or react with carbonyl moieties in the highly oxidized organic material produced via BB to form imines (Qiu and Zhang, 2013). If this explanation
holds true then there may be preferential uptake of these amines over ammonia into the 
plume, as there is no evidence yet that suggests a larger agricultural or marine source of 
amines relative to ammonia to the atmosphere. A marine amines hypothesis, while 
consistent with observations in the literature, is beyond the scope of this work in terms of 
assigning a definitive DMA and DEA source.

3.4.2.2 Time Series of Amines in Fresh Biomass Burning Plume Particles from 
British Columbia

Our method was also applied to a time series of PM$_{2.5}$ samples collected at two 
different locations (BKP and NVSN) during a forest fire in the Lower Fraser Valley in 
British Columbia in the summer of 2015. These PM$_{2.5}$ samples were collected every 8 h 
while the plume was traversing each site and during collection the PM$_{2.5}$ concentration 
was in excess of 200 µg m$^{-3}$. The relative ages for the smoke plumes sampled at both sites 
were calculated to be 20 h old, or less, and back trajectories indicated that the plume did 
not travel over the open ocean before being sampled (Di Lorenzo et al., 2016). In these 
test samples, the method was again able to detect the presence of four different amines 
(iMPAH$^+$, TMAH$^+$, DEAH$^+$, and TEAH$^+$) with loadings of Na$^+$, NH$_4^+$ and K$^+$ at ratios in 
excess of 100:1 (Figure B-6). Furthermore, the method was not only able to determine the 
presence of iMPAH$^+$ but also differentiate it from MPAH$^+$ and TMAH$^+$, its two structural 
isomers. iMPAH$^+$, TMAH$^+$, DEAH$^+$, and TEAH$^+$ had maximum mass loadings in these 
fresher BB samples of $60 \pm 40$, $9 \pm 7$, $1.6 \pm 0.8$, and $0.2 \pm 0.1$ ng m$^{-3}$ respectively (Table 
B-4). iMPAH$^+$ was the amine detected in the largest molar quantities at both sampling 
sites in British Columbia. The detection of iMPAH$^+$ has not previously been reported in 
BB particles, and based on our measurements may be important to quantify in future
controlled burn experiments. Our results differ from the study conducted by Takahama et al (2011) on the 2009 forest fires in British Columbia that reports the detection of primary amine groups, which further suggest that amine emissions from BB and/or their incorporation into BB particles are not well understood. Although our observed suite of amines includes iMPAH$^+$, there was no indication of other primary amines from the analyses of the BB particles. The calculated quantities of amines for these samples may be biased high or low because the beta attenuation monitor used to sample the BB particles can be prone to gas-phase blow-on or blow-off artifacts via sorption or reactive mechanisms. Although the extracted field blank was corrected for any positive sorption biases on the filter tape (e.g. Müller et al., 2009), it was unable to account for any reactive uptake of gas-phase amines during the sampling period. Therefore, the filter tape BB samples presented here represent a time-integrated particulate composition assuming thermodynamic equilibrium between the gas and particulate phases for the duration of collection for each sample.

A time-series of the amine-to-ammonium molar ratio as the smoke plume intrudes into both the BKP and NVSN sites is presented in Fig. 3-5b. There were either no amines present or they were present in concentrations below our detection limits in the ambient particles collected on the front edge of the plume intrusions. When the maximum PM$_{2.5}$ mass loading of the plume reached the sampling site at $t = 0$, we saw an absolute maxima in total amine concentration as well as a relative maxima in the particulate amine-to-ammonium molar ratio (Fig. 3-5b). The particulate amine concentrations and the amine-to-ammonium ratio then tapered off as the plume diluted and passed through the site. The measured amine-to-ammonium ratio in these samples is consistent with previously
reported literature values (Ge et al., 2011). The measured amine species and quantities, as in the aged plume, could be indicative of the BB source fuel, fire type, or amine levels in air masses intercepted that were subsequently incorporated by partitioning and reacting into the condensed phase. Since the smoke plumes were less than a day old and the plume did not travel over the open ocean, it is less likely that offshore marine amine emissions interacted with the plume. However, the BKP and NVSN sampling sites are positioned in a coastal urban center and anthropogenic amine emissions from industry or animal husbandry operations nearby, as well as coastal amine emissions, may still have been incorporated into the plume before it was sampled.

3.5 Conclusions

We developed an ion chromatographic method that can separate and quantify the nine most abundant atmospheric alkylamines and two alkyl diamines from common inorganic atmospheric cations. Ion chromatography methods reported in the literature cannot fully resolve alkylamine peaks, nor separate interferences from K\(^+\), Mg\(^{2+}\) and Ca\(^{2+}\). In this work, we report the ability to overcome these prevalent issues for atmospheric sampling with a rapidity that can also be applied to near real-time analyses of aqueous atmospheric extracts by IC. Additionally, the method is able to separate and quantify three sets of structural isomers, a limitation for direct particle and gas sampling mass spectrometry instrumentation in quantifying atmospheric alkylamines. The method detection limits are comparable to other published IC methods in the literature, but the described method is not as sensitive as instrumentation used in conjunction with derivatization methods coupled with GC-MS or LC-MS, which can suffer from sample processing losses.
The IC method is robust. Two sets of BB particle samples collected at two different locations in Canada were injected onto the IC column and the method detected and quantified amines with the presence of a complex matrix where inorganic analytes, such as $K^+$, reached ratios of 1000:1 relative to the alkylamines. A standard addition demonstrated that the BB matrix does not have any influence on the ability of the IC method to quantify these analytes. This is a major improvement over all prior reports of the application of IC to the detection of amines in aqueous extracts of atmospheric particulate matter. Our results suggest that increasing focus on speciation and quantitation of various alkylamines from direct BB emissions and their propensity to undergo reactive uptake with BB particles is needed to constrain global budgets of atmospheric sources and fate of alkylamines.

Overall, the developed IC method shows promise for i) adoption into standard analysis of water soluble atmospheric extracts; ii) incorporation into online instrumentation already using ion chromatography for near real-time analysis of water-soluble atmospheric samples; and iii) interfacing with high-resolution mass spectrometry for even higher analytical sensitivity, particularly where supporting measurements for ppqv levels of amines may be stimulating new particle formation in the atmosphere.
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Chapter 4. Conclusions
4.1 Summary and General Findings

The development of analytical methods for quantifying reduced and oxidized atmospheric nitrogen species within remote regions is essential to understanding the role of increased anthropogenic atmospheric nitrogen emissions into the atmosphere. In this thesis, analytical methods have been developed for quantifying trace quantities of gaseous nitric acid and alkyl amines. HNO$_3$(g) has been shown to be the dominant source of new nitrogen to rural and remote environments (Flechard et al., 2011; Zhang et al., 2009), and therefore is an important input to N cycles within these regions. Alkylamines on the other hand, may represent a source of organic nitrogen entering and/or cycling in remote ecosystems, but more importantly influence Earth’s climate at ultra-trace atmospheric concentrations through particle formation (Qiu and Zhang, 2013). The developed methods for measuring these species have been demonstrated to be sensitive and robust when applied to remote atmospheric environments. Further, the data collected using these methods was shown to be reliable through the implementation of multiple quality assurance and quality control procedures, comparison to other related field measurements, and comparison to atmospheric chemical transport model estimates. The development of these analytical techniques now allows for the accurate quantitation of HNO$_3$(g) and NR$_3$(g) in all ecosystems, no matter how remote. Ideally these techniques will be used to fully characterize these two species in the atmosphere and provide a better global understanding of their roles and impact on the nitrogen cycle in more remote ecosystems.
4.2 Summary of the Passive Sampling of HNO$_3$(g) Across the NL-BELT

The developed analytical method for measuring HNO$_3$(g) was comprised of a passive sampling technique employing custom-built physisorption-based samplers coupled with an ion chromatography separation technique. The design and implementation of HNO$_3$(g) passive samplers employing nylon membrane filters has been carried out previously (Bytnerowicz et al., 2001; Bytnerowicz et al., 2005), but the effectiveness of the passive samplers in remote ecosystems had yet to be demonstrated. In this work we have shown that the custom-built HNO$_3$(g) samplers were able to quantify HNO$_3$(g) mixing ratios ranging from 4 – 200 pptv across the Newfoundland and Labrador - Boreal Ecosystem Latitudinal Transect. Further, through the use of a pre-concentration step during IC analysis, the method detection limit approached 2 pptv for a monthly sampling period.

The measured HNO$_3$(g) mixing ratios across the NL-BELT during the summers of 2015 and 2016 showed a seasonal trend, with higher HNO$_3$(g) quantities observed in May, June, and July. However, no latitudinal trends were observed. An air mass back trajectory analysis showed that HNO$_3$(g) formation across the NL-BELT had some correlation to the short-range transport of precursor NO$_x$ emissions from the eastern side of Newfoundland, where a majority of the province’s population resides. However, by using an atmospheric chemistry steady-state approximation coupled with supporting NL-BELT measurements, it was determined that local biogenic and anthropogenic production of NO$_x$ dominated overall HNO$_3$(g) formation at the NL-BELT sites. The down welling of PANs from the upper troposphere in the springtime likely attributed to HNO$_3$(g) formation in the months of May and June at the sites as well.
4.3 Summary of the IC Method for Quantifying Atmospheric Alkylamines

The developed analytical method for quantifying atmospheric alkyl amines consisted of an ion chromatography method capable of separating 11 abundant atmospheric alkyl amines from 5 common cation interferences. The developed IC method is capable of separating MMAH\(^+\), DMAH\(^+\), TMAH\(^+\), MEAH\(^+\), DEAH\(^+\), TEAH\(^+\), MPAH\(^+\), iMPAH\(^+\), MBAH\(^+\), DABH\(^+\), DAPH\(^+\), Na\(^+\), K\(^+\), NH\(_4^+\), Ca\(^{2+}\), and Mg\(^{2+}\) with a peak-to-peak resolution greater than one for all cation analytes. Not only does the IC method overcome previous issues with co-eluting peaks (Chang et al., 2003; Dawson et al., 2014; Erupe et al., 2010; Huang et al., 2014; Li et al., 2009; Murphy et al., 2007; VandenBoer et al., 2012), but it is also able to separate and quantify three sets of amine structural isomers, which is not possible by direct MS analysis. The method is able to achieve ppqv mixing ratio detection limits when coupled to an active air scrubber technique operating at a low flow rate for an hour or less depending on the alkylamine sampled.

The IC method was applied to two sets of biomass-burning samples to test the robustness of the method in the presence of a complex organic and cation matrix. The use of a pre-concentration column eliminated all neutral and anionic species, and the method was able to detect and quantify alkylamines in the presence of inorganic cations that reached molar ratios of 1000:1 relative to the alkylamines. A standard addition was performed on the biomass-burning matrix, which further confirmed that the quantitation of alkylamines in the sample was unaffected by high concentrations of Na\(^+\), NH\(_4^+\) and K\(^+\) in the sample. In the aged BB analyzed sample, the di-substituted alkylamines were detected in molar quantities greater than ammonium. These alkylamines may have been
initially present in the plume as BB degradation products or preferentially partitioned into the plume as the plume transported over agricultural and marine regions, known alkylamine sources, as it traveled from Quebec to Newfoundland. Further, monoisopropylamine was detected in the fresh BB sample, and has not previously been reported in BB emission inventories. These findings suggest that the reactive uptake of BB plumes as well as the speciation of direct BB emissions, with respect to alkylamines, needs future focus and characterization. Further, monitoring alkylamine emissions along with other N$_r$ species may become increasingly important as the frequency of wildfires continue to increase each year across Canada (e.g. Vancouver Sun, 2017).
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Appendix A: Supporting Information for Chapter 2

```plaintext
#pragma rtGlobals=3 // Use modern global access method and strict wave access.

function assign_sector(latitude_points, longitude_points, site_coordinates)
    wave latitude_points, longitude_points, site_coordinates

    make/N=5/D sector_points
    variable i=0

    for(i=0;i<(numpnts(latitude_points));i+=1)
        if(latitude_points[i] > site_coordinates[0] && longitude_points[i] > site_coordinates[1])
            sector_points[0]= sector_points[0]+1
        elseif(latitude_points[i] > site_coordinates[0] && longitude_points[i] < site_coordinates[1])
            sector_points[1]= sector_points[1]+1
        elseif(latitude_points[i] < site_coordinates[0] && longitude_points[i] > site_coordinates[1])
        elseif(latitude_points[i] < site_coordinates[0] && longitude_points[i] < site_coordinates[1])
        endif
    endfor

    AppendToTable sector_points
end
```

Figure A-1. Procedure developed for geographical sector assignment of air mass back trajectory endpoints for use with Igor Pro. Trajectory endpoints are assigned to one of four quadrants (NE, NW, SW, SE) surrounding the coordinates centered on the desired NL-BELT field site. Any trajectory endpoints directly on top of the field site were not counted in the analysis. The procedure takes in 3 waves (columns) named latitude_points, longitude_points, and site_coordinates and creates the wave sector_points. The wave latitude_points contains all the latitude coordinates of the air mass trajectory endpoints for a given sampling period, while longitude_points contains all of the matching longitude coordinates. The wave site_coordinates contains the latitude and longitude points in that order within the wave for the field site of interest (i.e. GC, HR, SR or ER). The procedure then takes each longitude and latitude trajectory endpoint and decides whether it is greater than or less than the corresponding site coordinate. It outputs the final result in the wave sector_points, which is a counting-based wave that contains the following rows: northwest points, northeast points, southwest points, southeast points, and total points. The procedure adds a value of one to the quadrant in which the trajectory endpoint lies and then adds a value of one to the total points. The probability density for air transit duration in each sector is calculated later by dividing the quadrant points by the total points counted.
Figure A-2. Ion chromatograph of separations achieved between the inorganic anions (red line: fluoride, nitrite, chloride, nitrate, bromide, sulfate, and phosphate) and organic anions (black line: succinate, formate, acetate, lactate, propionate, and butyrate) running the gradient program described in Sect 2.3.4.2. Ions are listed in order of appearance from left to right. The two system peaks present in the chromatogram where both traces overlap result from carbonate and bicarbonate present in the ultrapure water eluent source.

Figure A-3. Overlaid chromatograms of a nylon filter sample extract, a nylon filter field blank extract, and a 1 mM KOH reagent blank collected from GC in November 2015.
Table A-1. Geographical grid sector assignment of air-mass source regions for each month of the study period across all four study sites.

<table>
<thead>
<tr>
<th></th>
<th>Grand Codroy</th>
<th>Humber River</th>
<th>Salmon River</th>
<th>Eagle River</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NE</td>
<td>NW</td>
<td>SW</td>
<td>SE</td>
</tr>
<tr>
<td>Oct 2016</td>
<td>16%</td>
<td>62%</td>
<td>18%</td>
<td>4%</td>
</tr>
<tr>
<td>Sept 2016</td>
<td>15%</td>
<td>53%</td>
<td>26%</td>
<td>6%</td>
</tr>
<tr>
<td>Aug 2016</td>
<td>17%</td>
<td>37%</td>
<td>30%</td>
<td>16%</td>
</tr>
<tr>
<td>July 2016</td>
<td>24%</td>
<td>27%</td>
<td>33%</td>
<td>16%</td>
</tr>
<tr>
<td>June 2016</td>
<td>30%</td>
<td>27%</td>
<td>24%</td>
<td>18%</td>
</tr>
<tr>
<td>Nov 2015</td>
<td>26%</td>
<td>58%</td>
<td>9%</td>
<td>7%</td>
</tr>
<tr>
<td>Oct 2015</td>
<td>10%</td>
<td>59%</td>
<td>23%</td>
<td>8%</td>
</tr>
<tr>
<td>Sept 2015</td>
<td>15%</td>
<td>54%</td>
<td>25%</td>
<td>6%</td>
</tr>
</tbody>
</table>
Appendix B: Supporting Information for Chapter 3

Figure B-1. Chromeleon method data file for final gradient method at 55 °C.
Figure B-2. Sample chromatograms of a calibration blank and a size-resolved BB MOUDI foil substrate field blank. The peaks labelled above are as follows: Na\(^+\) (1), K\(^+\) (2), System peak (3), and Ca\(^{2+}\) (4).
Figure B-3. (a) Resolution of the six inorganic cation peak pairs using isocratic eluent methods at a flow rate of 0.75 ml min\(^{-1}\). (b) Resolution of the six inorganic cation peak pairs using isocratic eluent methods at a flow rate of 1.25 ml min\(^{-1}\). The resolution axis is split to indicate eluent concentrations where dramatic increases in separation occurred.
Figure B-4. (a) Resolution of the six alkyl amine cation peak pairs using isocratic eluent methods at a flow rate of 0.75 ml min$^{-1}$. (b) Resolution of the six alkyl amine cation peak pairs using isocratic eluent methods at a flow rate of 1.25 ml min$^{-1}$. 
Figure B-5. Calculated Van Deemter plots for the isocratic elutions of (a) MMAH$^+$ and (b) TEAH$^+$ at various MSA eluent concentrations and flow rates.

Figure B-6. A chromatogram from an extracted PM$_{2.5}$ sample collected during a biomass-burning event in British Columbia at the Burnaby Kensington Park site.
### Table B-1. Comparison of methyl and ethylamine external and standard addition calibration slopes and retention times (t_r).

<table>
<thead>
<tr>
<th>Analyte</th>
<th>External (µS*min mol⁻¹)</th>
<th>Standard addition (µS*min mol⁻¹)</th>
<th>Difference</th>
<th>External t_r range (mins)</th>
<th>Standard Addition t_r range (mins)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMAH⁺</td>
<td>0.41E08</td>
<td>0.42E08</td>
<td>2</td>
<td>9.0 – 9.4</td>
<td>9.3 – 9.6</td>
</tr>
<tr>
<td>DMAH⁺</td>
<td>0.98E08</td>
<td>1.01E08</td>
<td>3</td>
<td>10.4 – 10.8</td>
<td>10.6 – 11.0</td>
</tr>
<tr>
<td>TMAH⁺</td>
<td>0.13E08</td>
<td>0.13E08</td>
<td>0</td>
<td>13.2 – 13.5</td>
<td>13.4 – 13.8</td>
</tr>
<tr>
<td>MEAH⁺</td>
<td>0.47E08</td>
<td>0.51E08</td>
<td>8</td>
<td>10.1 – 10.5</td>
<td>10.3 – 10.8</td>
</tr>
<tr>
<td>DEAH⁺</td>
<td>1.06E08</td>
<td>1.08E08</td>
<td>2</td>
<td>13.9 – 14.2</td>
<td>14.1 – 14.5</td>
</tr>
<tr>
<td>TEAH⁺</td>
<td>0.57E08</td>
<td>0.57E08</td>
<td>0</td>
<td>23.6 – 24.0</td>
<td>23.9 – 24.2</td>
</tr>
</tbody>
</table>

### Table B-2. Analytical performance of other IC methods used for the determination of atmospheric methyl and ethylamines.

<table>
<thead>
<tr>
<th>Analyte</th>
<th>Detection method</th>
<th>Pre-conc</th>
<th>Column</th>
<th>LOD (pg)</th>
<th>Precision (%)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>MMAH⁺</td>
<td>CD</td>
<td>Yes</td>
<td>CS10</td>
<td>31</td>
<td>2 – 2.7</td>
<td>Chang et al., 2003</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>CS12A</td>
<td>18</td>
<td>4.5</td>
<td>VandenBoer et al., 2012</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>No</td>
<td>CS14</td>
<td>2500</td>
<td>3.8</td>
<td>Verriele et al., 2012</td>
</tr>
<tr>
<td></td>
<td>MS</td>
<td>No</td>
<td>CS14</td>
<td>500</td>
<td>5.8</td>
<td>Verriele et al., 2012</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>CS17</td>
<td>540</td>
<td>4.8</td>
<td>Verriele et al., 2012</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>CS19</td>
<td>30 – 650</td>
<td>5</td>
<td>Verriele et al., 2012</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>No</td>
<td>Metrosep C2</td>
<td>2100</td>
<td>12.2</td>
<td>This work</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>Metrosep C4</td>
<td>160</td>
<td>7.3</td>
<td>Erupe et al., 2010</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>No</td>
<td>Metrosep C4</td>
<td>21500</td>
<td>0.4</td>
<td>Huang et al., 2014</td>
</tr>
<tr>
<td>DMAH⁺</td>
<td>CD</td>
<td>Yes</td>
<td>CS10</td>
<td>40</td>
<td>2 – 2.7</td>
<td>Chang et al., 2003</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>CS12A</td>
<td>25</td>
<td>1</td>
<td>VandenBoer et al., 2012</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>No</td>
<td>CS14</td>
<td>4000</td>
<td>10.5</td>
<td>Verriele et al., 2012</td>
</tr>
<tr>
<td></td>
<td>MS</td>
<td>No</td>
<td>CS14</td>
<td>870</td>
<td>11.4</td>
<td>Verriele et al., 2012</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>CS17</td>
<td>150</td>
<td>14</td>
<td>Verriele et al., 2012</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>No</td>
<td>CS17</td>
<td>1500</td>
<td>1.2</td>
<td>Verriele et al., 2012</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>CS19</td>
<td>40 – 650</td>
<td>5</td>
<td>Verriele et al., 2012</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>No</td>
<td>Metrosep C2</td>
<td>23000</td>
<td>1.4</td>
<td>Li et al., 2009</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>Metrosep C4</td>
<td>3800</td>
<td>15.7</td>
<td>This work</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>No</td>
<td>Metrosep C4</td>
<td>320</td>
<td>1.1</td>
<td>Erupe et al., 2010</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th></th>
<th>CD</th>
<th>Yes</th>
<th>CS10</th>
<th>26</th>
<th>2 – 2.7</th>
<th>Chang et al., 2003</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>CS12A</td>
<td>220</td>
<td>1</td>
<td>VandenBoer et al., 2012</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>No</td>
<td>CS14</td>
<td>2500</td>
<td>N/A</td>
<td>Verriele et al., 2012</td>
</tr>
<tr>
<td></td>
<td>MS</td>
<td>No</td>
<td>CS14</td>
<td>500</td>
<td>12.2</td>
<td>Verriele et al., 2012</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>CS17</td>
<td>1580</td>
<td>3.3</td>
<td>Verriele et al., 2012</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>No</td>
<td>CS17</td>
<td>2000</td>
<td>3.5</td>
<td>VandenBoer et al., 2012</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>CS19</td>
<td>300</td>
<td>16</td>
<td>2012</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>No</td>
<td>Metrosep</td>
<td>1200</td>
<td>1.1</td>
<td>Li et al., 2009</td>
</tr>
<tr>
<td></td>
<td>CD</td>
<td>No</td>
<td>Metrosep C2</td>
<td>38000</td>
<td>6.1</td>
<td>This work</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Metrosep C4</td>
<td>970</td>
<td></td>
<td>Erupe et al., 2010</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Dawson et al., 2014</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MEAH†</td>
<td>CD</td>
<td>Yes</td>
<td>CS10</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>CS12A</td>
<td>33</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CD</td>
<td>No</td>
<td>CS14</td>
<td>1000</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MS</td>
<td>No</td>
<td>CS14</td>
<td>500</td>
<td>7.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>CS17</td>
<td>790</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>CS19</td>
<td>200</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>Metrosep C4</td>
<td>700</td>
<td>4.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DEAH†</td>
<td>CD</td>
<td>Yes</td>
<td>CS12A</td>
<td>195</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CD</td>
<td>No</td>
<td>CS14</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>MS</td>
<td>No</td>
<td>CS14</td>
<td>35</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>CS17</td>
<td>1140</td>
<td>3.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>CS19</td>
<td>100</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>Metrosep C4</td>
<td>800</td>
<td>4.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>TEAH†</td>
<td>CD</td>
<td>Yes</td>
<td>CS12A</td>
<td>32000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>CS17</td>
<td>1870</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>CS19</td>
<td>500</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CD</td>
<td>Yes</td>
<td>Metrosep C4</td>
<td>1400</td>
<td>5.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table B-3. Mass loadings of amines and ammonium in size-resolved particle samples from an aged biomass burning plume sampled in St. John’s, Newfoundland on July 6, 2013.

<table>
<thead>
<tr>
<th>D₀ (µm)</th>
<th>Mass loading (ng m⁻³)</th>
<th>NH₄⁺</th>
<th>MMA</th>
<th>DMA</th>
<th>TMA</th>
<th>MEA</th>
<th>DEA</th>
<th>TEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 - 18</td>
<td>BDL</td>
<td>2.0</td>
<td>0.2</td>
<td>BDL</td>
<td>BDL</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>5.6 - 10</td>
<td>BDL</td>
<td>0.7</td>
<td>0.3</td>
<td>2</td>
<td>2</td>
<td>2.2</td>
<td>0.9</td>
<td>2</td>
</tr>
<tr>
<td>3.2 - 5.6</td>
<td>BDL</td>
<td>0.11</td>
<td>0.03</td>
<td>0.4</td>
<td>0.1</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
</tr>
<tr>
<td>1.8 - 3.2</td>
<td>BDL</td>
<td>0.10</td>
<td>0.03</td>
<td>0.25</td>
<td>0.09</td>
<td>2</td>
<td>1</td>
<td>1.4</td>
</tr>
<tr>
<td>1 - 1.8</td>
<td>BDL</td>
<td>2.9</td>
<td>0.8</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>27</td>
</tr>
<tr>
<td>0.56 - 1</td>
<td>719 ± 7</td>
<td>1.4</td>
<td>0.4</td>
<td>190</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>0.4</td>
</tr>
<tr>
<td>0.32 - 0.56</td>
<td>443 ± 4</td>
<td>11</td>
<td>3</td>
<td>208</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>0.2</td>
</tr>
<tr>
<td>0.18 - 0.32</td>
<td>236 ± 2</td>
<td>6</td>
<td>2</td>
<td>80</td>
<td>2</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
</tr>
<tr>
<td>0.10 - 0.18</td>
<td>30 ± 50</td>
<td>0.4</td>
<td>0.1</td>
<td>30</td>
<td>10</td>
<td>BDL</td>
<td>0.6</td>
<td>0.2</td>
</tr>
<tr>
<td>0.056 - 0.10</td>
<td>20 ± 1</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>BDL</td>
</tr>
<tr>
<td>0.032 - 0.056</td>
<td>40 ± 7</td>
<td>0.11</td>
<td>0.03</td>
<td>7</td>
<td>3</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
</tr>
<tr>
<td>0.018 - 0.032</td>
<td>BDL</td>
<td>0.10</td>
<td>0.03</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>0.010 - 0.018</td>
<td>BDL</td>
<td>0.30</td>
<td>0.08</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
</tr>
</tbody>
</table>

BDL = below detection limits

Table B-4. Mass loadings of amines and ammonium in a fresh biomass burning plume at Burnaby Kensington Park and North Vancouver/Second Narrows sites in British Columbia in July 2015.

<table>
<thead>
<tr>
<th>Sampling site</th>
<th>Relative time</th>
<th>Mass loading (ng m⁻³)</th>
<th>NH₄⁺</th>
<th>iMPA</th>
<th>TMA</th>
<th>DEA</th>
<th>TEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>BKP</td>
<td>- 24</td>
<td>70 ± 20</td>
<td>1.4</td>
<td>0.9</td>
<td>0.6</td>
<td>0.5</td>
<td>0.9</td>
</tr>
<tr>
<td>BKP</td>
<td>- 16</td>
<td>90 ± 30</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1.6</td>
</tr>
<tr>
<td>BKP</td>
<td>- 8</td>
<td>130 ± 40</td>
<td>BDL</td>
<td>5</td>
<td>4</td>
<td>BDL</td>
<td>BDL</td>
</tr>
<tr>
<td>BKP</td>
<td>0</td>
<td>90 ± 30</td>
<td>20 ± 10</td>
<td>9 ± 7</td>
<td>8</td>
<td>4</td>
<td>BDL</td>
</tr>
<tr>
<td>BKP</td>
<td>8</td>
<td>90 ± 30</td>
<td>2 ± 1</td>
<td>2 ± 1</td>
<td>1.2</td>
<td>0.7</td>
<td>BDL</td>
</tr>
<tr>
<td>BKP</td>
<td>16</td>
<td>80 ± 20</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
</tr>
<tr>
<td>BKP</td>
<td>24</td>
<td>31 ± 9</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
</tr>
<tr>
<td>NVSN</td>
<td>- 24</td>
<td>130 ± 40</td>
<td>5 ± 3</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
<td></td>
</tr>
<tr>
<td>NVSN</td>
<td>- 16</td>
<td>400 ± 100</td>
<td>14 ± 9</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
<td></td>
</tr>
<tr>
<td>NVSN</td>
<td>0</td>
<td>300 ± 100</td>
<td>40 ± 30</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
<td></td>
</tr>
<tr>
<td>NVSN</td>
<td>8</td>
<td>300 ± 100</td>
<td>60 ± 40</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
<td></td>
</tr>
<tr>
<td>NVSN</td>
<td>16</td>
<td>70 ± 20</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
</tr>
<tr>
<td>NVSN</td>
<td>24</td>
<td>100 ± 30</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
<td>BDL</td>
</tr>
</tbody>
</table>

BDL = below detection limits