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Abstract

This thesis presents minimal quantum mechanical models for the interaction between electronic excitations in a chromophore with its surrounding environment, including protein, bound water and bulk solvent. The interaction of the chromophore’s electric dipole moment with the fluctuating electric dipole moments of the solvent and protein molecules is shown to be described by an independent boson model. An explicit microscopic derivation is given for the spectral density through a fluctuation-dissipation relationship. Continuum dielectric models are used to describe the protein and solvent. Several models are proposed for the structure of the protein and bound water around the chromophore, and spectral densities are obtained analytically for each case. These spectral densities depend only on measurable quantities, in particular the relaxation times of the environment, which are generally obtainable from experiment or simulation.

In most cases, the relaxation times of the solvent, bound water and protein are widely separated and it is shown that individual contributions to the total spectral density can then be identified for each of these features. Current methods for obtaining the spectral density from molecular dynamics simulations and experiments such as the dynamic Stokes shift and three pulse photon echo spectroscopy are examined, and a survey of recent results is undertaken. Minimal models are used to provide a natural explanation and model for the different time scales observed in the extracted spectral densities, and suggest physical processes corresponding to experimental peaks.

In many situations, it is found that only one aspect of the environment is important for the quantum dynamics. The relative contribution of each component is determined by the
time scale on which one is considering the quantum dynamics of the chromophore. Results are then compared to those obtained for specific chromophores in specific proteins. The effect of the protein on ultrafast solvation is also considered.

The models are then extended to two optically active molecules coupled by resonance energy transfer. When only a single excitation is present, the transfer dynamics of the excitation is shown to be described by the spin-boson model, with a spectral density given by the sum of the spectral densities of the individual chromophores. The dynamics of such systems are investigated and quantitative criteria are given for the presence of quantum coherent oscillations of excitations between the chromophores. Experimental tests to confirm these results, and to investigate the quantum-classical crossover between coherent and incoherent transfer, are proposed through the use of Fluorescent Resonant Energy Transfer (FRET) spectroscopy. The results are then applied to systems of coupled chlorophyll molecules in the photosynthetic reaction centre.

Finally, spin-boson models suitable for describing the conical intersections associated with conformational change of a chromophore are proposed, and possible applications to modelling the transfer of vibrational energy within proteins and predicting spectra circular dichroism spectra for proteins are discussed.
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5.3 Schematic representation of the dependence of FRET transfer efficiency on the overlap integral between the absorption and emission profiles of the acceptor and donor molecules respectively. Reproduced from Fig. 1 of ref. [54].

5.4 Model for resonance energy transfer (RET) between two chromophores. The chromophores are treated as point dipoles with two energy levels, and sit inside their respective protein environments (and bound water, if applicable), surrounded by the bulk solvent. $\Delta$ is the RET coupling between the two chromophores.
5.5 Two two level molecules coupled by resonance energy transfer forming a new four level system. The new ground state and highest excited state corresponds to neither or both original systems excited, while the intermediate energy levels describe a single excitation shared between both subsystems. Extracted from fig. 3 of ref. [187].

5.6 Mapping of two coupled chromophores to a two level system in the single excitation subspace. \( \sigma_z = +1 \) now refers to the first molecule in its excited state, and the second in its ground state, and \( \sigma_z = -1 \) to the first molecule in its ground state and the second molecule excited. \( \epsilon \) is the difference in energies between the two excited states.

5.7 Experimental setup for the observation of coherent transfer of excitations between chromophores. The donor (\( \mu_D \)) and acceptor (\( \mu_A \)) transition dipole moments are aligned at 45 degrees and perpendicular respectively to an incident light beam with polarisation vector \( \hat{e} \). Thus, the acceptor chromophore will not be excited by the beam, but transfer will still take place with an efficiency governed mainly by their separation \( \vec{R} \).

5.8 Fluorescent anisotropy decay of molecule DTA in tetrahydrofuran solvent at room temperature, as observed by Yamazaki et al. [193], in the femtosecond regime. They extract an oscillation period of approximately 1 ps, and a damping time of approximately 1 ps. Extracted from Fig. 5 of ref. [193].

6.1 Conical intersection between two energy surfaces. The vertical axis is energy, and the horizontal axes are \( q_1 \) and \( q_2 \) representing the position co-ordinates of two classical harmonic oscillators. Scales are in arbitrary units.

A.1 Shift in absorption and emission due to interaction with a harmonic oscillator. The energy surfaces corresponding to the ground and excited states of the TLS are shifted by the interaction so that the minima of the parabolas are no longer vertically aligned. The dominant (vertical) transition is therefore increased or reduced by the reorganisation energy, \( \lambda \).
A.2 Absorption and emission spectra for Coumarin 153 in ethanol, demonstrating
the Stokes shift due to solvent reorganisation. The reorganisation energy $\lambda$
can be estimated from half the separation of the peaks of the absorption and
emission spectra. Adapted from Fig. 2 of ref. [194].
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