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Abstract: Many researchers have been studying the feasibility of using Artificial Neural Networks (ANN) in structural health monitoring and damage detection. It has been proven by both numerical simulation and laboratory test data that ANN can give reliable prediction of structural conditions. The main drawback of using ANN in structural condition monitoring is the requirement of enormous computational effort. Consequently almost all the previous work described in the literature limited the structural members to a small number of large elements in the ANN model. This may result in the ANN model being insensitive to local damage, especially when this local damage is small. To overcome this problem, this study presents an approach to detect small structural damage by using ANN progressively. It uses the substructure technique together with a two-stage ANN to detect the location and extent of the damage. It starts by dividing the structure into a few substructures. The condition of each substructure is examined. Those substructures with condition change identified are further subdivided and their condition examined. By doing this progressively, the location and severity of low level structural damage can be detected. Modal parameters such as frequencies and mode shapes are used as the input to the ANN. To demonstrate the effectiveness of this approach, a two-span continuous concrete slab structure is used as an example. Different damage scenarios are introduced by reducing the local stiffness of the selected elements at different locations along the structure. The results show that this technique successfully detects simulated damage in the structure.

1 Introduction

Damage assessment using vibration based data has received great attention for the last three decades. Since the early work by Cawley and Adam [1], dynamic parameters such as natural frequencies and mode shapes have been widely used for damage detection. Various methods have been researched and developed to produce an effective and accurate system to locate damages and estimate the damage severities in structures using those parameters. The rapid development of computer technologies has further enhanced the research and application of these methods in damage detection. The Artificial Neural Network (ANN) method is one technique that has been intensively studied. The ability of ANN to approximate continuous functions and pattern classification provides an efficient mechanism to detect damage from modal parameters. The basic idea of ANN applications in damage detection is to build a model to provide a relationship between modal parameters and structural parameters through a training process. Once the relationship is established, the trained ANN model is then capable of detecting damage from modal data. The success of ANN applications in damage detection using vibration parameters in civil structure was initiated by Wu et. al.[2], and since then has drawn considerable attention. Many studies have reported the great potential of ANN for damage detection [3-7].

Many successful applications of ANN to damage detection in numerical and laboratory structure models have been reported. Most of them have been limited to example structures with small number of degrees of freedom, and the damage levels have been quite significant. For example Zhao et. al.[8] used ANN to identify damage of a nine meter beam with 18 elements. The damage was introduced as a stiffness reduction of 15% to 45% of the original stiffness value of each element. Chang et. al [5] employed ANN to detect damage in an eight-element RC beam. The damage considered was stiffness reduction of 10% to 25% of design stiffness values in each element. Pandey and Barai [9] applied ANN to detect damage in a 0.5 meter long 21-bar truss bridge model. The damage scenarios considered were formed by reducing the cross sectional area of one or a few truss members.
Examples of successful identification of local damage in structures by ANN are quite limited. This because detecting local damage in a structure may require a fine finite element mesh with large number of elements. In this situation, the use of a one-stage ANN model results in a high dimension network. The main drawback of such a one-stage ANN is the requirement of excessive computational time and computer memory to train the ANN model. The computational time and computer memory increase dramatically with the increasing number of structural degrees of freedom. Therefore, in most examples, rather large elements are used in structure model to reduce the degrees of freedom. Since a large element is insensitive to a small damage, severe damage scenarios are usually applied to demonstrate the ANN model. Several attempts have also been made to apply ANN to complex structures with high degrees of freedom. In those cases, the structures are divided to a small number of segments. Each segments consists of several elements and all the elements within the same segment are assumed to have the same material properties. This simplification reduces the number of variables and makes training ANN model efficient. However, it also makes the ANN model insensitive to small local damage, and therefore reduces its ability to provide reliable structure damage detection.

To overcome the difficulties discussed above, Yun and Bahng [13] developed a technique to identify damage in probable damage areas using a substructure technique. However, early and sometimes subjective judgement using conventional technique such as visual inspection is required to select the probable damage area. To improve this method Ko et. al. [14] has developed a three-stage identification technique. In their study, a novel technique utilizing auto associative neural network is used in the first stage to identify the existence of damage in the structure, followed by combination of modal curvature index and modal flexibility index to identify the damage area in the second stage. Once the probable damage area is identified an ANN model is used to determine the damage location and severity in the third stage. The disadvantages of this method are, i) the novel detection approach used in the first stage may not be sensitive enough to trigger the alarm for damage existence, as shown in two of the twelve cases analysed in the study; ii) modal curvature index and modal flexibility index are sometimes unable to provide accurate identification especially when damage is near the support area, as demonstrated in the study; iii) if the damage occurs in multiple areas, expensive computation is still required in the third stage to train ANN model as the number of areas that contain damage increases.

This study presents a new approach to detect local structural damage using Artificial Neural Networks (ANN). It uses the substructure technique together with a two-stage ANN model. It first divides a structure into a few substructures. The ANN model is trained using the vibration properties of the structure and those of the substructure. Any change in the properties of each substructure will be identified. Those substructures with changed properties will be further divided into smaller substructures and the ANN model trained again to identify the changes. This process can be repeated to further divide the substructure, until the damage location and severity is clearly identified. To demonstrate the efficiency and reliability of this proposed method, a two-span concrete slab with various numerically simulated damage scenarios is used as an example. The damage cases considered include single and multiple damage areas of various severities.

2 Methodology

2.1 Substructure method

Several studies are reported in employing the substructure technique for structural identification. Oreta et. al.[15] demonstrated the use of the substructure technique to identify the physical characteristics of a frame element with an extended Kalman filter. Koh et. al. [16] proposed a technique using a genetic algorithm together with substructure approach for structural identification. Recently, Yuen and Katafygiotis [17] presented a probabilistic substructure identification and health determination for linear systems.

In this study, the substructure technique is applied together with ANN to identify local damage. This is done by dividing the full structure to several substructures. By doing this, each
substructure can be represented by one ANN model, and thus the ANN models can be trained separately. This substantially reduces the number of unknowns in one ANN model.

In this study, the full structure and every substructure are individually analysed using finite element method. Every substructure is analysed by assuming clamped boundary condition at both the left and right ends. By using the ANN, the relationship between modal parameters of full structure and substructures can be obtained, and so the condition of substructures can be examined from frequencies and mode shapes of the full structure.

2.2 ANN model

A two-stage ANN system is proposed in this study. Figure 1 depicts the basic structure of the system.

The ANN model in the first stage is referred as the primary ANN and the second stage ANN is referred as the secondary ANN. The primary ANN is used to identify the substructures that have suffered damage, while the secondary ANN identify the damaged elements and estimate the damage severities. The primary ANN is trained to relate the frequencies and mode shapes of full structure and the frequencies of every substructure. Once the relationship is established, the ANN model can be used to estimate the frequencies of each substructure from modal parameters of the full structure. The substructures that suffer damage can be identified from its frequency change. In this study, the frequency change index (FCI) is defined as:

\[
FCI^i = 1 - \left( \frac{F_i'}{F_i} \right)^2
\]  

where \( F_i \) and \( F_i' \) are the frequency of interest and undamaged frequency of the \( i \)th substructure respectively, and \( j \) is the mode number.

In the secondary ANN model, each substructure with significant frequency change will be represented by an independent ANN model to predict the \( E \) values (Young’s modulus) of the elements in this substructure. The output of primary ANN model is used together with the mode shapes of the corresponding substructure as the input variables. The change of the stiffness parameter or the damage severity for each element is denoted by a Stiffness Reduction Ratio (SRF), defined as:

\[
SRF = 1 - \frac{E'}{E}
\]
where $E$ is the Young's modulus in the intact state and $E'$ is that of the damaged state.

### 2.2.1 Design of primary ANN

As mentioned above, the primary network is designed to predict the frequencies of every substructure from modal parameters of full structure. One ANN model is trained to relate the frequencies of the full structure to one modal frequency of all the substructures. The number of ANN models required depends on target number of modal substructure frequencies selected. The input variables are modal frequencies and mode shapes of the full structure. Outputs are modal frequencies of substructures. Figure 2 shows the structure of the primary ANN.

In the figure, $n$ ANN models (NN1,NN2,…NN $n$) are used to estimate $n$ modal frequencies of $j$ substructures ($\lambda_{j,i}'$) from the frequencies ($\lambda_{j,i}$) and mode shapes ($\phi_{j,i}$) of the full structure. Subscript $i$ refers to mode number and superscript $j$ the substructure number. To deal with dimensionality problem in ANN model, not all the mode shape points are used in the input. Only selected points are used to represent the full structure mode shapes.

Damage cases for training are generated based on Latin hypercube sampling [18]. The responses for the full structure and the substructures are computed using finite element analysis. The same material properties are applied for the full structure and the corresponding substructures, and hence any changes of condition in full structure will change the condition of the corresponding substructure.

A multilayer backpropagation neural network with one hidden layer is used to train the ANN in this stage. Sigmoid functions are employed as non-linear activation functions for all layers. The ANN models are trained using Levenberg Maquardt (trainlm) algorithm with early stopping method to reduce the possibility of overfitting. The performance of training is measured using mean square error (MSE).

$$MSE = \frac{1}{n} \sum_{j=1}^{n} (O_j - O_p)^2$$  \hspace{1cm} (1)$$

where $O_j$ and $O_p$ are the target and predicted outputs. $n$ is the number of data.
2.2.2 Design of secondary ANN

The secondary ANN is used to predict the location and the severity of damaged elements in the substructure that is identified by the primary ANN. The input variables are the frequencies and mode shapes of the identified substructure. The frequencies are received from the primary ANN and the mode shapes are measured at nodes in the corresponding substructure. To train the ANN model, a new set of damage cases are generated using Latin hypercube sampling involving only the identified substructure. The responses of those cases are calculated in terms of full structure modal parameters. The calculated modal parameters are then presented to primary ANN to produce the frequencies of the substructure. This reduces the influence of error propagation from the primary ANN.

The generated frequencies are then combined with the mode shapes to form a set of input variables for the secondary ANN. Figure 3 depicts the structure of the secondary ANN for substructure $j$. The input variables for ANN model ($NN_j$) in the figure are modal frequencies ($\lambda_1^j, \ldots, \lambda_n^j$) and mode shapes ($\phi_1^j, \ldots, \phi_n^j$) of substructure $j$, and the output variables are the $E$ values of $m$ elements in substructure $j$ ($E_1^j, \ldots, E_m^j$). If more than one substructure is involved, each of them is represented by a different ANN model. These ANN models can be designed independently.

The same training scheme as in the primary ANN applied to this stage. Once trained, the ANN model is able to estimate the severities of the damaged elements in the substructures.

3 Numerical example

A two-span concrete slab with dimensions of 6400mm x 800mm x 100mm (shown in Figure 4) is used as an example. The boundary condition is idealized as pin supports at the middle span and at 200mm from left and right end of the slab. The material properties are: $E = 3.2 \times 10^9$ N/mm$^2$, $\rho = 2.45 \times 10^3$ kg/m$^3$, $\nu = 0.2$. The finite element model of the slab consisted of 57 nodes and 32 shell elements. Figure 5(a)-(b) shows the slab mesh together with the assigned node numbers and element numbers.
The modal analysis is conducted using the finite element method. It is assumed that the mode shapes are measured at every node. The four damage scenarios listed in Table 1 are simulated to assess the ANN performance. The damage scenarios are imposed by reducing the $E$ values of the corresponding elements in the substructures by 5% to 15%. For scenarios 1, 2 and 3 the damage is applied to elements in substructure 2 with varying levels of severity, while for scenario 4 the damage is applied to substructures 2, 4 and 6. For comparison, damage identification is also performed using an ANN technique with a conventional approach. In this study, the term 'conventional approach' refers to the ANN technique where the structure is divided into several segments and every element within the same segment is assumed to have the same material properties. Table 2 lists the first three frequencies for these simulated damage scenarios.
Table 1: Damage scenarios

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Element number</th>
<th>E value</th>
<th>Substructure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7, 8</td>
<td>0.90×E, 0.90×E</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>7, 8</td>
<td>0.85×E, 0.85×E</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>5, 6, 7, 8, 9, 10</td>
<td>0.85×E</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>5, 6, 7, 8, 9, 10</td>
<td>0.90×E</td>
<td>2, 4, 6</td>
</tr>
</tbody>
</table>

Table 2: First three frequencies of the damage scenarios

<table>
<thead>
<tr>
<th>Mode</th>
<th>Undamaged</th>
<th>Scenario 1</th>
<th>Scenario 2</th>
<th>Scenario 3</th>
<th>Scenario 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mode 1</td>
<td>18.220</td>
<td>18.102</td>
<td>18.033</td>
<td>17.721</td>
<td>17.624</td>
</tr>
<tr>
<td>Mode 2</td>
<td>28.496</td>
<td>28.342</td>
<td>28.255</td>
<td>27.939</td>
<td>27.337</td>
</tr>
<tr>
<td>Mode 3</td>
<td>72.847</td>
<td>72.755</td>
<td>72.701</td>
<td>71.904</td>
<td>71.701</td>
</tr>
</tbody>
</table>

3.1 Conventional ANN Approach

The slab is divided into seven segments as shown in Figure 6, and all the elements within the same segment are assumed to have the same material properties. An ANN model is used directly to relate the modal parameters to $E$ values of each segment. For this case, the first three modal frequencies and mode shapes are used as the input variables and the $E$ values of each segment are the output variables.

To train the ANN model, 500 damage scenarios are created by applying damage to each segment based on the Latin hypercube sampling method [18] and responses for all these scenarios are computed using finite element analysis. To apply the early-stopping method,
450 damage cases are used for training and the rest are used for validation. ANN model with one hidden layer is used; the numbers of hidden nodes are obtained through a trial and error process. The model is trained using Levenberg Marquardt algorithm (trainlm), and the best ANN model obtained is with 19 hidden nodes. The training stopped at 42nd epoch and the final MSE obtained for training and validation are 0.00098 and 0.00105 respectively which indicate that the ANN is well trained. After that, the trained model is used to detect the simulated damage scenarios. Figure 7 shows the ANN prediction results.

The results show that all the segments that suffer damage are successfully identified. However, the actual damaged elements and the actual severities cannot be obtained. In fact, because this technique assumes all the elements in each segment have the same E value, it tends to average out the damage among all the elements. Therefore, it underestimates the damage as shown in Figure 7, and is insensitive to small damage levels.

3.2 Damage detection using substructure technique

To apply the proposed approach, the same segmentation as in Figure 6 is applied, and thus 7 substructures are used. In the primary stage, three models (NNM1, NNM2, NNM3) are used to predict the first three modal frequencies of the seven substructures. The input variables used for all the ANN models are frequencies and mode shape values of the first three modes of the full structure.

Again, 450 and 50 damage cases are used in training and validation respectively. The responses for all these cases are computed using finite element analysis by applying the same damage cases for full structure and substructures. All the ANN models are trained using Levenberg Marquardt algorithm (trainlm). Table 3 shows the ANN models, together with training and validation performance in terms of mean squared error (MSE). From the table, it is observed that the MSE values for training and validation is low for all ANN models, indicating that the relationships between modal parameters of full structure and frequencies of substructures are reliable. Once the ANN models are trained, the damage scenarios generated earlier are then presented. Figure 8 shows the results of the primary ANN.
The results show that the highest FCI values are obtained at substructure 2 for Scenario 1, 2 and 3. For Scenario 4, the highest FCI appeared at substructure 2, 4 and 6. These results show that the substructures that contain damages are correctly detected for all damage scenarios. It is also noticed the FCI values are almost the same when calculated using different modal frequencies for all damage scenarios.

In the secondary ANN, the identified substructure is further divided. Only the elements involved in the identified substructure need to be considered as possible damage components in this stage. For scenario 1, 2 and 3, only substructure 2 is involved, and the possible damaged elements are elements 5 to 10. Only one ANN model is used to determine the damage elements and severities (NNS2). For scenario 4, the damaged elements and severities are identified using 3 ANN models in this stage, where every damaged substructure is represented by an ANN model. The ANN models involved are NNS2, NNS4 and NNS6 for substructures 2, 4 and 6 respectively. The input variables used are the first three modal frequencies generated in the previous stage, supplemented by mode shapes at all of the nodes in corresponding substructure. For example, the frequencies used as the input variables for substructure 2 are generated by NNM1, NNM2, and NNM3 in the first stage and the mode shape values are obtained at points 10 to 21. The output variables of every ANN model at this stage are the $E$ values of each element in the corresponding substructure. All the ANN models involved are trained individually using 450 damage cases and validated using 50 cases. The predictions of the ANN models for the four damage scenarios considered in this study are shown in Figure 9(a)-(d).
These results show that for Scenarios 1 to 3, NNS2 correctly identified the damaged element and the damage severities in a single substructure. For Scenario 4, all the corresponding ANN models also correctly identified the multiple damage locations. In comparison with the conventional technique, this approach can provide more precise results in terms of damage location and severities. These results indicate that the proposed approach can be used to identify local damage in structure; moreover, this approach also can be used to predict the damage in multiple substructures.

The proposed method can also be used to identify damage in complex structures with large degrees of freedom. With increasing structural degrees of freedom, using the conventional ANN approach normally requires an ANN neural network of large dimension. For example, to identify damage in the example analysed in this study, 32 output nodes are involved in the output layer when using one-stage ANN model. Thus to develop a well trained ANN, a large number of nodes are required in the hidden.
layer. Increasing the nodes will exponentially increase the size of the weight in the interconnected nodes of the ANN model. As a result, it requires more computational time and computer memory. For a complex structure with a large number of degrees of freedom, the enormous computer requirement and computational cost are prohibitive. Using the proposed substructure method, the size of the ANN models in both stages can be kept small to reduce the needs of computational time and computer memory.

4 Conclusion

The study presented a new approach in applying ANN for damage identification. A substructure technique is employed together with a two-stage ANN to detect low level damage in the structure. A comparison with the conventional technique demonstrated the efficiency and reliability of the proposed approach. The results show that by dividing the full structure to substructures and analysing each substructure independently, local damage can be better identified. The proposed approach also can be used to solve the problem of multiple damage locations in multiple substructures. In term of computational needs, the proposed approach is effective in reducing the size of ANN model; as a result the computational effort can be reduced substantially.
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