High-precision diode-laser-based temperature measurement for air refractive index compensation
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We present a laser-based system to measure the refractive index of air over a long path length. In optical distance measurements, it is essential to know the refractive index of air with high accuracy. Commonly, the refractive index of air is calculated from the properties of the ambient air using either Ciddor or Edlen equations, where the dominant uncertainty component is in most cases the air temperature. The method developed in this work utilizes direct absorption spectroscopy of oxygen to measure the average temperature of air and of water vapor to measure relative humidity. The method allows measurement of temperature and humidity over the same beam path as in optical distance measurement, providing spatially well-matching data. Indoor and outdoor measurements demonstrate the effectiveness of the method. In particular, we demonstrate an effective compensation of the refractive index of air in an interferometric length measurement at a time-variant and spatially nonhomogeneous temperature over a long time period. Further, we were able to demonstrate 7 mK RMS noise over a 67 m path length using a 120 s sample time. To our knowledge, this is the best temperature precision reported for a spectroscopic temperature measurement. © 2011 Optical Society of America

OCIS codes: 120.0120, 140.0140, 120.6780, 120.3180, 140.2020.

1. Introduction

The refractive index of a medium, usually air, must be known accurately in optical length measurements, because the length scale is derived from the speed of light. The most accurate method for determination of the refractive index n is an optical refractometer. Optical refractometers determine n by measuring the wavelength difference in vacuum and in ambient air [1,2]. However, refractometers measure the refractive index over a short fixed beam path and usually require a laboratory environment. Thus, parameter-based Edlen and Ciddor equations are conventionally used and can reach an uncertainty in the 10−8 range [2–4]. Parameters affecting the refractive index of air include temperature, pressure, water vapor concentration, and CO2 concentration. Sensitivity of the refractive index of air at 633 nm under standard ambient conditions is given in Table 1 for these parameters. Ambient pressure is generally homogeneous even over a long path length, and it is not usually the most dominant source of uncertainty [5]. Standard uncertainty of the order of 5 Pa is readily achievable. Also CO2 concentration can be considered to be homogeneous and stable both in indoor and outdoor environments. Sensors capable of measuring the CO2 concentration in the parts per million...
(ppm) range are commercially available, and can be used when large variations are expected or high accuracy is needed. Water vapor concentration at standard conditions has a relatively small effect on the refractive index of air, but, for example, at 35°C, which is not uncommon outdoors or in an industrial environment, a measurement uncertainty of less than 5% is necessary to reach refractive index compensation below 10^{-7}.

In most cases, the uncertainty in the air temperature measurement dominates the combined uncertainty of refractive index determination. Under excellent laboratory conditions [6], air temperature can be measured to a high degree of accuracy using an ensemble of conventional temperature sensors. When performing optical distance measurements over tens of meters under industrial or outdoor conditions, air temperature measurement at a level required to reach, e.g., 10^{-7} uncertainty in distance is difficult or impossible, as the accuracy of temperature-sensor-based setups is deteriorated due to temporal and spatial air temperature variations. Thus, a method allowing fast measurement of air temperature over the path used in the optical distance measurement is desired. For a range of a few meters, an acoustic method based on the speed of sound measurement of an ultrasound burst signal can be used [7]. In this work, we have studied refractive index compensation using spectroscopy-based laser thermometry that allows temperature measurements over long path lengths.

Laser spectroscopy has been extensively used for noninvasive temperature sensing in gases [8–20]. Much of the research has been focused on combustion applications at elevated temperatures. Wavelength modulation absorption spectroscopy (WMAS) has recently received the most attention [10–15], but direct absorption spectroscopy measurements have also proven successful [16–19]. WMAS is generally preferred over direct absorption because only the peak values are required for thermometry.

We demonstrate that our system is capable of effectively compensating for the refractive index of air, even when temperature gradients are induced along the measurement path and conventional temperature sensors fail. The developed measurement system is capable of determining relative humidity and temperature over a long distance and along the interferometer beam path, resulting in an uncertainty smaller than 10^{-7} in the refractive index of air within a temperature range extending from 16°C to 25°C.

2. Experimental Setup

In a previous work [19] we presented a proof-of-principle on spectroscopic air temperature measurement with a RMS noise of 22 mK, which corresponds to an ~2 \cdot 10^{-8} RMS noise in the refractive index of air. Since then, the setup and data processing has been refined and an arrangement for relative humidity measurement was combined with our system for more complete refractive index of air compensation. The humidity measurement utilizes the same modulated and normalized absorption technique as the temperature measurement setup, but instead of measuring the ratio of two absorption peaks, only one water transition and baseline determination are required for determining the number density of water. A detailed description of the humidity measurement configuration and results is given in [21].

The combined measurement configuration is schematically shown in Fig. 1. Oxygen spectroscopy is done using two selected distributed feedback (DFB) lasers (Eagleyard EYP-DFB-0760) operating around 762 nm and having integrated temperature controls. Two selected DFB lasers (Sarnoff SAR-815-DFB) near 816 nm are used for water spectroscopy. Each laser has its own shutter and attenuator to optimize
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**Fig. 1.** Schematic temperature measurement setup using a 67 m path length. Two water spectroscopy lasers are not in use.
the dynamic range of detection. During measurements, the spectral purity of one of the lasers used for oxygen spectroscopy was degraded, although the performance remained within the manufacturer's specification. It is known that diode laser output characteristics change over time, which unfortunately had a significant impact on our system's performance, as broadband emission outside the main mode causes errors in signal normalization. The grating was included in the setup to suppress spurious emission with good results. At the very end of our measurement period, which lasted around six months, the spectral purity of the other oxygen laser also had to be improved using a grating.

A polarizing beam splitter is used to combine light from the lasers for oxygen and water spectroscopy. Beam shaping with a prism pair is used for the SAR-815-DFB lasers to achieve improved fiber coupling efficiency. Low-loss single-mode fiber is used between the fiber coupling lens and measurement head. A high-quality aspheric lens (Asphericon 50-100 LPX-U) collimates the beam coming out from the fiber end. To reach a low sensitivity to polarization rotation in the fiber, a metallic beam splitter nearly perpendicular to the beam is placed close to the collimation lens to sample part of the output beam to photodiode B (PD B), while the other part of the beam is used for spectroscopy and detected with photodiode A (PD A). The normalization scheme used in the setup effectively cancels small drifts in the laser output power, interferences caused by the optics before the measurement head, varying fiber coupling efficiency, and rotation in the light polarization. A double-pass scheme using a dielectric mirror is used for practical reasons. It enables the use of the same measurement head for both transmitting and receiving. The double-pass scheme also compensates reasonably well the effect of absorption-induced power loss that leads to a weighted average. In comparison, in a simple single-pass scheme, the signal intensity can be much higher in the transmitting end than in the receiving end, leading to a weighted average that erroneously gives higher weight closer to the transmitting end. A mechanical chopper and a lock-in amplifier (SR-830) are used for detection of signals A and B at 1.6 kHz. An active control of the beam direction, based on piezoelectric transducers and a position sensitive detector, which is not shown in Fig. 1, close to PD A centers the reflected beam to the detector lens. Active control was found to be important both in outdoor and indoor environments. It compensates the thermal lensing effects caused by nonhomogeneous temperature distributions that otherwise lead to a random clipping of the beam edges. The measurement head electronics were connected to the measurement computer using an Ethernet for improved flexibility.

3. Theory and Line Selection

The widely used HITRAN [22–25] database was used to obtain molecular parameters for calculations and to simulate the transmission spectrum of air. Therefore, notations adopted from HITRAN are used to describe the molecular transmission properties presented in this section. The Beer–Lambert law is the fundamental equation that relates the light intensity $I$ after a sample to the dimensionless optical thickness for a single transition $\tau_0$, according to

$$I = I_0 e^{-\tau_0},$$

(1)

where $I_0$ is the intensity before the sample. For a single transition at frequency $\nu_0$, between lower and upper states $\eta$ and $\eta'$, the optical thickness for a gas at pressure $p$, temperature $T$, and at frequency $\nu$, is calculated as

$$\tau_\nu(\nu, T, p) = u S_{\nu}(T)f(\nu, \nu_0, T, p) = u k_{\nu}(\nu, T, p),$$

(2)

where $S_{\nu}$ is the line intensity, $f$ is the normalized line shape function, and $u$ is the number density of absorbing molecules per unit path length. The monochromatic absorption coefficient $k_{\nu}$ is the product of a normalized line shape function and the line intensity. The line shape function, which is characterized by line half-width $\gamma$, is in general affected by both Doppler and pressure broadening. Doppler broadening is characterized by a Gaussian line profile and pressure broadening by a Lorentzian line profile. The actual line profile is obtained as a convolution of these two, which results into a Voigt line shape. In the lower atmosphere, the oxygen line shape function is dominated by the Lorentzian profile. We have used an approximate solution for the Voigt line shape [26] in the spectral simulations and a convoluted solution in all the calculations in this paper.

The temperature-dependent line intensity $S_{\nu}(T)$ can be calculated from the tabulated line intensity at reference temperature $T_{ref}$ of 296 K using

$$S_{\nu}(T) = S_{\nu}(T_{ref}) \frac{Q(T_{ref})}{Q(T)} \exp \left[ -\frac{\hbar E_{\nu}}{k T} \left( \frac{1}{T} - \frac{1}{T_{ref}} \right) \right] \times \left[ \frac{1 - \exp(-\hbar \nu_{\nu}/kT)}{1 - \exp(-\hbar \nu_{\nu}/kT_{ref})} \right],$$

(3)

where $Q(T)$ is the total internal partition sum, $E_{\nu}$ is the lower state energy, $\hbar$ is the Planck constant, $k$ is the Boltzmann constant (not to be confused with the monochromatic absorption coefficient $k_{\nu}$), and $c$ is the speed of light. The third term in Eq. (3) accounts for the ratio of Boltzmann populations between temperature $T$ and the reference temperature $T_{ref}$. The last term accounts for the effects of stimulated emission, which is negligible at the visible wavelength region.

The temperature of air can be spectroscopically determined from the ratio of two oxygen transitions that have different lower state energies [8]. The ratio of the line intensities of the two transitions is given by
\[ R = \frac{S_1(T)}{S_2(T)} = \frac{S_1(T_{\text{ref}})}{S_2(T_{\text{ref}})} \exp \left[ -\frac{hc\Delta E}{k} \left( \frac{1}{T} - \frac{1}{T_{\text{ref}}} \right) \right] = R_0 \exp \left[ -\frac{hc\Delta E}{k} \left( \frac{1}{T} - \frac{1}{T_{\text{ref}}} \right) \right], \]  

where \( \Delta E \) is the difference in their rotational energies and \( R_0 \) is the ratio of \( S_1/S_2 \) at reference temperature. The oxygen transitions at \( \lambda_1 = 761.715 \text{ nm} \) and \( \lambda_2 = 759.831 \text{ nm} \) were used in the measurements reported here and are marked with subindices 1 and 2, respectively. For absolute determination of the temperature, the line intensity ratio at the reference temperature must be known accurately. For example, a \( 10^{-3} \) error in the line intensity ratio will change the temperature by \( \sim 120 \text{ mK} \) when using transitions 1 and 2 at standard temperature and pressure. Based on Eq. (4), the rotational energy difference must be large in order to achieve high temperature sensitivity. Our approach is to use two weak transitions of the oxygen A-band R-branch near 762 nm for thermometry. The oxygen A-band \([27–29]\) has several weak transitions that are well separated and virtually interference free from other molecular transitions, making it well suited for thermometry over long path lengths. In addition, oxygen concentration can be assumed to be very stable over time both in indoor and outdoor environments compared to, for example, water, which is often used in laser thermometry. The relevant parameters obtained from the HITRAN database \([23–25]\) for the two chosen oxygen transitions are shown in Table 2. Hereafter, wavelength \( \lambda \) is used for describing the transition positions. The temperature measurement should be, in principle, independent of the path length according to Eq. (4). In practice, clipping of the beam edges due to poor alignment of the optical components or measuring over long distances will degrade the performance. In addition, the beam collimation is slightly dependent on the wavelength, thus making it impossible to collimate the two laser beams simultaneously over long distances. This will lead to a lead to independent clipping of the beams.

The simulated spectral transmission over a 67 m path length using the standard 20.95% oxygen concentration was calculated using the HITRAN database values and is given in Fig. 2. Figure 2 also shows the calculated relative change in the transmission for 1 K change in temperature. The center of the R-branch of the A-band transition becomes highly saturated at distances beyond tens of meters and, therefore, is not suitable for long-distance high-accuracy thermometry. The transitions used in this work are marked with dashed double arrows and the black dot marks the position of the baseline.

**Table 2.** Parameters for the Oxygen Transitions Used in This Work at Reference Pressure of 1 atm and Temperature of 296 K (\( n \) Denotes the Temperature Coefficient of the Temperature-Dependent Linewidth)

<table>
<thead>
<tr>
<th>( \nu_{\text{ref}} ) (cm(^{-1}))</th>
<th>( \lambda ) (nm)</th>
<th>( \rho_{\nu_0}^0(T_{\text{ref}}) ) (cm/molecule)</th>
<th>( E_\gamma ) (cm(^{-1}))</th>
<th>( \gamma_{\text{air}} ) (cm(^{-1}))</th>
<th>( n ) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>13128.27</td>
<td>761.715</td>
<td>3.583 \times 10^{-24}</td>
<td>2.1</td>
<td>0.0563</td>
<td>0.71</td>
</tr>
<tr>
<td>13160.82</td>
<td>759.831</td>
<td>2.246 \times 10^{-24}</td>
<td>544.5</td>
<td>0.0401</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Fig. 2. Oxygen A-band transmission spectrum for a 67 m path in ambient air and the relative change in transmission for the strongest transitions \([19]\). The transitions used in this work are marked with dashed double arrows and the black dot marks the position of the baseline.
Increased temperature will increase the Doppler half-width and decrease the observed line width depending on the temperature coefficient \( n \) of the transition according to the empiric equation 
\[
\gamma_{\text{air}}(T) = \gamma_{\text{air}}(T_0) \times (T_0/T)^n.
\]
This will result into a higher peak value of the absorption profile as the Gaussian line profile component becomes more dominant. Since the air broadened half-widths and the temperature coefficients are different for the two oxygen transitions, the temperature will have an effect on the line intensity ratio. For example, for a temperature change of \(-10\) K (296 K \(\rightarrow\) 286 K), the temperature determined from the ratio of the transmission minimums of transition 1 and transition 2 will be 76 mK higher if the temperature dependence of the line profile is taken into account, compared to the situation where this dependency is omitted. One should note that even small errors in, e.g., the temperature coefficient \( n \) can have a major impact on the final results. By using a temperature coefficient of 0.71 for both transitions, the same \(-10\) K temperature change would result in a 233 mK lower temperature. This correction is important especially when measuring very high temperature variations. It affects systems based on the WMAS technique as well.

Varying pressure affects the observed total line-width in a similar manner as the varying temperature. An increase in the pressure increases the width of the Lorentzian component and decreases the relative contribution of the Gaussian component. As an example, if the pressure is decreased by 1 kPa (101.3 kPa \(\rightarrow\) 100.3 kPa), a \(58\) mK correction term must be added to the temperature determined by Eq. (5). In this work, a pressure correction factor \( \alpha_{\text{press}} \), which is accurate for typical pressure variations in the ambient air, was used to correct the ratio \( R \) according to
\[
R\left(1+\alpha_{\text{press}}\frac{p-p_{\text{ref}}}{p_{\text{ref}}}\right) = R_0 \exp\left[-\frac{h c \Delta E}{k} \left(\frac{1}{T} - \frac{1}{T_{\text{ref}}}\right)\right],
\]
where \( p_{\text{ref}} \) is the reference pressure (101.3 kPa). The temperature of the air can be directly calculated according to
\[
T(R,p) = T_{\text{ref}} \left[1 - \frac{\Delta E}{h c} \ln\left(R_0 \left(1+\alpha_{\text{press}}\frac{p-p_{\text{ref}}}{p_{\text{ref}}}\right)\right)\right].
\]

### 4. Obtaining the Parameters of the Model

The parameters for the model presented by Eq. (6), which are given in Table 3, had to be obtained from experimental data mainly for two reasons. First, the values in the HITRAN database are not accurate enough for high-resolution thermometry. The database values for the uncertainty of the line intensity and linewidth are between 1% and 2% for transitions 1 and 2, while the uncertainty in the line intensity ratio should be of the order of \(10^{-4}\) in order to obtain the temperature with \(~12\) mK uncertainty. Second, the wavelength-dependent losses in any of the optical components after the power normalization affect the results. A known source of a systematic error is the wavelength-dependent reflectivity of the dielectric mirror (Thorlabs BB2-E03) that was used as the end mirror in the measurement path. Because the wavelength dependency of the system was not explicitly characterized, the obtained parameters given in Table 3 are valid only for the presented temperature measurement configuration.

The measurement procedure is similar to that in our previous work \[19\]. A typical measurement of oxygen transmission is shown in Fig. 3. It was done outdoors over a 130 m path. One-hundred data points were collected for both features. Transition 2 is left out of Fig. 3 for clarity. In the measurements performed in the laboratory environment, the final baseline value is simply the average of all the measurement points. In the measurements done outdoors, we removed all data points that were at least 3 times the standard deviation off the average. We subsequently obtained the baseline by calculating the average of the corrected data. The erroneous data points were not common, which led to the conclusion that they were most likely caused by falling leaves and flying insects that occasionally blocked the laser beam during the measurements, which were done in October. A second-order polynomial fit to the measured transmission data is shown in Fig. 3. It was used in the outdoor measurements.

#### Table 3. Parameters Required for the Presented Spectroscopic Two-Line Thermometry

<table>
<thead>
<tr>
<th>Data Source</th>
<th>( \Delta E ) (cm(^{-1}))</th>
<th>( R_0 ) (1)</th>
<th>( \alpha_{\text{press}} ) (1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Database(^a)</td>
<td>-542.4</td>
<td>1.1385</td>
<td>0.0500</td>
</tr>
<tr>
<td>Fit</td>
<td>-520.0</td>
<td>1.1571</td>
<td>0.0506</td>
</tr>
</tbody>
</table>

\(^a\)HITRAN values are from the 2008 database.
due to the random erroneous data points. A simple 15-point moving average was used in the indoor measurements, in which case it was found to be the best method to determine the minimum transmission. The laser frequencies were loosely stabilized to the absorption line centers using data of the previous measurement and a relatively wide sweep area had to be used to ensure that the transmission minimum would be always found.

The small absorbance due to the tails of the Voigt profile causes the transmission to drop by approximately 0.5% at the point of the baseline measurement shown in Fig. 3. The intensity of an individual line is then calculated using Eq. (1) from the corrected baseline value and from the value of the minimum transmission. The same baseline is used to calculate the line intensity of both transitions. The air temperature is calculated using Eq. (6), which takes into account the pressure correction term. The temperature correction term, which is not explicitly shown in Eq. (6), is added to the temperature given by Eq. (6) to obtain the final temperature value.

The standard deviations of the baseline and the transition 1 measurement shown in Fig. 3 were $1.83 \times 10^{-4}$ and $0.82 \times 10^{-4}$, respectively. The standard deviation of the sample mean is a factor of 10 lower for the baseline because the whole 100-point sample is used for averaging. In the temperature measurements done indoors, the standard deviation of the sample mean is approximately 4 times lower, because of the 15-point moving average. In the measurement shown in Fig. 3, we estimate that the standard deviation of the sample mean is approximately by a factor of 10 lower, because the fit to the second-order polynomial is good. These values for the standard deviations of the spectroscopic data indicate that the standard deviation of the temperature should be of the order of 3 mK according to Eq. (6) when using a value of $1.3 \times 10^{-5}$ as the standard deviation of the sample mean for both transitions and for the baseline.

Experiments were done in a temperature- and humidity-controlled laboratory above a 30 m long interferometric measurement rail used for length metrology. Eight calibrated Pt-100 sensors were spaced evenly across the measurement path and their average was used as the reference temperature. Pt-100 sensors were positioned in close proximity of the beam path to ensure good lateral spatial overlap. The sensor closest to the measurement head was at slightly higher temperature than the others, due to heat generated by the electronics of the measurement head. The temperature controller of the laboratory room acts by adjusting the temperature of the incoming air. Temperature variations were induced by adjusting the set point of the controller. The result of a typical 62 h measurement is shown in Fig. 4. The period from 48 to 62 h was used to calculate the noise of the measurement. The RMS noise was 7 mK using a sample a time of 120 s. The black line represents the average of the reference sensors and the gray line shows the fit based on Eq. (6).

Since the temperature measurement is done in open laboratory space, the 7 mK RMS noise, which is larger than the 3 mK RMS estimate based on the transmission measurements, also includes the fluctuations in the air temperature and drifts in the mechanics and electronics. The RMS noise of the ensemble of Pt-100 sensors was 2.5 mK during the same measurement period. However, due to the relatively long time constant of the Pt-100 sensors, part of the rapid fluctuations in the air temperature are low-pass filtered, which likely explains the difference.

The temperature controller of the laboratory operates in a narrow set-point range and we were not able to induce large temperature variations. For such a narrow temperature range, the temperature effects described in Section 3 are insignificant. The pressure varied between 100 and 101.2 kPa during the measurement. The parameters obtained from the fit and the values calculated using the database are given in Table 3. The rotational energy difference and the ratio $R_0$ of the two absorption lines at the reference temperature and pressure are fairly close to values given in the HITRAN database. The pressure correction factor is in good agreement with the database value. If the database values for rotational energy difference and for the ratio at a reference temperature $T_0$ are used with the ratio $R$ obtained from the fit, the spectrascopically determined temperature at standard pressure is 22.85 °C instead of the 21.05 °C obtained by using the fitted parameter values.

5. Measurements

To test the capability of the system to compensate the refractive index of air for an interferometric length measurement, we set up a heterodyne laser
interferometer (HP 5518) on top of the measurement rail. The path lengths of the interferometric system and the spectroscopic system were set to within a few centimeters of each other by fixing the corner cube of the interferometer to the measurement head of the spectroscopic measurement. Ideally, the beams should overlap to ensure the most effective compensation of the air refractive index, but for practical reasons the beams were not combined. The beams were at the same height and the separation of the beams was less than 10 cm over the whole measurement path. Two electric heaters and a fan, positioned close to the center of the measurement path and 2 m above the measurement rail, were used to induce rapid local air temperature variations. The heaters caused approximately 2.5 K local temperature rise, changing average temperature over the measurement path by 0.6 K. There was no significant increase in the temperature near the end mirror and the measurement head. The average temperature measured with the spectroscopic system (curve 4) and with the Pt-100 sensor ensemble (curve 3) are shown Fig. 5. A compensated interferometric reading is given in the upper part of Fig. 5 for both spectroscopic temperature measurement (curve 2) and the ensemble average of the Pt-100 sensors (curve 1). The temperature determined by the spectroscopic system was approximately 10 mK lower than the reference temperature between the heating periods. This could be caused by the realignment of the optics during the assembly of the interferometric system.

From the data it is clearly seen that the spectroscopic method compensates very well even local air temperature changes in interferometric displacement measurements. The heating periods are almost invisible in the interferometer measurement, except for some transients. On the other hand, one can see that even with eight Pt-100 sensors, evenly spaced over a 30 m beam path, it is not possible to reach a good compensation if there are significant temperature gradients. During the measurements, the ambient pressure varied between 99.1 and 100.4 kPa. The 120 s sample time of the spectroscopic system explains transients in compensated displacement when the heating is turned on and off rapidly. The ~5 μm long-term drift in the measured displacement is probably caused by a real mechanical displacement of the concrete beams where the interferometer setup was mounted.

Outdoor measurements were conducted at the Nummela baseline of the Finnish Geodetic Institute. The measurement setup, except for the measurement head, was kept in a heated room with no active temperature control. The measurement head was positioned outdoors with no temperature control. The ambient temperature varied between 5 °C and 15 °C during a typical measurement day. The distance between the end mirror and the measurement head was 65 m, making the total measurement distance 130 m. Although the long path length causes decrease in sensitivity due to saturation in the transmission, we chose to use the same two transitions as shown in Fig. 2, because their properties were well characterized in the laboratory. Ten Pt-100 sensors were used as a reference with approximately equidistant spacing and close proximity to the laser beam. The spectroscopically measured temperature and the average of the Pt-100 sensors are shown in Fig. 6. The gray line represents the spectroscopic temperature, which is approximately 200 mK lower than the reference temperature given by the Pt-100 sensors for the last 6 h. Sun was shining for the first 2 h, which could explain the difference in the offset in

Fig. 5. Top, interferometric length compensated by using Pt-100 sensors (curve 1) and by using the spectroscopic temperature measurement (curve 2). Bottom, average temperatures along the path length with local temperature variations measured by the Pt-100 sensors (curve 3) and by the spectroscopic system (curve 4). For clarity, −5 μm and −500 mK offsets have been added to the spectroscopically compensated displacement (2) and to the spectroscopically determined temperature (4), respectively.

Fig. 6. Average temperature measured at Nummela baseline over a 130 m path length. Average of Pt-100 sensors is marked by black curve. Gray curve represents the spectroscopically measured temperature.
the beginning. The Pt-100 sensors were not protected from direct sunlight.

After the outdoor measurements, we transported the setup back to the laboratory and tested it in a temperature-controlled laboratory room to verify a broader temperature range. A good fit was found between the reference Pt-100 sensors and the spectroscopic method for a temperature range of 16°C to 25°C. The parameters of the previous fit could not be used, as we had to use several wavelength-dependent mirrors in order to achieve a path length of 40 m in a small laboratory room. Although we used only a limited temperature range to fit the parameters of Eq. (6), the model was found to be accurate also over a broader temperature range. Therefore, we expect that the temperature offset observed in the outdoor measurements is predominantly affected by the transportation of the setup compared to the uncertainty in the transition parameters discussed in Section 2. For example, the beam splitter had slightly moved during the transportation, which was observed only later. The 200 mK offset corresponds to approximately $1.7 \times 10^{-3}$ difference in the line intensity ratio. Part of the difference could be also explained by nonideal collimation of the laser beams, which we could not verify in the outdoor environment.

6. Discussion and Conclusions

A spectroscopic method for on-line compensation of air refractive index over longer distances has been described and demonstrated experimentally. The method is capable of measuring average air temperature along approximately the same beam path that is used for optical length measurement. The method provides potentially excellent spatial and temporal overlap and, therefore, accurate air temperature compensation. A drawback of the present setup is the modest time resolution, approximately 120 s. The main reason for the limited time resolution is that just one laser is used to probe the absorption peak and the baseline, which means that the laser wavelength has to be repeatedly tuned between the two wavelengths. The wavelength tuning is done by laser temperature, causing 30 s dead time after each adjustment using our equipment. Another disadvantage of the present setup is the lack of active wavelength stabilization. For this reason, the wavelength scan over an absorption line has to be rather wide to ensure that the peak absorption is captured during each scan. Therefore, the total number of measured points is much larger than what is actually needed for the final analysis. The measurement speed could be significantly improved if a method to stabilize the laser frequency to the absorption peak would be developed. This could be achieved, for example, by using a third-harmonic locking scheme and an external low-pressure oxygen cell or a hollow fiber filled with oxygen. One possibility would be to use the second-harmonic signal at the locked wavelength of the absorption maximum to determine the temperature [11–14]. In this way, there would not be any wasted data points and the time resolution would be determined by the shutter switching time and the lock-in amplifier settling time. We estimate that a time resolution of a few seconds could be possible to achieve without increasing the measurement noise considerably.

We have demonstrated, to our knowledge, the most precise spectroscopic temperature measurement of air. Our system allows measurements over long distances of up to 130 m with a RMS noise of 7 mK for a 120 s averaging time, which corresponds to $\sim 0.7 \times 10^{-8}$ RMS noise in the refractive index of air. The obtained noise level is considerably lower than the 22 mK RMS noise using the 60 s averaging time presented in our previous work [19].

The accuracy of the temperature measurement system is difficult to evaluate. Re-evaluation of the data presented in our earlier study [19] showed a 20 mK offset when changes were made to the system during the measurement. Considering the 10 mK offset that was observed in our current temperature measurement system during the interferometric tests, we believe that, with the current system and calibration, we are able to determine the air temperature with accuracy high enough to safely reach an uncertainty smaller than $10^{-7}$ in the refractive index of air from a 16°C to 25°C temperature range in a laboratory environment.

Compensation of the refractive index of air required for high-accuracy length measurements has been shown to be feasible even when significant local temperature variations are induced. The effect of the line profile composition and the sensitivity of the method to transition parameters have been discussed. Outdoor measurement results are in agreement with the laboratory experiments except for an offset, which can be explained by major alignment changes caused by the transportation and possibly nonideal collimation of the laser beams.
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