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ABSTRACT

Wheat is one of the most important crops in Hungary, which represents approximately 20\% of the entire agricultural area of the country, and about 40\% of cereals. A robust yield method has been improved for estimating and forecasting wheat yield in Hungary in the period of 2003–2015 using normalized difference vegetation index (NDVI) derived from the data of the Moderate Resolution Imaging Spectroradiometer. Estimation was made at the end of June – it is generally the beginning of harvest of winter wheat in Hungary – while the forecasts were performed 1–7 weeks earlier. General yield unified robust reference index (GYURRI) vegetation index was calculated each year using different curve-fitting methods to the NDVI time series. The correlation between GYURRI and country level yield data gave correlation coefficient ($r$) of 0.985 for the examined 13 years in the case of estimation. Simulating a quasi-operative yield estimation process, 10 years’ (2006–2015) yield data was estimated. The differences between the estimated and actual yield data provided by the Hungarian Central Statistical Office were less than 5\%, the average difference was 2.5\%. In the case of forecasting, these average differences calculated approximately 2 and 4 weeks before the beginning of harvest season were 4.5\% and 6.8\%, respectively. We also tested the yield estimation procedure for smaller areas, for the 19 counties (Nomenclature of Territorial Units for Statistics-3 level) of Hungary. We found that, the relationship between GYURRI and the county level yield data had $r$ of 0.894 for the years 2003–2014, and by simulating the quasi-operative forecast for 2015, the resulting 19 county average yield values differed from the actual yield as much as 8.7\% in average.

1. Introduction

One prominent application of remote sensing is monitoring the surfaces covered by vegetation, the biosphere itself, including both the actual state and any changes on various timescales. Within the scope of this, both the estimation of the growing area of the main
agricultural species and the acquisition of basic data for yield estimation has considerable economic importance (Doraiswamy et al. 2003). The connection between the spectral properties of certain plant species and their yield has been well known for some time (e.g. Knipling 1970; Tucker et al. 1980), and the usefulness of spectral data from satellite imagery was studied extensively since the launch of the first civil Earth observation satellite (Landsat-1) in 1972 (Rembold et al. 2013). These studies became even more intensive with the appearance of the Advanced Very High Resolution Radiometer (AVHRR) instrument on board the National Oceanic and Atmospheric Administration (NOAA) satellites (e.g. Hochheim and Barber 1998; Doraiswamy et al. 2003; Vicente-Serrano, Cuadrat-Prats, and Romo 2006; Bognár et al. 2011). The methodology of the yield estimation procedures has a wide range (Atzberger 2013). Certain procedures incorporate the satellite data into existing agrometeorological or plant-physiological models (e.g. Wiegand, Richardson, and Kanemasu 1979; Dorigo et al. 2007; Reynolds et al. 2010; Curnel et al. 2011; Huang et al. 2015). Others work with direct mathematical relation between the satellite data and the yield of the given plant, where some of them also include some basic meteorological or agronomical data into the relationship (e.g. Maselli et al. 1992; Hamar et al. 1996; Schut et al. 2009; López-Lozano et al. 2015). The procedures are applied for various species, for example, for corn (e.g. Hayes and Decker 1996; Bolton and Friedl 2013; Shao et al. 2015), for spring wheat (e.g. Hochheim and Barber 1998; Labus et al. 2002; Koudia et al. 2014), for barley (e.g. Kastens et al. 2005), for rice (e.g. Prasad et al. 2007), for millet (e.g. Rasmussen 1992), for soybean (e.g. Esquerdo, Zullo, and Antunes 2011; Bolton and Friedl 2013), for sorghum (e.g. Kogan, Salazar, and Roytman 2012), for sugar beet (e.g. Clevers 1997; Ferencz et al. 2004), for canola (e.g. Mkhabela et al. 2011), for cotton (e.g. Anderson et al. 2016), for potato (e.g. Rahman et al. 2012), or even for opium (Waine et al. 2014). Among all these, wheat is the most widely-grown food crop type in the world and the most important cereal crop traded on international markets (Becker-Reshef et al. 2010). In the past years, several yield estimation methods for winter wheat were presented. In Kansas, the AVHRR-based vegetation health index was used for the period of 1982–2004. The differences between official and estimated yield data were less than 8% (Salazar, Kogan, and Roytman 2007). The seasonal Moderate Resolution Imaging Spectroradiometer (MODIS)-based maximum normalized difference vegetation index (NDVI) data were used to develop a regression-based model for forecasting winter wheat yield in Kansas and in Ukraine. Six weeks prior to harvest the difference between forecasted and reported wheat yield were 7% (root mean square error (RMSE) = 0.18 t ha\(^{-1}\)) in Kansas and 15% (RMSE = 0.44 t ha\(^{-1}\)) in Ukraine for the period of 2001–2008 (Becker-Reshef et al. 2010). The same model was applied to the USA, Ukraine, and China, extended with the Growing Degree Day parameter. The accuracy of forecasted total production of winter wheat was about 10% roughly 2 months prior to harvest (Franch et al. 2015). For the 24 regions of Ukraine, three methods were applied for forecasting winter wheat yield: an empirical regression-based model using MODIS-derived NDVI, an empirical model using meteorological data and the adaptation for Ukraine the Crop Growth Monitoring System. The best results for 2010 and 2011 in terms of RMSE value several weeks prior to harvest were 0.3 and 0.5 t ha\(^{-1}\), respectively (Kogan et al. 2013; Kussul et al. 2013). In Punjab, Pakistan, the linear regression of peak-season MODIS-derived vegetation indices were used, and the forecasted yields between 2008 and 2013 were within 11.5% of final reported values (Dempewolf et al. 2014).
Our aim was to develop a yield estimation and forecast method for winter wheat over the country based only on remotely sensed daily data of the MODIS sensor on board the Terra and Aqua satellites. The advantage of the daily data in phenology related studies is clear, since it is able to preserve the natural changes in the phenology in contrast to the temporal composite datasets covering longer periods, such as the 16-day temporal composite MODIS data included in the official MOD13 and MYD13 products (Hmimina et al. 2013). Forecasts are performed before the entire crop has been harvested, whereas estimates are made shortly after the crop has been harvested (Basso, Cammarano, and Carfagna 2013). It is important to underline that our robust method does not require either meteorological, biophysical, agronomical, etc., parameters, or high-resolution satellite data about the location of the cultivated fields of the given agricultural plants. Moreover, similarly to other studies, due to the simplicity of our method, it also does not take into account other information such as the effect of the bidirectional reflectance distribution function (BRDF) (e.g. Soudani et al. 2008; Hmimina et al. 2013; Balzarolo et al. 2016). Naturally, these supplementary parameters can help to improve the accuracy of the estimation of yield and can produce better results (Koloti et al. 2015). Nevertheless, our aim was to develop a simple and easily adaptive method and test its accuracy simulating a quasi-operative yield estimation procedure for a longer period (more than 10 years) without any of the above-mentioned ancillary information.

In this article, we are focusing on the estimation and forecast of yield for wheat in Hungary. First, we attempted to improve our estimation procedure developed earlier (Bognár et al. 2011). Using the data of the period 2003–2015, we tested a number of new curve-fitting techniques and developed a forecast method which enables yield forecast to be given at different dates preceding harvest. Finally, we investigated whether the above-mentioned procedure can also be applied to smaller regions, notably the 19 counties in Hungary, with adequate accuracy.

2. Study area and databases used

2.1. Study area

The study area was the whole area of Hungary (located in Central Europe), consisting of 19 counties (Nomenclature of Territorial Units for Statistics (NUTS)-3 level). Hungary has a moderate climate with a mean annual precipitation of 500–700 mm and an annual mean temperature of about 10°C. The two main agricultural crops for Hungary are corn and winter wheat. In 2014, winter wheat represented approximately 27% of the entire agricultural area, where the sowing area of winter wheat was 1.1 Mha, which is almost 12% of the entire area of Hungary (HCSO, 2016).

2.2. Remote-sensing database

In order to perform crop yield estimations, a 10 year long MODIS direct broadcast (DB) dataset received by the Eötvös Loránd University (ELU) receiving station were used. Preprocessing of the MODIS data was based on freely available software packages, such as the MODIS Level 1DB (v1.8) SeaWiFS Data Analysis System (SeaDAS) software from the Ocean Biology Processing Group (OBPG, SeaDAS (SeaWiFS Data Analysis System, NASA...
2016) and the MODIS Level 2 (v3.0) as part of the International MODIS/AIRS Processing Package (IMAPP, Huang et al. 2004; CIMSS (Cooperative Institute for Meteorological Satellite Studies) 2016), supporting DB ground stations in meteorological and environmental research. The generated so-called Level 1b calibrated and geolocated radiance values, and the determined cloud masks are fully identical with the official Collection 6 MOD02, MOD03, and MOD35 MODIS products, respectively. Atmospheric correction of the derived surface reflectances was based on the IMAPP MODIS Land Surface Reflectance algorithm software, which eliminates the effect of atmospheric scattering and absorption caused by atmospheric gases and aerosols. Although this DB version of the official MOD09 algorithm is the same as the one used for global MODIS Collection 5 processing at National Aeronautics and Space Administration Goddard Space Flight Center (NASA GSFC), differences can be present due to the simplified requirements of the ancillary data.

After preprocessing the DB MODIS overpasses, we calculated the country- and county-averaged (NUTS-3 level) reflectances for Hungary both from the raw and the atmospherically corrected reflectances of MODIS band 1 and 2 with 250 m × 250 m horizontal resolution, where the information of the derived cloud masks was also taken into account. The area averaged reflectances were derived from every overpass based only on the cloud-free pixels, where the cloud mask was shifted by one pixel in every direction to avoid any side effect. Area-averaged raw and atmospherically corrected reflectances were also determined for the main land-cover types in Hungary, such as croplands, grasslands and forests. The distinctions between the main land-cover types were principally based on the database of International Geosphere Biosphere Programme (IGBP) included in the official MODIS Land-Cover product (MCD12Q1). However, we improved this land-cover dataset for Hungary with the CORINE Land-Cover (CLC–2000) database (Büttner, Feranec, and Jaffrain 2002) to improve the representation of grasslands due to the well-known grassland related problems in MCD12Q1 (Jung et al. 2006). In case of missing data (due to the malfunction of the receiving station or DB turn-offs by the Deep Space Network), the Level 1b data were downloaded from NASA/Reverb Echo Site (EOSDIS-ECHO (Earth Observing System Data and Information System Earth Observing System ClearingHouse) 2016) and processed in the same way as described earlier. From the results of the presented pre- and post-processed raw MODIS data, we used two time series covering the period 2005–2015: the cropland specific area-averaged reflectances for the whole of Hungary based on both the raw and the atmospherically corrected reflectances, separately. Information about the geometry of the observation and illumination (such as sensor and solar zenith and azimuth angles) was also derived and their cropland specific mean values for the cloud free pixels were calculated as well. Considering the differences between the Terra/MODIS and Aqua/MODIS sensors and their different specific data processing, the resulting datasets are distinguished and are handled separately. From the derived reflectances the normalized difference vegetation index (NDVI) was calculated and used as the basis for the further studies. The usual definition of NDVI is:

\[
\text{NDVI} = \frac{\rho_2 - \rho_1}{\rho_2 + \rho_1},
\]

(1)
where $\rho_1$ and $\rho_2$ are surface reflectance estimates in the MODIS visible red and near-infrared channels, respectively.

Due to the fact that in the meanwhile a new algorithm (called Collection 6) was introduced into the processing of the raw Level-1A Direct Broadcast MODIS data and that the new official MOD02 products also became available (produced by NASA), we investigated the effects of these on the calculated country averaged and county averaged NDVI values. The results showed that there are no remarkable differences between the NDVI values calculated from the two datasets, therefore we can assume that no error in the accuracy was introduced by using only the Collection 5 data.

To improve the accuracy of the calculations within the method, it would be ideal to have NDVI datasets which fully represent all the agricultural lands in Hungary during the vegetation period. However, this kind of data occurs only when negligible cloud cover is present. Such days are few, and thus the resulting NDVI data series are always scanty for some periods, therefore they cannot be used for more detailed calculations. On the other hand, if the cloud cover has a higher percentage value, the average NDVI of the clear areas usually do not represent accurately the average NDVI of the whole country. We tested the robust method (described later) for various limits in the cloud cover values, and the results confirm our earlier experience that the optimum solution is to use the 50% cloud coverage limit in this procedure. In this case, there is enough number of images to get adequate amount of data for the process, while the clear parts represent the whole areas with an appropriate level. Henceforth, we used the images where cloud coverage was in the range of 0–50%.

### 2.3. Yield data

The verification of the yield estimation and forecasting method requires accurate official yield data. In Hungary, this data is provided by HCSO. For winter wheat, preliminary yield data is made available several weeks after harvesting, the final data is published generally at the end of the year. The yield data is available for the whole country and for the 19 counties (NUTS-3 level) of Hungary.

In Europe, the Monitoring Agriculture with Remote Sensing (MARS) project was launched in 1988 with the main objective of providing early yield and area estimates all over Europe based on remote-sensing techniques (Rembold et al. 2013). The predicted data are published continuously in MARS bulletins which are available online too. We used these bulletins to compare our results with the estimation of the MARS programme (MARS, 2016).

### 3. Methodology

#### 3.1. The robust method

The two main crop types in Hungary are winter wheat and corn. Our aim was to construct a yield estimating procedure for winter wheat using MODIS NDVI data based on our formerly developed ‘robust yield estimating method’. This method was originally developed for NOAA AVHRR Greenness (GN) data (Ferencz et al. 2004) – where GN is the difference of reflectance values of near-infrared and visible red channels (e.g. Jackson...
1983; Hamar et al. 1996) – and has been successfully applied for the 1996–2000 interval both for corn and wheat (Bognár et al. 2011). In this work, we adopted a similar method for the MODIS NDVI data.

The knowledge of the crop area is a key element of the total crop production of a country (Gallego et al. 2014), and for crop yield estimation, the ideal approach would be to use crop-specific masks (Atzberger 2013). However, if the number of the small fields (which are smaller than the MODIS pixel with nominal pixel size) is high, like it is in Hungary, then the classification method requires high-resolution satellite data and even ground-truth data. Moreover, because of the crop rotation, the classification must be made in every year. The essential point of our robust method is that there is no need for a detailed classification to identify the acreage of different crops since the general conditions of the vegetation-covered surfaces also represent the individual crop conditions in the case of the species with similar vegetation cycles (Dabrowska-Zielenska et al. 2002; Ferencz et al. 2004; Bognár et al. 2011), and thus we use the general (non-crop specific) cropland mask described in the previous section.

As described in the previous section, we prepared NDVI temporal profiles over the whole agricultural areas in Hungary for the period of 2003–2015.

The beginning of harvesting the winter wheat occurs in Hungary around the end of June, therefore, we considered the data only until this time of the year. We also fixed the starting point of the season to middle of February, since before this date the bare or snow covered soil dominates the measured signal. Therefore we defined the vegetation cycle as the period between day of the year (DOY) 55 and 181. (Remark: the global changing could modify the limits of this period in the future.) Naturally, the NDVI time series between these two dates contain information of the whole vegetation area, but in this period the dominant crop is the winter wheat in Hungary, therefore, we can use these time series hereafter. The steps of the robust method are shown on Figure 1.

In some of the years, the number of useful images was small, especially for satellite Aqua, therefore, we created the ‘mixed’ NDVI temporal series for every year using the combination of Terra and Aqua data. Despite this, it was obvious that the temporal distribution of the points is not always uniform, and that there still are some years where longer gaps exist in the series, which lead to unrealistic features in the interpolated curves. To overcome this, we defined an interval length threshold of 20 days. Where the gap was longer than this threshold, the datasets were complemented depending on the length of the gap according to the following algorithm: one or two extra points were added where the length of the gap was between 21 and 30 days or between 31 and 40 days, respectively. The values of the extra points were determined by the average NDVI value of all the images with 0–80% cloud coverage in the given interval. In the case of the ‘mixed’ series, there were only two occasions when these points were needed. A gap occurred in 2006 between days 133 and 166 among the 0–50% cloud coverage images, so here we added two points at days 144 and 155, and there was a gap in 2010 between days 122 and 146, so there was one extra point added at day 134 from the 0% to 80% cloud coverage images. Hereafter, we refer to the latter data series as the ‘complemented’ data series or point sets to distinguish them from the ‘original’ data series and point sets.

The next step is to fit a mathematically simple function on the measured NDVI points to eliminate the stochastic fluctuation of the individual NDVI data, which can be caused
by the occasionally inadequate atmospheric correction, the mistakes of cloud detection, the combined effect of the varying viewing and illumination geometry (expressed as bidirectional distribution function (BRDF)), or the different occurrence of the clear pixels (resulting different area to be averaged). Based on our earlier experiences the double-Gaussian function is an adequate approximate of a given NDVI temporal series (Hamar et al. 1996):

\[
\text{NDVI}_t = A_1 e^{-\left((t-t_{01})/\Delta t_1\right)^2} + A_2 e^{-\left((t-t_{02})/\Delta t_2\right)^2} + S,
\]

where NDVI$_t$ is the fitted double-Gaussian curve, $S$ is the value of the so-called soil-line, $A_1$ and $A_2$ are the amplitudes, $t_{01}$ and $t_{02}$ are the location of the maxima of the Gaussian curves in time and $\Delta t_1$ and $\Delta t_2$ are the half-widths, respectively. Adding a soil-line is necessary because both before and after the vegetation cycle the NDVI values do not settle to zero but to a certain value which corresponds to soil spectral reflectance. Based on our experience with the existing data, the soil line is fixed to a constant 0.3 NDVI value.

To ensure the starting and ending of this double-Gaussian function on this soil-line – by simple mathematical concept – we added artificial points to the NDVI time series. These points are at the DOY 10, 20, 30 and 250, 270, 290, where we set NDVI to be equal to 0.3 (Ferencz et al. 2004). In accordance with earlier experience regarding mathematical considerations (Ferencz et al. 2004), we fixed the half-width of the first Gaussian

Figure 1. Flow chart of the applied robust method.
function at $\Delta t_1 = 35$ days, thus reducing the number of parameters to be fitted to five (to determine the numbers and values of these artificial soil-points, the value of soil-line and the value of $\Delta t_1$, several combinations of these values were tested, and the minimum standard deviation of curve fitting was found using the above-mentioned parameters). Then, we carried out the double-Gaussian fitting for every single year. An example of the fitted curve for 2004 based on Terra/MODIS data is shown in Figure 2.

Besides the double-Gaussian curve, three other curve-fitting methods were established:

(1) Lagrange interpolation. Since the DOY–NDVI point sets, on which the approximation curves must sit in a way to show a realistic NDVI variation through the years, often contains random variations within shorter periods, here we first applied a certain averaging in the point set. This averaging is characterized by an interval length in days. The algorithm groups the original data points with growing intervals based on their date differences. At the end in every group the date-span of the points is smaller than the characterizing interval length. Then to every group an averaged data point (DOY, NDVI) is assigned, resulting the formation of the averaged point to be set. On the averaged point set we use a small order Lagrange interpolation, leading to a continuous curve for the approximation.

(2) Cubic spline. Here, we use the same averaged point set as described in the Lagrange interpolation paragraph. This kind of interpolation gives nicer curves to the eye than the Lagrangian, but the results of the two are very close to each other.

(3) Smoothing. Here, there is one parameter, an interval length. A smoothed NDVI is a weighted average of all the points in the point set (the original one). The weight function is a Gaussian decreasing with the given interval length.

Figure 3 shows the different interpolation curves for a given point set derived from a Terra image in 2008.
In the next step, the General Yield Unified Robust Reference Indices (GYURRI) were calculated for each year individually from the fitted curves (Ferencz et al. 2004):

$$\text{GYURRI} = \int_{d_1}^{d_2} (\text{NDVI}_t) \, dt,$$

where $t$ is measured in DOY units, NDVI$_t$ is the fitted curve (double-Gaussian, Lagrange interpolation, cubic spline, or smoothed curve) and $d_1$ and $d_2$ are the first and last days of the integral. At first glance, it seems reasonable to settle the integration limits to the same value as the limits of the whole vegetation cycle, that is, taking 55 and 181 days for $d_1$ and $d_2$, respectively. However, after experimenting with the data we concluded that the results are better if we select a certain standardized subinterval for the integration. The subinterval we fixed here (in the country-wide estimation) is between $d_1 = 113$ and $d_2 = 166$ (see the remarks on global changes discussed earlier).

### 3.2 Yield forecasting

The above-mentioned method is based on NDVI data measured until the approximate date of harvest (end of June, DOY 181), but it is interesting to examine the possibility of creating forecasts for the crop yield few weeks before harvest time with an acceptable accuracy. Since our previous experience with NOAA data was positive in this respect (Bognár et al. 2011), we improved the forecasting method for the current MODIS NDVI data.

The essence of the method is that we create extrapolated points for the period after the prediction date based on points before this date in the NDVI series, and carry out the process described in the previous section on this extrapolated series, and so we obtain the predicted yield. The extrapolation principle is that we deduce the relationship between the average NDVI in the 20 days preceding prediction date and the NDVI values on certain...
post-prediction dates, using the NDVI data in all the available data from previous years. Prediction coefficients are calculated, which are multiplied with the pre-prediction 20 day average to give an estimate for the NDVI values on the individual days. We carry out this calculation for 10 different prediction dates, starting with day 175 and counting down by steps of 5 days until day 130. At prediction day 175, there is only one extrapolated point, it is for day 178. When predicting on day 170, there are two extrapolated points on day 173 and 178, and so on until we get to prediction day 130, where there are 10 extrapolated points, the first starts on day 133 followed by every fifth day until day 178. Let prediction day be day \( k \), denote the year with \( y \), Let the NDVI average between days \( k-20 \) and \( k \) in year \( y \) be denoted as \( A_{k,y} \). Denote the 5 day averages as \( N_{\text{middleday},y} \) (e.g. \( N_{133,y} \) is the mean of the NDVI values between DOY 131 and 135 in year \( y \), \( N_{138,y} \) is the average NDVI value for DOY 136 and 140 and so on). The prediction coefficients at day \( k \) for day \( d \) \((C_{k,d}, d > k)\) are:

\[
C_{k,d} = \frac{\sum_{y=b}^{y=e} N_{d,y} A_{k,y}}{y_e - y_b + 1},
\]

where \( y_b \) and \( y_e \) are the first and last year in the calculation. Thus, the extrapolated NDVI value for day \( d \) in year \( y \) when predicting on day \( k \) is

\[
\text{NDVI}_{d,k,y} = A_{k,y} C_{k,d}.
\]

Comparing the double-Gaussian functions on the original and the extrapolated datasets, the accuracy of the extrapolation is visible. In a given year, if there is a sufficient amount of data within the 20 day time window prior to the forecast date, and no extreme meteorological event occurs after this date, the extrapolated data will differ only slightly from the real measured data, as it is seen for example in year 2005 (Figure 4). Otherwise, the difference will be higher.

After the calculation of extrapolated data, the robust method can be applied using the original NDVI data until the day of forecasting and the extrapolated NDVI data between the day of forecasting and DOY 181.
4. Results and discussion

4.1. Results of yield estimation

Initially we used all three (Aqua, Terra and mixed) original NDVI temporal series, fitting curves to them in each year – first we applied only the double-Gaussian fitting (see an example for year 2003 in Figure 5).

Following the methodology, annual GYURRI values were obtained, that can be directly compared to the country average yield data of the same year provided by HCSO. Fitting a line to the obtained data pairs (Figure 6), the highest correlation coefficient ($r = 0.975$) was obtained in the case of the mixed dataset, while it was lower for the Terra ($r = 0.946$) and Aqua data-series ($r = 0.797$). Based on this result, in the rest of the investigation we used exclusively the mixed dataset.

![Figure 5](image1.png)

**Figure 5.** Double-Gaussian curve fit on the Terra, Aqua, and mixed NDVI data sets in 2003.

![Figure 6](image2.png)

**Figure 6.** Results of the robust yield forecasting method based on the original Aqua, Terra, and mixed data series in interval 2003–2015, without complementing the series (dashed line represents the $y = x$ relation).
The derived yield values gave better results (when compared to the official HCSO crop yields) using the complemented time series, where the correlation coefficients between the complemented and official datasets was $r = 0.985$ and the RMSE (Root Mean Squared Error) was 0.12 t ha$^{-1}$ (Figure 7). The deviation of the estimation from the HCSO data can be calculated using the parameters of the linear relationship (Table 1). These results indicate a less than (or equal to) 5% deviation of the calculated crop yields during the investigated 13 years, where the mean absolute difference is 2.7%.

In the next step, we repeated the same procedure with different curve fitting methods and variable parameters. The strongest correlation was observed with the third order Lagrange interpolation of using a 20-day averaging interval ($r = 0.947$). The cubic spline approximation and the smoothed curve gave their best correlation also with 20 day averaging interval ($r = 0.944$) and at 20 day characteristic smoothing interval ($r = 0.936$), respectively. All these correlations are slightly weaker than that of the double-Gaussian

### Table 1. Differences between estimated (EST) and Hungarian Central Statistical Office (HCSO) wheat yield (EST = 0.5912 general yield unified robust reference index (GYURRI) – 16.379).

<table>
<thead>
<tr>
<th>Year</th>
<th>Calculated GYURRI</th>
<th>EST yield (t ha$^{-1}$)</th>
<th>HCSO yield (t ha$^{-1}$)</th>
<th>Difference EST − HCSO (t ha$^{-1}$)</th>
<th>Difference EST − HCSO (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003</td>
<td>32.39</td>
<td>2.77</td>
<td>2.64</td>
<td>0.13</td>
<td>4.9</td>
</tr>
<tr>
<td>2004</td>
<td>36.61</td>
<td>5.27</td>
<td>5.12</td>
<td>0.15</td>
<td>2.9</td>
</tr>
<tr>
<td>2005</td>
<td>34.94</td>
<td>4.28</td>
<td>4.50</td>
<td>−0.22</td>
<td>−4.9</td>
</tr>
<tr>
<td>2006</td>
<td>34.48</td>
<td>4.01</td>
<td>4.07</td>
<td>−0.06</td>
<td>−1.5</td>
</tr>
<tr>
<td>2007</td>
<td>34.08</td>
<td>3.77</td>
<td>3.59</td>
<td>0.18</td>
<td>5.0</td>
</tr>
<tr>
<td>2008</td>
<td>36.25</td>
<td>5.05</td>
<td>4.98</td>
<td>0.07</td>
<td>1.4</td>
</tr>
<tr>
<td>2009</td>
<td>34.04</td>
<td>3.74</td>
<td>3.85</td>
<td>−0.11</td>
<td>−2.8</td>
</tr>
<tr>
<td>2010</td>
<td>34.09</td>
<td>3.77</td>
<td>3.71</td>
<td>0.06</td>
<td>1.7</td>
</tr>
<tr>
<td>2011</td>
<td>34.72</td>
<td>4.15</td>
<td>4.20</td>
<td>−0.05</td>
<td>−1.3</td>
</tr>
<tr>
<td>2012</td>
<td>33.87</td>
<td>3.64</td>
<td>3.75</td>
<td>−0.11</td>
<td>−2.8</td>
</tr>
<tr>
<td>2013</td>
<td>35.77</td>
<td>4.77</td>
<td>4.64</td>
<td>0.13</td>
<td>2.8</td>
</tr>
<tr>
<td>2014</td>
<td>35.54</td>
<td>4.63</td>
<td>4.71</td>
<td>−0.10</td>
<td>−2.1</td>
</tr>
<tr>
<td>2015</td>
<td>36.28</td>
<td>5.07</td>
<td>5.14</td>
<td>−0.07</td>
<td>−1.4</td>
</tr>
</tbody>
</table>

Figure 7. Result of the robust yield forecasting method based on the complemented mixed data series in interval 2003–2015 (dashed line represents the $y = x$ relation).
curves, which confirms that the application of the double-Gaussian curve fitting technique in the most robust method.

These results were obtained by fitting a line for all of the data of all 13 years (2003–2015), giving only some general information on the deviation of the method. To simulate a real operative yield estimating process, we used the linear relationship between the GYURRI indices and yield data of nine years and made a prediction for the yield in the \((n + 1)\)th year from the actual GYURRI index. First we took four GYURRI–yield points from years 2002–2005. With the line parameters fitted, we estimated the yield of the following year (2006) using the actual GYURRI index. Then, for the next year we used five (2002–2006) GYURRI-yield regression points and with the obtained line we estimated the 2006 yield, and so on. The result of this procedure is presented in Table 2. It is seen that the deviations of the estimated data from official HCSO data never exceed the 5%.

The results are encouraging, especially if we compare them with the estimations of the MARS programme for the years between 2006 and 2015 (Figure 8). As mentioned

\[
EST = a \text{GYURRI} + b.
\]

Table 2. Differences between EST and HCSO wheat yield in case of quasi-operative wheat yield estimation.

<table>
<thead>
<tr>
<th>Year of estimation</th>
<th>Years using for linear fitting</th>
<th>Fitted parameters</th>
<th>GYURRI (t ha(^{-1}))</th>
<th>EST yield (t ha(^{-1}))</th>
<th>HCSO yield (t ha(^{-1}))</th>
<th>Difference (\text{EST–HCSO} (\text{t ha}^{-1}))</th>
<th>Difference (\text{EST–HCSO} (%))</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>2003–2005</td>
<td>0.5994 –16.6833</td>
<td>34.48</td>
<td>3.98</td>
<td>4.07</td>
<td>–0.09</td>
<td>–2.2</td>
</tr>
<tr>
<td>2007</td>
<td>2003–2006</td>
<td>0.5983 –16.6228</td>
<td>34.08</td>
<td>3.77</td>
<td>3.59</td>
<td>0.18</td>
<td>5.0</td>
</tr>
<tr>
<td>2008</td>
<td>2003–2007</td>
<td>0.6063 –16.9350</td>
<td>36.25</td>
<td>5.04</td>
<td>4.98</td>
<td>0.06</td>
<td>1.2</td>
</tr>
<tr>
<td>2009</td>
<td>2003–2008</td>
<td>0.5985 –16.6737</td>
<td>34.04</td>
<td>3.70</td>
<td>3.85</td>
<td>–0.15</td>
<td>–3.9</td>
</tr>
<tr>
<td>2010</td>
<td>2003–2009</td>
<td>0.5904 –16.3713</td>
<td>34.09</td>
<td>3.76</td>
<td>3.71</td>
<td>0.05</td>
<td>1.3</td>
</tr>
<tr>
<td>2011</td>
<td>2003–2010</td>
<td>0.5922 –16.4391</td>
<td>34.72</td>
<td>4.12</td>
<td>4.20</td>
<td>–0.08</td>
<td>–1.9</td>
</tr>
<tr>
<td>2012</td>
<td>2003–2011</td>
<td>0.5928 –16.4509</td>
<td>33.87</td>
<td>3.63</td>
<td>3.75</td>
<td>–0.12</td>
<td>–3.2</td>
</tr>
<tr>
<td>2013</td>
<td>2003–2012</td>
<td>0.5865 –16.2208</td>
<td>35.77</td>
<td>4.76</td>
<td>4.64</td>
<td>0.12</td>
<td>2.6</td>
</tr>
<tr>
<td>2014</td>
<td>2003–2013</td>
<td>0.5772 –15.9084</td>
<td>35.54</td>
<td>4.61</td>
<td>4.71</td>
<td>–0.10</td>
<td>–2.1</td>
</tr>
<tr>
<td>2015</td>
<td>2003–2014</td>
<td>0.5841 –16.1376</td>
<td>36.28</td>
<td>5.05</td>
<td>5.14</td>
<td>–0.09</td>
<td>–1.8</td>
</tr>
</tbody>
</table>

\[\text{EST} = a \text{GYURRI} + b.\]

Figure 8. Comparison of the end of June estimations of the robust yield estimation method with the estimations of the Monitoring Agriculture with Remote Sensing (MARS) programme.
earlier, our yield estimations were performed on 30 June (or in a leap year on 29 June), thus we used the estimations of the MARS programme, which were published after this date. For these 10 years, our estimations deviated from HCSO data by an average value of 0.104 t ha\(^{-1}\), while the ESA MARS programme gave 0.326 t ha\(^{-1}\) difference (Table 3). The results of the robust method corroborate its applicability, where the estimation of wheat yield at the time of the harvest shows adequate accuracy.

4.2. Results of yield forecasting

We performed forecasting on 10 dates between day 130 and 175 in 5 day steps (Table 4). At day 130, the correlation of the GYURRI-yield values for the investigated 13 years (2003–2015) were low (\(r = 0.737\)), the average relative difference between forecasted and HCSO data was 10.2\%, the RMSE was 0.47 t ha\(^{-1}\). At middle of May (DOY = 135), one and a half months before harvest, the average difference of forecasting and HCSO data was less than 10\%, and the biggest deviation was 18.1\% in 2007.

Table 3. Differences of the estimated yields of the quasi-operative robust yield forecasting method, the Monitoring Agriculture with Remote Sensing (MARS) programme and the published yields of the HCSO.

<table>
<thead>
<tr>
<th>Year of estimation</th>
<th>HCSO yield (t ha(^{-1})) at 30 June</th>
<th>EST yield (t ha(^{-1})) at 30 June</th>
<th>MARS project</th>
<th>Source: MARS Bulletin (no./vol.)</th>
<th>Difference EST – HCSO (t ha(^{-1}))</th>
<th>Difference MARS – HCSO (t ha(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>4.07</td>
<td>3.98</td>
<td>4.60</td>
<td>30/06</td>
<td>–0.09</td>
<td>0.53</td>
</tr>
<tr>
<td>2007</td>
<td>3.59</td>
<td>3.77</td>
<td>4.00</td>
<td>17/07</td>
<td>0.18</td>
<td>0.41</td>
</tr>
<tr>
<td>2008</td>
<td>4.98</td>
<td>5.04</td>
<td>4.40</td>
<td>8/07</td>
<td>0.06</td>
<td>–0.58</td>
</tr>
<tr>
<td>2009</td>
<td>3.85</td>
<td>3.70</td>
<td>4.00</td>
<td>14/07</td>
<td>–0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>2010</td>
<td>3.71</td>
<td>3.76</td>
<td>4.20</td>
<td>20/07</td>
<td>0.05</td>
<td>0.49</td>
</tr>
<tr>
<td>2011</td>
<td>4.20</td>
<td>4.12</td>
<td>4.25</td>
<td>26/07</td>
<td>–0.08</td>
<td>0.05</td>
</tr>
<tr>
<td>2012</td>
<td>3.75</td>
<td>3.63</td>
<td>3.85</td>
<td>26/07</td>
<td>–0.12</td>
<td>0.10</td>
</tr>
<tr>
<td>2013</td>
<td>4.64</td>
<td>4.76</td>
<td>4.54</td>
<td>20/07</td>
<td>0.12</td>
<td>–0.10</td>
</tr>
<tr>
<td>2014</td>
<td>4.71</td>
<td>4.61</td>
<td>4.53</td>
<td>15/07</td>
<td>–0.10</td>
<td>–0.18</td>
</tr>
<tr>
<td>2015</td>
<td>5.14</td>
<td>5.05</td>
<td>4.47</td>
<td>24/07</td>
<td>–0.09</td>
<td>–0.67</td>
</tr>
</tbody>
</table>

Table 4. The results of the forecasting method in the 2003–2015 period.

<table>
<thead>
<tr>
<th>DOY</th>
<th>(r)</th>
<th>RMSE (t ha(^{-1}))</th>
<th>Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>130</td>
<td>0.737</td>
<td>0.47</td>
<td>10.2</td>
</tr>
<tr>
<td>135</td>
<td>0.832</td>
<td>0.39</td>
<td>8.5</td>
</tr>
<tr>
<td>140</td>
<td>0.853</td>
<td>0.36</td>
<td>7.7</td>
</tr>
<tr>
<td>145</td>
<td>0.873</td>
<td>0.34</td>
<td>6.6</td>
</tr>
<tr>
<td>150</td>
<td>0.855</td>
<td>0.36</td>
<td>6.8</td>
</tr>
<tr>
<td>155</td>
<td>0.843</td>
<td>0.37</td>
<td>6.7</td>
</tr>
<tr>
<td>160</td>
<td>0.926</td>
<td>0.26</td>
<td>5.4</td>
</tr>
<tr>
<td>165</td>
<td>0.955</td>
<td>0.21</td>
<td>4.5</td>
</tr>
<tr>
<td>170</td>
<td>0.964</td>
<td>0.18</td>
<td>4.0</td>
</tr>
<tr>
<td>175</td>
<td>0.970</td>
<td>0.17</td>
<td>3.6</td>
</tr>
</tbody>
</table>

DOY is the prediction date, \(r\) is the GYURRI-yield correlation coefficient for the 13 years. ‘Difference’ is the average of the relative differences of the predicted and real yield values in percentage.
Obviously the results of forecasting became better as the date of forecasting approached the date of harvest. Three weeks before harvest (on DOY = 160), the correlation was 0.857 and the RMSE was 0.26 t ha\(^{-1}\). Five days later (DOY = 165) the absolute average difference was less than 5%, the differences of forecasted and HCSO data were within 10% in every year, while the biggest difference was 9.6%, in year 2012.

It is important to note that in 2010 the forecasts before DOY = 160 significantly overestimated the real yield (for example on DOY = 150 the difference between forecasted and HCSO data was 26.7%) due to the longer data gap mentioned earlier. This overestimation increased the average deviation significantly (without year 2010 the average deviations of the predictions on day 150 are only 4.9% in average). These results are encouraging compared to the results of other analyses. For example, the RMSE between the official and predicted wheat yields 6 weeks prior to harvest was 0.44 t ha\(^{-1}\) in Ukraine, which is equivalent to a 15% error (Becker-Reshef et al. 2010). In Argentina, an \(r\) value of 0.87 was found between the predicted yields of the calibrated empirical model and the official yields 30 days before the harvest, where the RMSE value was 0.58 t ha\(^{-1}\) representing 14% of the mean observed yields (Lopresti, di Bella, and Degioanni. 2015).

Using the quasi-operative method described in the previous section, we calculated forecasts with the above-described quasi-operative method for years 2011–2015. For each year, we calculated the prediction coefficients, for example, in 2011 the calculation is extended to 8 years’ data, 2003–2010. (As we go back in years, previous years’ data becomes fewer and fewer, and thus the prediction coefficients fluctuate more and more, and the process becomes unstable. Therefore, it is not worth using the quasi-operative process if there is not enough available data on the previous years.) Our results then were compared to the June predictions of the MARS programme. MARS publishes its results monthly in MARS bulletins, but the forecast dates change year by year. For the comparison we always selected an earlier date in our predictions than the prediction date MARS was. The comparison results are shown in Table 5. In four of the five years in the comparison, our predictions were closer to the actual yield. In 2015, the MARS programme gave a prediction that was 1 t ha\(^{-1}\) lower than the actual yield, while the error of our prediction was only 0.24 t ha\(^{-1}\). The only case when MARS gave better prediction was 2012, where our prediction was 0.12 t ha\(^{-1}\) later, while that of the MARS programme was 0.1 t ha\(^{-1}\) above the real yield value. It is notable that the error of our prediction never exceeded 5%.

### Table 5. Deviations of the predictions of the quasi-operative robust yield forecasting method (EST) and the MARS programme from the published yields of the HCSO.

<table>
<thead>
<tr>
<th>Year</th>
<th>HCSO (t ha(^{-1}))</th>
<th>Yield Date</th>
<th>Yield Date</th>
<th>MARS Bulletin (no./vol.)</th>
<th>Source: MARS Bulletin (no./vol.)</th>
<th>(t ha(^{-1})) (%)</th>
<th>(t ha(^{-1})) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>4.20</td>
<td>14/6</td>
<td>3.79</td>
<td>17/6</td>
<td>19/7</td>
<td>-0.17</td>
<td>-4.0</td>
</tr>
<tr>
<td>2012</td>
<td>3.75</td>
<td>18/6</td>
<td>3.85</td>
<td>20/6</td>
<td>20/6</td>
<td>-0.12</td>
<td>-3.2</td>
</tr>
<tr>
<td>2013</td>
<td>4.64</td>
<td>9/6</td>
<td>4.33</td>
<td>10/6</td>
<td>21/6</td>
<td>+0.22</td>
<td>+4.7</td>
</tr>
<tr>
<td>2014</td>
<td>4.71</td>
<td>9/6</td>
<td>4.53</td>
<td>10/6</td>
<td>22/6</td>
<td>+0.05</td>
<td>+1.1</td>
</tr>
<tr>
<td>2015</td>
<td>5.14</td>
<td>19/6</td>
<td>4.19</td>
<td>20/6</td>
<td>23/6</td>
<td>-0.24</td>
<td>-4.7</td>
</tr>
</tbody>
</table>
4.3. Results of the county level yield estimation

Administratively Hungary is divided into 19 counties (NUTS-3 level). These are the smallest regional entities of which the HCSO officially publishes annual yield data. We investigated how the accuracy of prediction of the robust method can be kept in smaller areas, on the county level. To attempt this, we assembled the county level NDVI temporal series of the cultivated areas. Here, from the start we only used the mixed MODIS series derived combining both Terra and Aqua data.

First we investigated the method for individual counties searching for the best correlation as a function of curve fitting methods (double-Gaussian, Lagrange, cubic spline and ‘smoothed’) and GYURRI calculation limits ($d_1$, $d_2$). From the 19 counties, in 6 cases the double-Gaussian, in 6 cases the Lagrange (order 2, 25 day averaging interval) and in 7 cases the cubic spline (also with 25 day averaging interval) proved to be better. The limits of integration also varied, the lower limit ($d_1$) between DOY = 88 and 112, the upper limit ($d_2$) between DOY = 151 and 193. This, and the fact that in more than half of the cases (10 out of 19) the correlation ($r$) was below 0.9 (the average was 0.883) lead us to conclude that the stability of the process is reduced on these smaller areas.

Next, we examined what do we get if we handle all the 19 counties together, that is applying the same curve fitting method with standard integration limits to every county in every year. To perform this, a so-called ‘relief-stratum’ correction was applied for each county, in order to take into account the different relief and other local properties (Ferencz et al. 2004). For the 2003–2014 data, we got the best correlation ($r = 0.896$, RMSE = 0.39 t ha$^{-1}$) with the Lagrange interpolation (second order, 25 day averaging interval, $d_1 = 102$, $d_2 = 178$) curves (Figure 9). With cubic spline curves, using the same interval parameter lead to $r = 0.889$, the double-Gaussians lead to $r = 0.88$, and the smoothed curves resulted in $r = 0.867$. Therefore, we took the curves as Lagrangians with the above-mentioned parameters and modelled the quasi-operative procedure, and made predictions for the 19 counties in 2015. The predicted yields and the real yield values deviated by more than 12% in average, the RMSE was 0.72 t ha$^{-1}$. After these investigations, we concluded that the

Figure 9. Results of the robust yield forecasting for 19 counties of Hungary in 2003–2014 (dashed line represents the $y = x$ relation).
robust yield forecasting method becomes less reliable for smaller areas, and we cannot predict yield values reliably with high accuracy. This lower accuracy can be explained by the less number of cloud-free measured data used for the yield estimation of a given county.

5. Conclusions

Our robust yield estimating method, which was originally developed for NOAA AVHRR data using GN vegetation index, has been successfully adapted for Terra and Aqua daily MODIS NDVI data. Using this method, it is possible to estimate the yield of winter wheat for Hungary at the end of June – which is generally the beginning of the harvest – at better than 5% accuracy. The wheat yield can also be forecasted with sufficient accuracy several weeks before harvest: at the middle of June the difference between forecasted and reported yield data for wheat is less than 5% in five investigated years, while at the end of May the average difference was 6.8% for years between 2003 and 2015. The method proved to be reliable in years with different weather conditions. However, if a sudden stress event occurs between the day of forecasting and harvest (sudden drought, diseases, hailstorm, fire, etc.) then the forecasted yield value will be inevitably higher than the harvested yield data. The method was based on Terra and Aqua MODIS data. The reception of these data is a low-budget solution, and therefore it is suitable for use in developing countries as well. At the same time, the county-level yield forecast produced less accurate results. Based on the estimated winter wheat crop yields using the country-averaged NDVI values, the calculated Nash–Sutcliffe model efficiency coefficient (Nash and Sutcliffe 1970) is 0.9758, which means that the presented crop yield estimation method and the created model corresponds to a very good model efficiency.
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