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Abstract

With rapid increase of number of accessible images
and videos, ability to recognize visual information is
getting more and more important for content-based in-
formation retrieval. Recently, probabilistic topic mod-
els, which were originally developed for text analysis,
have been used for image categorization successfully.
Usually, “topics” which represent contents of an image
is detected based on the underlying probabilistic model,
then image categorization is carried out using topic dis-
tribution as the input feature. Typical method is to use
k-nearest neighbor classifier based on L2-distance af-
ter topic discovery. In the method, topic distribution is
just treated as a feature point. In this paper, we propose
a categorization method based on more natural use of
the topic distribution, which is derived by using pLSA
model. Categorization is carried out by estimating con-
ditional probability p(category|data). We present two
types of image categorization tasks, scene classification
and document image segmentation, and show the pro-
posed method performs very well. In addition, we also
examine the performance of the proposed method under
the situation where only the limited number of labeled
examples are available. We show our method can per-
form quite well even in the circumstances.

1. Introduction

With increase of digital images and videos we can
access, ability to recognize visual information is getting
more and more important for content-based information
retrieval. Although, we, humans, can easily analyze and
classify images based on their contents, it is still very
hard for machine to do such tasks, and much research
has been done [3, 7].

Recently, probabilistic topic models, which were
originally developed for text analysis, have been used
for image analysis successfully [2, 5, 6, 13]. Among the
probabilistic topic models, both LDA (Latent Dirichlet
Allocation) [1] and pLSA (probabilistic latent semantic
analysis) [9] are often used for image analysis. Usu-
ally, “topics” which represent contents of an image is

detected based on the underlying probabilistic model,
then image categorization is carried out using topic dis-
tribution as the input feature. Bosch et al. [2] have pro-
posed pLSA-based image classification method, which
is combination of pLSA and k-nearest neighbor (kNN)
classification. They have compared several methods in-
cluding LDA-based method [5], and showed that the
performance of the pLSA-based method is superior to
the others’.

In this paper, we propose an image categorization
method based on the probabilistic topic model. Like [2],
we also use a method based on pLSA model. In
our method, categorization is carried out by evaluat-
ing p(category|data), which is approximated by us-
ing topic distribution. Unlike the kNN-based method,
which relies on Euclid distance in the topic space, our
method is based on more natural (straightforward) use
of topic distribution. We present two types of image cat-
egorization tasks, scene classification and document im-
age segmentation, and show the proposed method can
outperform pLSA+kNN method. In this paper we also
examine the performance of the proposed method under
the situation where only the small number of labeled
training samples are available. We show our method
can perform quite well even in the circumstances.

2. PLSA model for image analysis

2.1. Probabilistic latent semantic analysis

Probabilistic Latent Semantic Analysis (pLSA) is a
generative statistical model for text analysis [9]. The
model is used to discover topics in a document with
the bag-of-words document representation, where spa-
tial relationships between words are ignored.

Let D be a collection of N documents D =
{d1, . . . , dN}. Each document d is a set of words. A
word w is an element of the vocabulary w ∈ W =
{w1, . . . , wV }. Additionally, there is a hidden (latent)
topic variable z ∈ Z = {z1, . . . , zT } associated with
each occurrence of a word w in a document d. The
pLSA model is parameterized by p(w|z) and p(z|d).
The document is generated as follows:

1. A document d is selected with probability p(d).
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2. For each word in the document, a topic z is se-
lected with p(z|d).

3. A word w is generated with probability p(w|z).

It is assumed that the distribution of words given a la-
tent topic z, p(w|z) is conditionally independent of the
document. Marginalizing over topics z, following joint
probability is obtained.

p(w, d) = p(d)
∑

z∈Z

p(w|z)p(z|d), (1)

2.2. Model learning

The model parameters p(w|z) and p(z|d) are esti-
mated by maximizing the data log-likelihood using an
Expectation Maximization (EM) algorithm [4]. The
log-likelihood is given by

L =
∑

d∈D

∑

w∈W

n(w, d) log p(w, d) (2)

where n(w, d) is the number of occurrences of a word
w in document d. The EM algorithm for estimating pa-
rameters of pLSA is as follows :
E-Step:

p(z|w, d) =
p(w|z)p(z|d)∑

z∈Z p(w|z)p(z|d)
(3)

M-Step:

p(w|z) =

∑
d∈D n(w, d)p(z|w, d)∑

w∈W

∑
d∈D n(w, d)p(z|w, d)

(4)

p(z|d) =

∑
w∈W n(w, d)p(z|w, d)∑

z∈Z

∑
w∈W n(w, d)p(z|w, d)

(5)

With the training procedure described above, pa-
rameters p(w|z) and p(z|d) are estimated. When a
novel document dnew is given, assuming p(w|z)s are
unchanged, the remaining unknown set of parameters
p(z|dnew) are obtained by the following “folding-in”
method :
E-Step:

p(z|w, dnew) =
p(w|z)p(z|dnew)∑

z∈Z p(w|z)p(z|dnew)
(6)

M-Step:

p(z|dnew) =

∑
w∈W n(w, dnew)p(z|w, dnew)∑

z∈Z

∑
w∈W n(w, dnew)p(z|w, dnew)

(7)
where p(w|z) is kept fixed.

2.3. Image representation

To apply the pLSA model to images, visual words
should be detected based on the image feature extrac-
tion. The image representation, which consists of a set
of visual words, is derived through extracting feature
points in an image, and then describing the appearance
around the feature points.

In this research, Harris-affine interest point detec-
tor [12] and SIFT (Scale Invariant Feature Transform)
descriptor [11] are used for feature extraction. The
Harris-affine detector relies on the combination of cor-
ner points detected thorough Harris corner detection [8],
multi-scale analysis through Gaussian scale-space and
affine normalization using an iterative affine shape
adaptation algorithm [10]. The SIFT descriptor is de-
rived from windowed histograms of gradient magni-
tudes at varying locations and orientations, normalized
to correct for contrast and saturation effects. This ap-
proach provides some invariance to lighting and poses
changes. We use 128 dimensional SIFT descriptor1.

To define pLSA model on images, visual analogues
of a word is needed. The visual vocabulary is obtained
by vector quantization of image features. We use k-
means algorithm for vector quantization. Each cluster
is treated as a visual word.

3. Image categorization via pLSA model

3.1. Image categorization by estimating condi-
tional probability

Applying the probabilistic topic model, we can ex-
tract topic distribution from “documents”. Typical
method for categorization is to use k-nearest neighbor
(kNN) classifier. When a novel “document” is given,
kNN selects k nearest neighbors of the document based
on the Euclidean distance. In this method, topic distri-
bution is treated as just a T -dimensional feature vector.
In this paper, we propose another categorization method
based on more natural use of the topic distribution. Our
goal is to categorize a given (novel) document dnew.
For that purpose, what we need is the conditional prob-
ability p(category|dnew). In our method, we approxi-
mate the conditional probability. Let c be an element of
a set of possible categories {1, 2, · · · , C}. p(c|dnew) is
given as :

p(c|dnew) =
∑

z∈Z

p(z|dnew)p(c|z) (8)

where we assume p(c, z|d) = p(c|z) holds for any doc-
ument d. For novel document dnew, p(z|dnew) is ob-
tained by fold-in procedure described in 2.2. p(c|z) is
estimated from labeled examples as follows :

p(c|z) ∝ p(z|c)p(c) (9)
1In the experiments of this paper, we used the software which can

be obtained from Visual Geometry Group of Oxford University.



We approximate p(z|c), p(c) as follows:

p(c) ≈
Nc

N
, p(z|c) ≈

1

Nc

∑

{i|category(di)=c}

p(z|di)

(10)
where Nc is the number of documents of category c,
and N is the total number of examples.

3.2. Experimental results

To examine the effectiveness of the proposed
method, two kinds of image categorization tasks are
carried out; one is scene image classification using Cal-
tech101 [6] data set (Caltech image) and the other is
the content-based document image segmentation (Doc-
ument). In our experiments, the numbers of topics (T )
for Caltech image and Document are 10 and 20, respec-
tively.
Experiment 1 (Caltech images): Experiments of scene
image classification were carried out using Caltech 101
data set. The categories we used are airplanes, faces,
leopards and motorbikes. We treat each image as a
“document”. Our goal with this dataset is classify-
ing “document” to its correct category. The number
of training and testing “documents” are 200 and 400,
respectively. In the experiment, we examine the fol-
lowing methods: [pLSA+CP] the proposed method,
[pLSA+kNN] kNN-based classification after topic dis-
covery based on pLSA, [pLSA+SVM] SVM classifier
is trained after topic discovery, [kNN] kNN classifier
is used for vocabulary histogram, [SVM] SVM is used
for vocabulary histogram. The vocabulary histogram is
normalized so that the total number of words is 1. The
results are shown in Fig.1-(a). As the figure shows, the
proposed method outperforms the others.
Experiment 2 (Document image): Another kind of
categorization task is examined. A document can be di-
vided into “parts”, which have same kind of contents. In
the experiment, we collected scanned images of mathe-
matical formulas, printed Japanese, printed English and
hand written texts from scientific papers. In addition
these categories, Caltech101 data set is used as a pic-
ture category. After image feature extraction by SIFT
detector and descriptor, grouping of the feature points
is carried out based on their spatial proximity. In this
experiment, each group, which is represented as a set
of visual words, is treated as a “document”. For group-
ing of feature points k-means clustering method is used.
Throughout our experiments with this dataset, the “doc-
ument” categories we consider are {printed Japanese,
printed English, math formula, handwritten Japanese,
pictures }. The number of training and testing “doc-
uments” are 500 and 2,500, respectively. The results
are shown in Fig.1-(b). Several classification methods
performed equally well for this segmentation task. As
the figure shows, the proposed method is one of the
winners. In Fig.1-(e)–(g) show segmentation results by

pLSA+CP when the document line is treated as a “doc-
ument”.

4. Image categorization by learning from
small number of labeled examples

Usually, one of the most difficult tasks for devel-
oping accurate image classifier using machine learning
techniques is to gather sufficient amount of labeled ex-
amples. Practically, classification method that can be
learnt from small number of labeled examples is desir-
able. While collecting many labeled examples is very
hard, it is relatively easy to collect many unlabeled ex-
amples. As for the pLSA-based classification methods,
as described in 2.2, topic distribution for each document
is given by (unsupervised) learning from unlabeled ex-
amples. Even if the number of the labeled examples
is limited, discovering topic distribution could be made
possible without problems. In this section, we exam-
ine the performance of the proposed method under the
limited number of labeled examples. In the experi-
ments, scene image classification (Caltech image) and
the document image segmentation (Document image)
were carried out as before. The following two learn-
ing procedures from limited number of labeled exam-
ples were examined:
( i ) From the whole data, small number of examples
are sampled and labeled. In the experiments, for each
category, same number of documents are sampled. Both
topic discovery and categorization are tried using the la-
beled samples.
( i i ) Unlike ( i ), topic distribution is calculated using
both labeled and unlabeled examples. Classifiers are
obtained based on the labeled examples.

We have investigated the performance of the sev-
eral categorization methods, which are obtained by the
above two types of learning procedures. We have tried
pLSA+CP, pLSA+kNN and pLSA+SVM. In Fig.1-
(c)–(d), classification results are shown under varying
number of labeled examples provided. As the figure
shows, the proposed method (pLSA+CP) performs well
enough even if very limited number of labeled examples
are available.

5. Conclusions

In this paper an image categorization method based
on topic discovery is proposed. Our method is based
on more natural use of the topic distribution, which
is derived by using pLSA model. Categorization
is carried out by estimating conditional probability
p(category|data). Through two types of image catego-
rization experiments (scene classification and document
image segmentation), we show the proposed method
performs very well. In addition, we also examine the
performance of the proposed method under the situa-
tion where only the limited number of labeled examples
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Figure 1. Classification results.

are available. We show our method can perform quite
well even in the circumstances.
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