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\textbf{abstract}

In this paper, we axiomatically introduce fuzzy multi-measures on bounded lattices. In particular, we make a distinction between four different types of fuzzy set multi-measures on a universe $X$, considering both the usual or inverse real number ordering of this lattice and increasing or decreasing monotonicity with respect to the number of arguments. We provide results from which we can derive families of measures that hold for the applicable conditions in each case.

\section{1. Introduction}

Modern measure theory began to take shape in the late nineteenth century. Stolz and Harnack in 1884 and Cantor in 1885 defined the measure of a bounded set of $\mathbb{R}$ and a bounded set of $\mathbb{R}^n$, respectively. These measures have the disadvantage that the measure of the union of two disjoint sets can be smaller than the sum of the measures of the sets. This problem was solved in the case of finite unions when Peano and Jordan in 1890 introduced the notion of measurable set. However, this was not completely satisfactory, because, for example, the set of rational numbers in a bounded interval is not measurable. These difficulties were overcome when Borel \cite{7} extended the class of measurable sets establishing a model in which the measure is countably additive. Lebesgue \cite{34} followed up Borel's theory and related it to integration theory. When a measure is bounded on $[0,1]$ and assigns the value 1 to the universal set, then not only can it be used to estimate the size of a set, but it also provides a model to measure the probability of an event occurring. The concept of probability measure was defined by Kolmogorov \cite{32} in 1933.

More than fifty years after the establishment of classical measure theory, the additivity requirement was questioned, and less restrictive theories began to emerge. For instance, Choquet presented the theory of capacities in 1954 \cite{13}, which calls into question the classical concept of measure since capacities are increasing and continuous set functions. In the context of probability theory, the Dempster–Shafer or evidence theory \cite{16,48} was developed in the second half of the twentieth century considering belief measures, which substitute the additivity requirement with superadditivity, and plausibility measures, which use subadditivity. Possibility measures \cite{56} which are special plausibility measures, and the associated necessity measures, which are special belief measures, arose in the context of fuzzy sets, introduced by Zadeh in 1965 \cite{54,18,19}.

Fuzzy set theory provided a framework in which new models of measurement were developed, even for measuring vague concepts. Thus, Sugeno introduced the fuzzy measure and fuzzy integral in 1974 \cite{49}, Ralescu and Adams \cite{45} generalized these concepts to the case that the value a fuzzy measure can be infinite, Kruse \cite{33}, Wang \cite{52} and Liu \cite{36} studied some structural characteristics of fuzzy measures and proved several convergence theorems for fuzzy integrals, whereas Bassanezi and Greco \cite{2} studied the representability of functionals defined on fuzzy sets by fuzzy measures. Sugeno's theory was used in knowledge-based systems that require a subjective evaluation for a family of non-fuzzy events
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Up to now, we have referred to measures as functions with only one argument. Nevertheless there are measurable properties, like similarity and inclusion measures [24,55], and overlap functions [8], that involve two elements, thus requiring functions with two arguments. Moreover, there are also properties that can refer to more than two or even a variable number of elements; for example, we might want to study the incompatibility of several sets or predicates in systems modeling with more than one source of information. Therefore, it is worthwhile building a broader measurement model that could be applied to a variable number of arguments. Different theoretical developments of multi-argument functions are reported in the literature, such as the thoroughly researched aggregation functions [3,9,50,20]. It is well-known that some aggregation functions can be seen as fuzzy integrals with respect to a system of fuzzy measures. This is the case of the arithmetic mean, which is the Choquet integral with respect to an additive and symmetric fuzzy measure. More recently, the class of basic generated universal fuzzy measures has been introduced by Mesiar et al. [39,40]. The integrals associated with this class of fuzzy measures include the generated OWA operators and the generated basic mean, which is the Choquet integral with respect to an additive fuzzy measure. More recently, the class of basic generating measures defined or with their values on general lattices. Noteworthy in this regard are investigations by Greco [22], Qiao [44], Klement and Weber [31], and Liu and Zhang [37].

This paper, which further develops ideas first reported in [10], introduces a generalized model of fuzzy measures with multiple arguments defined on lattices, and it includes aggregation functions as a particular case. We have previously introduced and studied several measures in the field of fuzzy and Atanassov's sets, in particular contradiction measures [12,14] and incompatibility measures [11]. In both cases, we defined a mathematical model for functions with just two arguments. Now, we again address the fuzzy concept of incompatibility, but this time as part of a multi-argument function model that captures our previous research. Additionally, and as an instrument for modeling other fuzzy concepts, such as compatibility and suppleness, we address new measures.

From the viewpoint of their application, we might want to know, for example, how compatible and how supplementary a new measures. [49], but today's systems often require the subjective and objective evaluation for a class of fuzzy events. This motivated authors such as Klement [29] and Qiao [43] to investigate fuzzy measures defined on fuzzy sets. Moreover, the concept of fuzzy measure was generalized considering measures defined or with their values on general lattices. Noteworthy in this regard are investigations by Greco [22], Qiao [44], Klement and Weber [31], and Liu and Zhang [37].

2. Multi-argument fuzzy measures on lattices

Let \( L = (L, \leq L, 0 L, 1 L) \) be a bounded lattice [5,6] whose minimum and maximum elements are denoted by 0 and 1, respectively. For each \( n \in \mathbb{N} \), let us consider the set

\[
L^n = \{(a_1, \ldots, a_n) | a_i \in L, \forall i \in \{1, \ldots, n\}\}
\]

and the order relation \( \leq L \) induced by \( \leq L \), that is, given \( \bar{a} = (a_1, \ldots, a_n), \bar{b} = (b_1, \ldots, b_n) \in L^n \),

\[
\bar{a} \leq L \bar{b} \iff a_i \leq b_i, \forall i \in \{1, \ldots, n\}.
\]

We have that \( L^0 \) with the order relation \( \leq L \) is also a bounded lattice, whose minimum element is \( 0_{L^0} = (0, 0, \ldots, 0) \) and whose maximum element is \( 1_{L^0} = (1, 1, \ldots, 1) \). We say that \( L^n = (L^n, \leq L, 0_{L^n}, 1_{L^n}) \) is induced by \( L \). Moreover, if \( L \) is complete, then \( L^n \) is also complete.

We denote the bounded and complete lattice of real numbers \([0,1], \leq, 0, 1\) which is used throughout the paper, by \( \mathbb{R} \).

Definition 2.1. Given a bounded lattice \( L = (L, \leq L, 0 L, 1 L) \), the lattice \( L^n \) induced by \( L \), for a fixed \( n \in \mathbb{N} \), and the lattice of real numbers \( \mathbb{R} \), a map \( M: L^n \to [0,1] \) is said to be a fuzzy measure on \( L^n \) or a fuzzy n-measure on \( L \) (or on \( L^n \)), if it satisfies:

1. (i) \( M(0 L^n) = 0 \) and \( M(1 L^n) = 1 \) (boundary conditions).
2. (ii) \( M \) is increasing with respect to the orders of the lattices \( L^n \) and \( \mathbb{R} \), that is, if \( \bar{a}, \bar{b} \in L^n \) such that \( \bar{a} \leq L \bar{b} \), \( M(\bar{a}) \leq M(\bar{b}) \) (monotonicity condition).

If \( n = 1 \) then \( M \) is said to be a fuzzy measure on \( L \) (or on \( L \)).

We can extend the definition of fuzzy measure by considering any number of arguments as follows.

Definition 2.2. Let \( L = (L, \leq L, 0 L, 1 L) \) be a bounded lattice and let \( L^n \) be the lattice induced by \( L \), for each \( n \in \mathbb{N} \). A map \( M: L^n \to [0,1] \) is said to be a multi-argument fuzzy measure on fuzzy multi-measure on \( L \) (or on \( L^n \)) if, for each \( n \in \mathbb{N} \), the function \( M \) restricted to \( L^n \), \( M_{|L^n} \), is a fuzzy n-measure. Moreover,

1. (iii) \( M \) is increasing with respect to the argument \( n \) or \( n \)-increasing if \( M(a_1, \ldots, a_n) \leq M(a_1, \ldots, a_{n-1}, a_{n+1}) \) holds for all \( n \in \mathbb{N} \) and for all \( a_1, \ldots, a_{n-1}, a_{n+1} \in L \).
2. (iv) \( M \) is decreasing with respect to the argument \( n \) or \( n \)-decreasing if \( M(a_1, \ldots, a_n) \geq M(a_1, \ldots, a_{n-1}, a_{n+1}) \) holds for all \( n \in \mathbb{N} \) and for all \( a_1, \ldots, a_{n-1}, a_{n+1} \in L \).

Remark 2.3. If \( M \) is a fuzzy multi-measure on \( L \), note that:

1. \( M \) is \( n \)-increasing (or dimension increasing) if and only if \( M(a_1, \ldots, a_n) \leq M(a_1, \ldots, a_{n-1}, b_{n-1}, \ldots, b_m) \) holds for all \( (a_1, \ldots, a_n) \in L^n, (b_1, \ldots, b_m) \in L^m \) and \( n, m \in \mathbb{N} \).
2. \( M \) is \( n \)-decreasing (or dimension decreasing) if and only if \( M(a_1, \ldots, a_n) \geq M(a_1, \ldots, a_{n-p}, b_1, \ldots, b_p) \) holds for all \( (a_1, \ldots, a_n) \in L^n, (b_1, \ldots, b_p) \in L^p \) and \( n, m \in \mathbb{N} \).

**Example 2.4.** Let \( X \) be a non-empty and finite set, and let \( \mathcal{P}(X) \) denote the set of all subsets of \( X \), that is, the power set of \( X \). Consider the bounded lattice \( (\mathcal{P}(X), \subseteq, \emptyset, X) \), which is, in fact, a Boolean algebra, and let us define two multi-argument fuzzy measures on \( \mathcal{P}(X) \).

(a) Let \( M_l : \bigcup_{n \in \mathbb{N}} \mathcal{P}(X)^n \rightarrow [0,1] \) be the map defined for each \( (A_1, \ldots, A_n) \in \mathcal{P}(X)^n \) as

\[
M_l(A_1, \ldots, A_n) = \left| \frac{A_1 \cap \cdots \cap A_n}{|X|} \right|
\]

where \( |A| \) means cardinal of the set \( A \). Then \( M_l \) satisfies:

(i) \( M_l(\emptyset, \ldots, \emptyset) = 0 \) for all \( n \)-tuples of empty sets; and \( M_l(X, \ldots, X) = 1 \) for all \( n \)-tuples of coordinates \( X \).

(ii) For each \( n \in \mathbb{N}, M_l(A_1, \ldots, A_n) \subseteq M_l(B_1, \ldots, B_n) \) holds provided \( A_i, B_i \in \mathcal{P}(X) \) satisfy \( A_i \subseteq B_i \) for each \( i \in \{1, \ldots, n\} \).

(iii) \( M_l(A_1, \ldots, A_n, A_{n+1}) \subseteq M_l(A_1, \ldots, A_n) \) for all \( A_1, \ldots, A_n, A_{n+1} \in \mathcal{P}(X) \) and \( n \in \mathbb{N} \).

Hence, \( M_l \) is an \( n \)-decreasing multi-argument fuzzy measure on \( \mathcal{P}(X) \). \( M_l \) provides an estimate of the relative size, compared with the universal set, of the intersection of any finite family of subsets.

(b) Let \( M_u : \bigcup_{n \in \mathbb{N}} \mathcal{P}(X)^n \rightarrow [0,1] \) be the map defined for each \( (A_1, \ldots, A_n) \in \mathcal{P}(X)^n \) as

\[
M_u(A_1, \ldots, A_n) = \left| \frac{A_1 \cup \cdots \cup A_n}{|X|} \right|
\]

Then, \( M_u \) also satisfies axioms (i) and (ii) of fuzzy \( n \)-measure for each \( n \in \mathbb{N} \) and, also, axiom (iii). Therefore \( M_u \) is an \( n \)-increasing multi-argument fuzzy measure on \( \mathcal{P}(X) \). \( M_u \) provides an estimate of the relative size, compared with the universal set, of the union of any finite family of subsets.

**Example 2.5.** Any aggregation function is a fuzzy multi-measure on \( \mathcal{P}(X) \).

**Example 2.6.** A multi-argument fuzzy measure \( M \) on a bounded lattice \( \mathcal{L} = (L, \leq, 0, 1, 1) \) is symmetric if, for each \( n \in \mathbb{N} \), the function \( M_j \) is symmetric, that is, \( M_j(a_1, \ldots, a_n) = M_j(a_{n+1}, \ldots, a_{n+1}) \) holds for any \( \pi \in S_n \) and for any \( (a_1, \ldots, a_n) \in L^n \).

**Example 2.7.** The maps \( M_l \) and \( M_u \) defined in Example 2.4 are both symmetric fuzzy multi-measures on \( \mathcal{P}(X) \).

**Example 2.8.** Let us illustrate the property of symmetry with some aggregation functions:

(a) The functions \( \text{Max}, \text{Min} : \bigcup_{n \in \mathbb{N}} [0,1]^n \rightarrow [0,1] \) defined as \( \text{Max} (a_1, \ldots, a_n) = \max(a_1, \ldots, a_n) \) and \( \text{Min} (a_1, \ldots, a_n) = \min(a_1, \ldots, a_n) \) for each \( (a_1, \ldots, a_n) \in [0,1]^n \), are symmetric fuzzy multi-measures on \( \mathcal{L} \).

(b) For each \( k \in \mathbb{N} \setminus \{1\} \), let \( A_k : \bigcup_{n \in \mathbb{N}} [0,1]^n \rightarrow [0,1] \) be the function defined for each \( (a_1, \ldots, a_n) \in [0,1]^n \) as

\[
A_k(a_1, \ldots, a_n) = a_1 \prod_{i=1}^n a_i^k.
\]

Then \( \{A_k\}_{k \in \mathbb{N} \setminus \{1\}} \) is a one-parameter family of non-symmetric fuzzy multi-measures on \( \mathcal{L} \).

(c) For each \( i, k \in \mathbb{N} \setminus \{1\} \), let \( A_{ik} : \bigcup_{n \in \mathbb{N}} [0,1]^n \rightarrow [0,1] \) be a function defined, for each \( (a_1, \ldots, a_n) \in [0,1]^n \), by

\[
A_{ik}(a_1, \ldots, a_n) = \begin{cases} 
\prod_{i=1}^n a_i^k & \text{if } n \leq i, \\
\prod_{j=1}^n a_j & \text{if } n > i.
\end{cases}
\]

Then \( \{A_{ik}\}_{i \in \mathbb{N}, k \in \mathbb{N} \setminus \{1\}} \) is a two-parameter family of non-symmetric fuzzy multi-measures on \( \mathcal{L} \).

Other fuzzy \( n \)- or multi-measures can be constructed by composing a fuzzy \( n \)- or multi-measure with an appropriate function, as shown by the following result, which, although trivial, is useful for this purpose. To do this, we use the set \( \{\phi : [0,1] \rightarrow [0,1] \mid \phi \text{ is an increasing bijection}\} \).

**Proposition 2.9.** Let \( \mathcal{L} = (L, \leq, 0, 1) \) be a bounded lattice. If \( M \) is a fuzzy measure on \( L^n \), or a fuzzy multi-measure on \( \mathcal{L} \), then for all \( \phi \in \mathcal{L} \), the composition \( \phi \circ M \) is a fuzzy measure on \( L^n \) or, respectively, a fuzzy multi-measure on \( \mathcal{L} \).

According to the following result whose proof is straightforward, aggregation functions defined on \( [0,1] \) in the same way as on any lattice provide two ways to construct fuzzy multi-measures from a given fuzzy measure. One way is to aggregate measures of lattice elements, whereas the other is to measure the aggregation of lattice elements.

**Proposition 2.10.** Let \( \mathcal{L} = (L, \leq, 0, 1) \) be a bounded lattice and \( m : L \rightarrow [0,1] \) be a fuzzy measure on \( \mathcal{L} \), it holds that:

1. If \( M \) is a fuzzy multi-measure on \( \mathcal{L} \), then \( M \circ m : \bigcup_{n \in \mathbb{N}} L^n \rightarrow [0,1] \), defined for each \( (a_1, \ldots, a_n) \in L^n \) by

\[
M \circ m(a_1, \ldots, a_n) = M(m(a_1), \ldots, m(a_n)),
\]

is a fuzzy multi-measure on \( \mathcal{L} \). Moreover, if \( M \) is an aggregation function, then \( M \circ m = m \circ a \) for all \( a \in L \).

2. If \( \mathcal{F} : \bigcup_{n \in \mathbb{N}} L^n \rightarrow L \) is a multi-argument function such that \( \mathcal{F}(0, \ldots, 0) = 0, \mathcal{F}(1, \ldots, 1) = 1 \), and \( \mathcal{F}(a_1, \ldots, a_n) \subseteq \mathcal{F}(b_1, \ldots, b_n) \) whenever \( a_i \leq b_i \) for each \( i \in \{1, \ldots, n\} \) and for all \( n \in \mathbb{N} \), then the multi-argument function \( M \circ \mathcal{F} : \bigcup_{n \in \mathbb{N}} L^n \rightarrow [0,1] \), defined for each \( (a_1, \ldots, a_n) \in L^n \) by

\[
M \circ \mathcal{F}(a_1, \ldots, a_n) = m(\mathcal{F}(a_1, \ldots, a_n)),
\]

is a fuzzy multi-measure on \( \mathcal{L} \). Moreover, if \( \mathcal{F} = a \) for all \( a \in L \), then \( M \circ \mathcal{F} = m \circ a \) for all \( a \in L \).

**Example 2.11.** Let us illustrate the methods in Proposition 2.10 with some examples.

(a) If \( \mathcal{N}_3 \) denotes the set of the first \( n \) natural numbers, consider the particular case \( \mathcal{L} = (1, 2, 3) \) and the power set of \( \mathcal{N}_3 \) with the order \( \subseteq \), thus \( (\mathcal{P}(\mathcal{N}_3), \subseteq, 0, 3) \) is a bounded lattice. Let \( \nu : \mathcal{P}(\mathcal{N}_3) \rightarrow [0,1] \) be the map defined according to the arrange-
From here, by means of an aggregation function $A$, we can define the fuzzy multi-measure $M_A : \mathcal{P}(\mathcal{N}_3)^n \to [0,1]$ defined for each $(A_1, \ldots, A_n) \in \mathcal{P}(\mathcal{N}_3)^n$ by

$$M_A(A_1, \ldots, A_n) = A(v(A_1), \ldots, v(A_n)).$$

Let us examine different types of fuzzy multi-measures defined by several aggregation functions.

1. If $A = \max$ or $A = \min$, then $M_A$ is a symmetric fuzzy multi-measure on $\mathcal{P}(\mathcal{N}_3)$.

2. For each $k \in \mathbb{N} \setminus \{1\}$, let $A_k$ be given in Example 2.8, where $A_k(a_1, \ldots, a_n) = a_k \bigwedge_{i \neq k} a_i$ for each $(a_1, \ldots, a_n) \in [0,1]^n$. Then $M_{A_k}$ is a non-symmetric fuzzy multi-measure on $\mathcal{P}(\mathcal{N}_3)$.

b) The mappings $M_f$ and $M_d$ given in Example 2.4 can be obtained by means of the map $m : \mathcal{P}(X) \to [0,1]$ defined by $m(A) = \mu_{\mathbb{R}}$ for all $A \in \mathcal{P}(X)$, that is, a fuzzy measure on $\mathcal{P}(X)$. Indeed:

1. Consider the multi-argument function $M : \mathcal{P}(\mathcal{N}_3) \to [0,1]$ defined for each $(A_1, \ldots, A_n) \in \mathcal{P}(\mathcal{N}_3)^n$ by $M(A_1, \ldots, A_n) = A_1 \cap \ldots \cap A_n$.

   - For all $(A_1, \ldots, A_n) \in \mathcal{P}(\mathcal{N}_3)^n$ holds that:
     $$M(A_1, \ldots, A_n) = m(I(A_1, \ldots, A_n)) = M_I(A_1, \ldots, A_n).$$

2. Consider the multi-argument function $M : \mathcal{P}(\mathcal{N}_3) \to [0,1]$ defined for each $(A_1, \ldots, A_n) \in \mathcal{P}(\mathcal{N}_3)^n$ by $M_I(A_1, \ldots, A_n) = A_1 \cup \ldots \cup A_n$.

   - For all $(A_1, \ldots, A_n) \in \mathcal{P}(\mathcal{N}_3)^n$ holds that:
     $$M_I(A_1, \ldots, A_n) = m(U(A_1, \ldots, A_n)) = M_U(A_1, \ldots, A_n).$$

In what follows, we study the particular instance of multi-measures on lattices of fuzzy sets. Given $X \neq \emptyset$, we consider the set of membership functions of the fuzzy sets on $X$, $[0,1]^X = \{ \mu_X : [0,1] \to [0,1] \}$, with an order relation $\leq$ such that $\mathcal{L} = ([0,1]^X, \leq, \mu, \mu_c)$ is a bounded lattice, where $\mu$ and $\mu_c$ denote the minimum and maximum elements, respectively. For each $n \in \mathbb{N}$, if $\mathcal{L}_n$ denotes $[0,1]^n$, $\mathcal{L}$ induces the bounded lattice $\mathcal{L}_n = (\mathbb{R}_+^n, \leq, \mu, \mu_c)$ as $\mathbb{R}_+^n = (0,1]^n$ is a bounded lattice, where $\mu$ and $\mu_c$ denote the minimum and maximum elements, respectively. Thus, a fuzzy multi-measure on $\mathcal{L}$ is a multi-argument function $M : \mathcal{L}_n \to [0,1]$ such that:

- $M(\mu_1) = 0$ and $M(\mu_c) = 1$; and
- $M(\mu_1) \leq M(\mu_c)$ holds for all $\mu_1, \mu_c \in \mathbb{R}_+^n$ such that $\mu_1 \leq \mu_c$.

### 3. Fuzzy multi-measures on lattice $([0,1]^X, \leq)$

In this section, we deal with multi-measures on $[0,1]^X$ with the order induced by the usual order of real numbers, which is denoted in the same way, that is, given $\mu, \sigma \in [0,1]^X$, $\mu \leq \sigma$ if and only if $\mu(x) \leq \sigma(x)$ for all $x \in X$. In this case, $\mu_1 = \mu_a$, $\mu_c = \mu_b$, and $\mu_o = \mu_k$ where $\mu_k(x) = 0$ and $\mu_o(x) = 1$ for all $x \in X$. Thus $\mathcal{L} = ([0,1]^X, \leq, \mu_a, \mu_b)$, and we denote concisely $\mathcal{L} := ([0,1]^X, \leq, \mu, \mu_c)$.

Let us look at two types of multi-measures on $([0,1]^X, \leq)$: multi-measures that evaluate how compatible a set of fuzzy sets is and multi-measures that evaluate how supplementary the set is. Remember that, in classical logic, two statements are compatible if they can both be true at the same time. As we can identify a statement on a universe $X$ with the set of elements of $X$ that satisfy that statement, we can translate this concept to set theory: $A, B \subseteq X$ are compatible if $A \cap B \neq \emptyset$. On the other hand, supplementarity can, in a sense, be understood as a symmetric property of incomparability: $A$ and $B$ are supplementary if $A \cap B = \emptyset$. These concepts are extended to the fuzzy set framework and studied in the following sections.

#### 3.1. Compatibility multi-measures on fuzzy sets

In order to define compatible fuzzy sets, we need a function that models the intersection of fuzzy sets, that is, a t-norm. Remember that a t-norm $[1,30,47]$ is a binary aggregation function $T$ on the unit interval $[0,1]$, which is commutative, associative, monotone increasing with respect to the usual order on the real line, and whose neutral element is 1. Some of the main t-norms are the so-called Lukasiewicz, product and minimum t-norms, which are defined, respectively, by $T(a,b) = \max(0,a+b-1)$, $T(a,b) = a \cdot b$ and $T(a,b) = \min(a,b)$, for each $a, b \in [0,1]^2$.

Since a t-norm $T$ is associative and commutative, then it also defines a symmetric multi-argument function on $[0,1]^n$, which is also defined by $T$ and thus a symmetric fuzzy multi-measure on $[0,1]^n$, as follows:

- $T(a_1, \ldots, a_n) = T(\mu_1, \ldots, \mu_n)$ for all $a_i \in [0,1]$; and
- $T(a_1, \ldots, a_n) = T(\mu_1, \ldots, \mu_n)$ for all $n > 1$. This multi-argument function $T$ is also designated t-norm. Note that $T$ is $n$-decreasing. Furthermore, $T$ defines a multi-argument function on $[0,1]^X$, which, since there is no risk of confusion thanks to the context, we denote by the same letter, as follows: $T : \mathcal{L}_n \to [0,1]$ such that, for each $(\mu_1, \ldots, \mu_n) \in \mathcal{L}_n$ and $(\bar{\mu}_1, \ldots, \bar{\mu}_n) \in \mathcal{L}_n$, $T(\mu_1, \ldots, \mu_n) = T(\bar{\mu}_1, \ldots, \bar{\mu}_n)$.

As in the classical case, given a t-norm $T$, two fuzzy sets on $X$, or their membership functions $\mu, \sigma \in [0,1]^X$, are T-compatible if there exists $x \in X$ such that $T(\mu(x), \sigma(x)) \neq 0$, or, equivalently, if $T(\mu(x), \sigma(x)) > 0$. This can be similarly generalized as follows.

**Definition 3.1.** Given $X \neq \emptyset$ and a t-norm $T$, the set $\{\mu_1, \ldots, \mu_n\} \subset [0,1]^X$ is said to be T-compatible if $T(\mu_1, \ldots, \mu_n) = \mu_0$.

Observe that $\{\mu\} \subset [0,1]^X$ is T-compatible if and only if $\mu = \mu_0$ since $T(\mu) = \mu$.

The following definition determines the conditions that a multi-argument function must satisfy to fittingly assign a degree of compatibility to every $\{\mu_1, \ldots, \mu_n\} \subset [0,1]^X$.

**Definition 3.2.** Let $T$ be a t-norm and $X \neq \emptyset$. A function $C : \mathcal{L}_n \to [0,1]$ is a T-compatibility multi-measure on $[0,1]^X$ if it is a symmetric and $n$-decreasing fuzzy multi-measure on $[0,1]^X$ satisfying $C(\mu_1, \ldots, \mu_n) = 0$, provided that $\{\mu_1, \ldots, \mu_n\} \subset [0,1]^X$ is not T-compatible.

The following equivalent definition lists five axioms that characterize the compatibility multi-measures.
Definition 3.2. Let $T$ be a t-norm and $X = \emptyset$. A function $c : \cup_{n \in \mathbb{N}} [0,1]^X \rightarrow [0,1]$ is a $T$-compatibility multi-measure on $[0,1]^X$ if it satisfies, for each $n \in \mathbb{N}$,

1. $c(\mu_1, \ldots, \mu_n) = 1$.
2. $c(\mu_1, \ldots, \mu_n) = 0$ for all $\{\mu_1, \ldots, \mu_n\} \subset [0,1]^X$ such that $T(\mu_1, \ldots, \mu_n) = 0$.
3. $c(\mu_1, \ldots, \mu_n) = c(\mu_1, \ldots, \mu_{n-1})$ holds for all $\mu \in [0,1]^X$.
4. Given $\mu_1, \ldots, \mu_n, \sigma_1, \ldots, \sigma_n \in [0,1]^X$, if $\mu_i \leq \sigma_i$ holds for all $i \in \{1, \ldots, n\}$, then $c(\mu_1, \ldots, \mu_n) \leq c(\sigma_1, \ldots, \sigma_n)$.
5. $c(\mu_1, \ldots, \mu_n) \in [0,1]^X$.

If $c$ satisfies axioms 1-4 for some fixed $n \in \mathbb{N}$, we say that $c$ is a $T$-compatibility $n$-measure on $[0,1]^X$. If $n = 2$ we simply say that $c$ is a $T$-compatibility measure.

Following on from Proposition 2.10, some compatibility multi-measures can be constructed as discussed below.

Proposition 3.3. Let $X = \emptyset$. If $T$ and $T_0$ are t-norms and $m : [0,1]^X \rightarrow [0,1]$ is a fuzzy measure on $[0,1]^X$, then the functions $C_{T0} : \cup_{n \in \mathbb{N}} [0,1]^X \rightarrow [0,1]$, defined for each $(\mu_1, \ldots, \mu_n) \in [0,1]^X$, by

- $C_{T0}(\mu_1, \ldots, \mu_n) = 0$ if $T_0(\mu_1, \ldots, \mu_n) = 0$ otherwise $m(T(\mu_1, \ldots, \mu_n))$.

are $T_0$-compatibility multi-measures on $[0,1]^X$.

Proof. Since the functions are piecewise defined, then the exact result cannot be obtained as a particular case of Proposition 2.10. Hence we will check directly that the axioms of compatibility measures are satisfied for the case of $C_{T0}$, the other case is similar.

(c1) $C_{T0}(\mu_1, \ldots, \mu_n) = T(m(\mu_1), \ldots, m(\mu_n)) = T(1, 1, 1)$.

(c2) $C_{T0}$ satisfies axiom c2 by definition.

(c3) As $T$ is symmetric, it follows that $C_{T0}$ is symmetric.

(c4) If $\mu_1, \ldots, \mu_n, \sigma_1, \ldots, \sigma_n \in [0,1]^X$ are such that $\mu_i \leq \sigma_i$ for all $i \in \{1, \ldots, n\}$, we have:

- If $T_0(\sigma_1, \ldots, \sigma_n) = 0$, then $T_0(\mu_1, \ldots, \mu_n) = \mu_0$ since $T_0$ is monotonic increasing; hence $C_{T0}(\mu_1, \ldots, \mu_n) = C_{T0}(\sigma_1, \ldots, \sigma_n) = 0$.
- If $T_0(\sigma_1, \ldots, \sigma_n) \neq 0$, then $C_{T0}(\mu_1, \ldots, \mu_n) \leq C_{T0}(\sigma_1, \ldots, \sigma_n)$ holds either because $T$ is increasing and $m(\mu_i) \leq m(\sigma_i)$ for all $i \in \{1, \ldots, n\}$, or because $T_0(\mu_1, \ldots, \mu_n) = T_0(\sigma_1, \ldots, \sigma_n)$.

(c5) Let $\mu_1, \ldots, \mu_n, \mu_{n+1} \in [0,1]^X$. If $T_0(\mu_1, \ldots, \mu_n) = 0$ then $C_{T0}(\mu_1, \ldots, \mu_{n+1}) = 0 \leq C_{T0}(\mu_1, \ldots, \mu_n)$; otherwise it follows that $C_{T0}(\mu_1, \ldots, \mu_{n+1}) \leq C_{T0}(\mu_1, \ldots, \mu_n)$ from $T$ being $n$-decreasing.

Remark 3.4. Observe that:

1. Even if $T = T_0$, for $C_{T0}$ to be a $T$-compatibility multi-measure, it does not suffice to take $C_{T0}(\mu_1, \ldots, \mu_n) = T(m(\mu_1), \ldots, m(\mu_n))$, but it is necessary to define $C_{T0}$ as 0 on the sets that are not $T_0$-compatible, as is required to satisfy axiom c2. Indeed, consider $T = T_0$ and the function $m : [0,1]^X \rightarrow [0,1]$, defined for each $\mu \in [0,1]^X$ by

$\mu, (\mu) = \sup_{x \in X} \mu(x)$,

which is a fuzzy measure on $[0,1]^X$, if $X = [0,1]$ and $\mu_1, \mu_2 \in [0,1]^X$ such that $\mu_1(x) = x$ and $\mu_2(x) = 1 - x$ for all $x \in [0,1]$, then $T_0(\mu_1, \mu_2) = 0$. However,

$T_0(m_1(\mu_1), m_2(\mu_2)) = T_0(1, 1) = 1$.

2. If $T \leq T_0$ then $C_{T0}(\mu_1, \ldots, \mu_n) = m(T(\mu_1, \ldots, \mu_n))$ for all $(\mu_1, \ldots, \mu_n) \in [0,1]^X$.

If we consider $m = m_0$ in the previous proposition, then we get the following result.

Corollary 3.5. Let $X = \emptyset$ and let $T$ and $T_0$ be t-norms, then the functions $C_{T0}, C_{T0} : \cup_{n \in \mathbb{N}} [0,1]^X \rightarrow [0,1]$, defined for each $(\mu_1, \ldots, \mu_n) \in [0,1]^X$, by

- $C_{T0}(\mu_1, \ldots, \mu_n) = 0$ if $T_0(\mu_1, \ldots, \mu_n) = 0$ otherwise $m(T(\mu_1, \ldots, \mu_n))$.

are $T_0$-compatibility multi-measures on $[0,1]^X$.

Now, let us look at some particular cases of compatibility multi-measures depending on different t-norms. To do this, recall that if $T$ is a t-norm and $\varphi \in A([0,1])$, then the function $T^\varphi : \cup_{n \in \mathbb{N}} [0,1]^X \rightarrow [0,1]$, defined for each $(a_1, \ldots, a_n) \in [0,1]^n$ by $T^\varphi(a_1, \ldots, a_n) = \varphi^{-1}(\varphi(a_1) \cdots \varphi(a_n))$, is also a t-norm. We say that $T^\varphi$ is the t-norm $\varphi$-conjugated with $T$. For each $\varphi \in A([0,1])$ and for all $a_1, \ldots, a_n \in [0,1]$, we have that $T^\varphi(1, \ldots, 1) = \varphi^{-1}(\min\{0, a_1 + \cdots + a_n\} - (n - 1)) = T_0(1, \ldots, 1)$. Now, for all $\varphi \in A([0,1])$, $\varphi \circ \varphi$ and $\varphi \circ \varphi$ are $T_0$-compatibility multi-measures on $[0,1]^X$ and, in particular, so are $c_0^\varphi$ and $c_0^{\varphi \circ \varphi}$.

Corollary 3.6. Consider the t-norm $\varphi$-conjugated with $T_0$, and the t-norm $\varphi$-conjugated with $T_0$ for each $\varphi \in A([0,1])$, and the t-norm $\min$. Given $X = \emptyset$.

1. Let $C_0^\varphi, C_0^{\varphi \circ \varphi} : \cup_{n \in \mathbb{N}} [0,1]^X \rightarrow [0,1]$ be the functions defined, for each $(\mu_1, \ldots, \mu_n) \in [0,1]^X$ and $n \in \mathbb{N}$, by

- $C_0^\varphi(\mu_1, \ldots, \mu_n) = \sup_{x \in X} \varphi(\mu(x)) - (n - 1)$.

Then, for all $\varphi \in A([0,1])$, $\varphi \circ \varphi$ and $\varphi \circ \varphi$ are $T_0$-compatibility multi-measures on $[0,1]^X$ and, in particular, so are $c_0^\varphi$, and $c_0^{\varphi \circ \varphi}$.

2. Let $C_0^c_0^\varphi, C_0^{c_0^\varphi \circ \varphi} : \cup_{n \in \mathbb{N}} [0,1]^X \rightarrow [0,1]$ be the functions defined, for each $(\mu_1, \ldots, \mu_n) \in [0,1]^X$ and $n \in \mathbb{N}$, by

- $C_0^{c_0^\varphi}(\mu_1, \ldots, \mu_n) = \sup_{x \in X} \varphi(\mu(x))$.

Then, for all $\varphi \in A([0,1])$, $\varphi \circ \varphi$ and $\varphi \circ \varphi$ are $T_0$-compatibility multi-measures on $[0,1]^X$ and, in particular, so are $c_0^\varphi$, and $c_0^{\varphi \circ \varphi}$.
The function \( m_\cdot : [0,1]^X \rightarrow [0,1] \), defined for each \( \mu \in [0,1]^X \) by
\[
m_\cdot(\mu) = \inf_{x \in X} \mu(x),
\]
is also a fuzzy measure. Thus, we obtain results that are analogous to those of Corollaries 3.5 and 3.6 replacing supremum with infimum in all cases. Note that, for \( m_\cdot = c_\text{Min} = c_\text{Min}^0 \) holds.

Now, we introduce a new way of measuring the \( T_2 \)-compatibility of \((\mu_1, \ldots, \mu_n)\). Given \((\mu_1, \ldots, \mu_n) \subseteq [0,1]^X\), if \( T_2(\mu_1, \ldots, \mu_n) \neq \mu_0 \) and only if there exists \( x \in X \) such that \( \sum_{i=1}^n \phi(x) > n - 1 \), then a good way to assign a degree of \( T_2 \)-compatibility to \((\mu_1, \ldots, \mu_n)\) might be to fittingly take into account the difference between \( \sum_{i=1}^n \phi(x) \) and \( n - 1 \). Hence, it follows that \( \phi(x) \leq n - 1 \) and this inequality is equivalent to
\[
(\mu_1, \ldots, \mu_n) = \mu_{n+1},
\] and then
\[
\phi(x) = n - 1.
\]

**Remark 3.7.** The function \( m_\cdot : [0,1]^X \rightarrow [0,1] \), defined for each \( \mu \in [0,1]^X \) by
\[
m_\cdot(\mu) = \inf_{x \in X} \mu(x),
\]
is also a fuzzy measure. Thus, we obtain results that are analogous to those of Corollaries 3.5 and 3.6 replacing supremum with infimum in all cases. Note that, for \( m_\cdot = c_\text{Min} = c_\text{Min}^0 \) holds.

Now, we introduce a new way of measuring the \( T_2 \)-compatibility of \((\mu_1, \ldots, \mu_n)\). Given \((\mu_1, \ldots, \mu_n) \subseteq [0,1]^X\), if \( T_2(\mu_1, \ldots, \mu_n) \neq \mu_0 \) and only if there exists \( x \in X \) such that \( \sum_{i=1}^n \phi(x) > n - 1 \), then a good way to assign a degree of \( T_2 \)-compatibility to \((\mu_1, \ldots, \mu_n)\) might be to fittingly take into account the difference between \( \sum_{i=1}^n \phi(x) \) and \( n - 1 \). Hence, it follows that \( \phi(x) \leq n - 1 \) and this inequality is equivalent to
\[
(\mu_1, \ldots, \mu_n) = \mu_{n+1},
\] and then
\[
\phi(x) = n - 1.
\]

**Proof.** Taking into account Proposition 2.9, it suffices to prove that \( c_\text{Min}^0 = c_\text{Min}^0 \) holds.

The proof of axioms c1 and c3 follows directly from the definition of \( c_\text{Min}^0 \). Regarding the monotony condition, given \((\mu_1, \ldots, \mu_n), (\sigma_1, \ldots, \sigma_n) \subseteq [0,1]^X\) such that \( \mu_1 \leq \sigma_1 \) for all \( n \in \{1, \ldots, n\} \), if \( n > 1 \), \( \sum_{i=1}^n \phi(\mu_i(x)) / (n - 1) \leq \sum_{i=1}^n \phi(\sigma_i(x)) / (n - 1) \) holds for all \( x \in X \), as \( \mu(x) \) is an increasing function; hence \( c_\text{Min}^0(\mu_1, \ldots, \mu_n) \leq c_\text{Min}^0(\sigma_1, \ldots, \sigma_n) \). Moreover, this inequality is satisfied trivially for the case \( n = 1 \). Therefore, \( c_\text{Min}^0 \) is a symmetric multi-measure on \([0,1]^1\).

Furthermore, let us check that statements c2 and c5 are satisfied.

(c2) If \( n = 1 \), the axiom is satisfied by definition. If \( n > 1 \), given \((\mu_1, \ldots, \mu_n), (\sigma_1, \ldots, \sigma_n) \subseteq [0,1]^X\) such that \( \mu_1 \leq \sigma_1 \) for all \( n \in \{1, \ldots, n\} \), if \( n > 1 \), \( \sum_{i=1}^n \phi(\mu_i(x)) / (n - 1) \leq \sum_{i=1}^n \phi(\sigma_i(x)) / (n - 1) \) holds for all \( x \in X \), as \( \mu(x) \) is an increasing function; hence \( c_\text{Min}^0(\mu_1, \ldots, \mu_n) \leq c_\text{Min}^0(\sigma_1, \ldots, \sigma_n) \). Moreover, this inequality is satisfied trivially for the case \( n = 1 \). Therefore, \( c_\text{Min}^0 \) is a symmetric multi-measure on \([0,1]^1\).

3.2. Supplementary multi-measures on fuzzy sets

As applies in the case of compatible fuzzy sets, we need a tool to model the union of fuzzy sets in order to define supplementary fuzzy sets, and t-conorms are suitable functions for this purpose. Remember that a t-conorm \([1,30]\) is a binary aggregation function \( S \) on the unit interval \([0,1]\), which is commutative, associative, monotone increasing with respect to the usual order on the real line, whose neutral element is 0. The dual t-conorms \( T_1, T_2 \) and \( T_1 \) are, respectively, the so-called Lukasiewicz, probabilistic sum and maximum t-conorms, which are defined, respectively, by \( S(a, b) = \min\{a + b, 1\} \), \( S(a, b) = a + b - a \cdot b \) and \( S(a, b) = \max\{a, b\} \), for each \( a, b \in [0,1]^2 \).

As in the t-norm case, a t-conorm \( S \) also defines the symmetric fuzzy multi-measure \( S : \bigcup_{n \in \mathbb{N}} [0,1]^n \rightarrow [0,1]^n \), and the multi-argument function \( S : \bigcup_{n \in \mathbb{N}} [0,1]^n \rightarrow [0,1]^n \).

Given a t-conorm \( S \), two fuzzy sets on \( X \) or their membership functions \( \mu, \sigma \in [0,1]^X \) are S-supplementary \([15]\) if \( S(\mu(x), \sigma(x)) = 1 \) for all \( x \in X \), that is, if \( S(\mu) = \sigma \). This can be generalized similarly as follows.
Definition 3.9. Given \( X \neq \emptyset \) and a t-conorm \( S \), the set \( \{\mu_1, \ldots, \mu_n\} \subset [0,1]^X \) is said to be \( S \)-supplementary if \( S(\mu_1, \ldots, \mu_n) = \mu_X \).

Observe that \( \{\mu\} \subset [0,1]^X \) is \( S \)-supplementary if and only if \( \mu = \mu_X \) since \( S(\mu) = \mu \).

The following definition determines the conditions that a multi-argument function must satisfy to fittingly assign a degree of supplementarity to every \( \{\mu_1, \ldots, \mu_n\} \subset [0,1]^X \).

Definition 3.10. Let \( S \) be a t-conorm and \( X \neq \emptyset \). A function \( S : \bigcup_{n \in \mathbb{N}} [0,1]^n \to [0,1] \) is an \( S \)-supplementary multi-measure on \([0,1]^X \) if it is a symmetric and n-increasing multi-measure on \([0,1]^X \), satisfying \( S(\mu_1, \ldots, \mu_n) = 0 \) provided that \( \{\mu_1, \ldots, \mu_n\} \subset [0,1]^X \) is not \( S \)-supplementary.

The following equivalent definition lists the axioms that characterize the supplementary multi-measures.

Definition 3.10*. Let \( S \) be a t-conorm and \( X \neq \emptyset \). A function \( S : \bigcup_{n \in \mathbb{N}} [0,1]^n \to [0,1] \) is an \( S \)-supplementary multi-measure on \([0,1]^X \) if it satisfies: For each \( n \in \mathbb{N} \)

1. \( S(\mu_X, \ldots, \mu_X) = 1 \).
2. \( S(\mu_1, \ldots, \mu_n) = 0 \) for all \( \{\mu_1, \ldots, \mu_n\} \subset [0,1]^X \) such that \( S(\mu_1, \ldots, \mu_n) = \mu_X \).
3. \( S(\mu_1, \ldots, \mu_n) = S(\mu_{n+1}(1), \ldots, \mu_{n+1}) \) holds for all \( \pi \in S_n \) and \( \mu_1, \ldots, \mu_n \in [0,1]^\pi \).
4. Given \( \mu_1, \ldots, \mu_n, \sigma_1, \ldots, \sigma_n \in [0,1]^X \), if \( \mu_i \leq \sigma_i \) holds for all \( i \in \{1, \ldots, n\} \), then \( S(\mu_1, \ldots, \mu_n) \leq S(\sigma_1, \ldots, \sigma_n) \).
5. \( S(\mu_1, \ldots, \mu_n) \leq S(\mu_{n+1}, \ldots, \mu_{n+1}) \) holds for all \( n \in \mathbb{N} \) and \( \mu_1, \ldots, \mu_n, \mu_{n+1} \in [0,1]^X \).

If \( S \) satisfies axioms 1–5 for some fixed \( n \in \mathbb{N} \), we say that \( S \) is an \( S \)-supplementary n-measure on \([0,1]^X \). If \( n = 2 \) we simply say that \( S \) is an \( S \)-supplementary measure.

The methods for obtaining compatibility measures introduced in Proposition 3.3 can be adapted to the case of supplementarity as follows. The proof runs similarly.

Proposition 3.11. Let \( X \neq \emptyset \). If \( S \) and \( S_0 \) are t-conorms and \( m : [0,1]^X \to [0,1] \) is a fuzzy measure on \([0,1]^X \), then the functions \( S_{\text{Sm}} : \bigcup_{n \in \mathbb{N}} [0,1]^n \to [0,1] \), defined for each \( \{\mu_1, \ldots, \mu_n\} \subset [0,1]^n \) and \( n \in \mathbb{N} \) by

\[
S_{\text{Sm}}(\mu_1, \ldots, \mu_n) = \begin{cases} 0 & \text{if } S(\mu_1, \ldots, \mu_n) = \mu_X \\ m(\mu_1, \ldots, m(\mu_n)) & \text{otherwise} \end{cases}
\]

are \( S \)-supplementary multi-measures on \([0,1]^X \).

Remark 3.12. Observe that:

1. Even if \( S_0 = S \), for \( S_{\text{Sm}} \) to be an \( S \)-supplementary multi-measures, it is not sufficient to just define \( S_{\text{Sm}}(\mu_1, \ldots, \mu_n) = S(m(\mu_1), \ldots, m(\mu_n)) \), but, in order to fulfill axiom 2, it is necessary to consider \( S_{\text{Sm}} \) as 0 on fuzzy sets that are not \( S \)-supplementary. Indeed, let \( X \neq \emptyset \) and \( m : [0,1]^X \to [0,1] \) be a fuzzy measure such that \( m \leq \mu_X \) if \( S = S_0 \) and \( \mu_X \leq [0,1]^X \) such that \( \mu_1 = \mu_X \) and \( \mu_2(x) = \alpha \) for all \( x \in X \) and \( x \in (0,1) \) being a fixed value, then

\[
S(\mu_1, \mu_2) = \mu_X, \\
S(m(\mu_1), m(\mu_2)) = \min\{1, m(\mu_2)\} = m(\mu_2) \geq \alpha > 0.
\]

2. The multi-measure \( S_{\text{Sm}} \) is not worth considering when \( S = S_0 \) because it is a trivial measure. Indeed,
In the case of t-conorms conjugated with the Łukasiewicz t-conorm, there is yet another way to measure the $S^2$-supplementation of \(\{\mu_1, \ldots, \mu_n\} \subseteq [0,1]^x\). Note that $S^2(\{\mu_1, \ldots, \mu_n\}) = \mu_0$ if and only if $\sum_{x=1}^n \phi(\mu(x)) > 1$ for all $x \in X$; hence we can fitly use the difference between 1 and $\sum_{x=1}^n \phi(\mu(x))$. So, we can prove the following result.

**Proposition 3.15.** Given $X \neq \emptyset$ and $\phi \in A([0,1])$, let $S^3 : \bigcup_{n \in \mathbb{N}} [0,1]^n \rightarrow [0,1]$ be the function defined:

1. For each $\mu \in [0,1]^b$ by $S^3(\mu) = \left\{ \begin{array}{ll} 1 & \text{if } \mu = \mu_k \\ 0 & \text{if } \mu \neq \mu_x. \end{array} \right.$
2. For each $(\mu_1, \ldots, \mu_n) \in [0,1]^n$ with $n > 1$ by

\[
S^3(\mu_1, \ldots, \mu_n) = \min \left\{ 1, \max \left\{ 0, \inf_{x \in X} \sum_{i=1}^n \phi(\mu(x)) - 1 \right\} \right\}.
\]

Then, for all $\psi \in A([0,1])$, $\psi \circ S^3$ is an $S^2$-compatibility multi-measure on $([0,1]^b, \leq)$, and, in particular, so is $S^3$.

**Remark 3.16.** We have that $S^3(\mu_1, \mu_2) = \max(0, \inf_{x \in X} (\phi(\mu_1(x)) + \phi(\mu_2(x))) - 1)$ for each $(\mu_1, \mu_2) \in [0,1]^2$, and the restriction of $S^3$ to $[0,1]^2 = [0,1]^b \times [0,1]^b$ is an $S^2$-compatibility multi-measure according to the definition reported in [15].

**4. Fuzzy multi-measures on lattice $([0,1]^b, \supseteq)$**

In this section, we deal with multi-measures on $\mathcal{L} = ([0,1]^b, \leq, \mu, \mu_k, \mu_x)$, where $\leq$ is the order induced by the usual reverse order of real numbers, which is denoted in the same way. In other words, if $\mu, \sigma \in [0,1]^b$, $\mu \supseteq \sigma$ if and only if $\mu(x) \geq \sigma(x)$ for all $x \in X$. In this case, $\mu = \mu_k$ and $\mu_x = \mu_x$, then the lattice $\mathcal{L}$ is $([0,1]^b, \supseteq, \mu_k, \mu_x)$, and we denote coincise $([0,1]^b, \supseteq)$.

Let us look at two types of multi-measures on $([0,1]^b, \supseteq)$. The first evaluates how incompatible a family of fuzzy sets is. The second evaluates how unsupplementary the family is, where the concepts of incompatibility and unsupplementarity are opposite to compatibility and supplemenarity, respectively. In other words, given a t-norm $N$ and a t-conorm $S$, $\{\mu_1, \ldots, \mu_n\} \subseteq [0,1]^b$ is T-incompatible if it is not T-compatible, and it is S-unsupplementary if it is not S-supplementary.

**4.1. Incompatibility multi-measures on fuzzy sets**

Although compatibility and incompatibility are opposites concepts, the negation of a compatibility measure cannot be used to assign degrees of incompatibility. Indeed, suppose that $c$ is a nontrivial T-compatibility multi-measure, that is, it takes one value $c \neq 0,1$, and consider a strong negation $N$ [51] (i.e. $N([0,1] \rightarrow [0,1]$ is an involutive and decreasing bijection). If $c$ is achieved by $c$ on $\{\mu_1, \ldots, \mu_n\} \subseteq [0,1]^b$, then $0 \subset N(\mu_1, \ldots, \mu_n) = a < 1$, and, on the other hand, it follows from axiom c.2 of Definition 3.2a that $N(\mu_1, \ldots, \mu_n)$ is T-compatible, and on the other hand, $0 = N(1) < N(c(\mu_1, \ldots, \mu_n)) < N(0) = 1$ holds. Thus $N(\mu_1, \ldots, \mu_n)$ cannot be considered as a degree of the T-incompatibility of $\{\mu_1, \ldots, \mu_n\}$ since the incompatibility measure of compatible sets should be 0. Therefore, it makes sense to propose a mathematical model for study incompatibility.

Given a t-norm $I$, we have that $\{\mu_1, \ldots, \mu_n\} \subseteq [0,1]^b$ is T-incompatible if it is not T-compatible, that is, if $I(\mu_1, \ldots, \mu_n) = \mu_0$. The following definition determines the requirements that a function should satisfy to be considered an incompatibility multi-measure.

**Definition 4.1.** Let $I$ be a t-norm and $X \neq \emptyset$. A function $I : \bigcup_{n \in \mathbb{N}} [0,1]^n \rightarrow [0,1]$ is a T-incompatibility multi-measure on $[0,1]^b$ if it is a symmetric and n-increasing multi-measure on $([0,1]^b, \supseteq)$ satisfying $I(\mu_1, \ldots, \mu_n) = 0$, provided that $I(\mu_1, \ldots, \mu_n) = \mu_0$.

Now, we list the five axioms of an incompatibility multi-measure.

**Definition 4.1.** Let $I$ be a t-norm and $X \neq \emptyset$. A function $I : \bigcup_{n \in \mathbb{N}} [0,1]^n \rightarrow [0,1]$ is a T-incompatibility multi-measure on $[0,1]^b$ if it satisfies, for each $n \in \mathbb{N}$,

1. $I(\mu_0, \mu_0, \ldots, \mu_0) = 1$.
2. $I(\mu_1, \ldots, \mu_n) = 0$ for all $\{\mu_1, \ldots, \mu_n\} \subseteq [0,1]^b$ such that $I(\mu_1, \ldots, \mu_n) = \mu_0$.
3. $I(\mu_1, \ldots, \mu_n) = I(\mu_1, \ldots, \mu_{n+1})$ holds for all $\pi \in N$ and $\mu_1, \ldots, \mu_n \subseteq [0,1]^b$.
4. Given $\mu_1, \ldots, \mu_n \subseteq [0,1]^b$, if $\mu_i \subset \sigma_i$ holds for all $i \in \{1, \ldots, n\}$, then $I(\sigma_1, \ldots, \sigma_n) \subseteq I(\mu_1, \ldots, \mu_n)$.
5. $I(\mu_1, \ldots, \mu_n) \subseteq I(\mu_1, \ldots, \mu_{n+1})$ holds for all $n \in \mathbb{N}$ and $\mu_1, \ldots, \mu_{n+1} \subseteq [0,1]^b$.

If $I$ satisfies axioms 1.1-1.4 for some fixed $n \in \mathbb{N}$, we say that $I$ is a T-incompatibility n-measure on $[0,1]^b$. If $n = 2$, we simply say that $I$ is a T-incompatibility measure.

Again, Proposition 2.10 provides a method to obtain incompatibility multi-measures. But now the lattice to be considered is $\mathcal{L} = ([0,1]^b, \supseteq, \mu_x, \mu_k)$, and we need a fuzzy measure $m: [0,1]^b \rightarrow [0,1]$ on $\mathcal{L}$. Thus, $m$ must satisfy:

1. $m(\mu_0) = 0$ and $m(\mu_0) = 1$.
2. Given $\mu, \sigma \in [0,1]^b$, if $\mu \supseteq \sigma$ then $m(\mu) \subseteq m(\sigma)$.

**Proposition 4.2.** If $T$ and $T_0$ are t-norms, $S$ is a t-conorm, and $m: [0,1]^b \rightarrow [0,1]$, then a fuzzy measure $I_{m,T_0}: \bigcup_{n \in \mathbb{N}} [0,1]^n \rightarrow [0,1]$, defined for each $(\mu_1, \ldots, \mu_n) \in [0,1]^n$ and $n \in \mathbb{N}$ by

\[
I_{m,T_0}(\mu_1, \ldots, \mu_n) = \left\{ \begin{array}{ll} 0 & \text{if } T_0(\mu_1, \ldots, \mu_n) \neq \mu_0 \\ S(m(\mu_1), \ldots, m(\mu_n)) & \text{otherwise} \end{array} \right.
\]

are $T_0$-incompatibility multi-measures on $[0,1]^b$.

**Proof.** As in Proposition 3.3, the proof of i.1-i.3 is straightforward. Let us check the other axioms for $I_{m,T_0}$, the other case is similar.

1. $I_{m,T_0}(\mu_1, \ldots, \mu_n, \sigma_1, \ldots, \sigma_n) = S(m(\mu_1), \ldots, m(\mu_n))$.

**Remark 4.3.** Observe that:

1. It does not make sense to replace the t-conorm $S$ with a t-norm $T$ in the definition of $I_{m,T_0}$, because $T(m(\mu_1), \ldots, m(\mu_n)) \supseteq T(m(\mu_1), \ldots, m(\mu_n), m(\mu_{n+1}))$, and so axiom i.5 is not satisfied.
2. As $S$ is $n$-increasing and $m' \circ S$ is $n$-decreasing, thus it is meaningless to replace the t-norm $T$ with a $t$-conorm $S$ in the definition of $T^m_r$. 

3. If $T \leq T_0$, the second formula of Proposition 4.2 produces the trivial multi-measure

$$I_{T_m,r}(\mu_1, \ldots, \mu_n) = \begin{cases} 0 & \text{if } T_0(\mu_1, \ldots, \mu_n) \neq \mu_0, \\ 1 & \text{otherwise.} \end{cases}$$

If $m$ is a fuzzy measure on $[0,1]^X$ and $N \in [0,1] \rightarrow [0,1]$ is a negation, then $m'_n = N \circ m_n$ is a fuzzy measure on $[0,1]^X$. The following result explains some possible incompatibility multi-measures, as special cases of Proposition 4.2, considering $m'_n = N \circ m_n$, where $N$ is the standard negation (i.e. $N(a) = 1 - a$ for each $a \in [0,1]$). Obviously, $m'_n = N \circ m_n$ can also be used in a similar way.

**Corollary 4.4.** Let $X \neq \emptyset$ and $\varphi \in A([0,1])$. Consider the t-norms Min and the $\varphi$-conjugated with $T_1$ and $T_0$. We have:

1. If $T_{\text{Min}} : \cup_{x \in X} [0,1] \rightarrow [0,1]$ is the function defined for each $(\mu_1, \ldots, \mu_n) \in [0,1]^n$ and $n \in N$ by

$$I_{\text{Min}}(\mu_1, \ldots, \mu_n) = \min \left( 1, \sum_{i=1}^n 1 - \sup_{x \in X} \mu_i(x) \right)$$

then, for each $\psi \in A([0,1])$, $\varphi \circ I_{\text{Min}}$ is a $T_{\text{Min}}$-incompatibility multi-measure on $[0,1]^n$ and, in particular, so is $I_{\text{Min}}$.

2. If $T_{\text{Max}} : \cup_{x \in X} [0,1] \rightarrow [0,1]$ is the function defined for each $(\mu_1, \ldots, \mu_n) \in [0,1]^n$ and $n \in N$ by

$$I_{\text{Max}}(\mu_1, \ldots, \mu_n) = \max_{x \in X} \left( 1 - \sup_{x \in X} \mu_i(x) \right)$$

then, for each $\psi \in A([0,1])$, $\varphi \circ I_{\text{Max}}$ is a $T_{\text{Max}}$-incompatibility multi-measure on $[0,1]^n$ and, in particular, so is $I_{\text{Max}}$.

3. If $T_{\text{Max}} : \cup_{x \in X} [0,1] \rightarrow [0,1]$ is the function defined for each $(\mu_1, \ldots, \mu_n) \in [0,1]^n$ and $n \in N$ by

$$I_{\text{Max}}(\mu_1, \ldots, \mu_n) = \max_{x \in X} \left( 1 - \sup_{x \in X} \mu_i(x) \right)$$

then, for each $\psi \in A([0,1])$, $\varphi \circ I_{\text{Max}}$ is a $T_{\text{Max}}$-incompatibility multi-measure on $[0,1]^n$ and, in particular, so is $I_{\text{Max}}$.

4. If $T_{\text{Min}} : \cup_{x \in X} [0,1] \rightarrow [0,1]$ is the function defined for each $(\mu_1, \ldots, \mu_n) \in [0,1]^n$ and $n \in N$ by

$$I_{\text{Min}}(\mu_1, \ldots, \mu_n) = \min \left( 1, \sum_{i=1}^n 1 - \sup_{x \in X} \mu_i(x) \right)$$

then, for each $\psi \in A([0,1])$, $\varphi \circ I_{\text{Min}}$ is a $T_{\text{Min}}$-incompatibility multi-measure on $[0,1]^n$ and, in particular, so is $I_{\text{Min}}$.

As in the case of compatibility, if $T^\varphi_r$ is the t-norm $\varphi$-conjugated with the Lukasiewicz t-norm, taking into account that $I_{\text{Min}}^\varphi_{\text{Min}}(\mu_1, \ldots, \mu_n) = \mu_0$ if and only if $\sum_{x \in X} \varphi(\mu_i(x)) < n - 1$, for all $\mu_i \in [0,1]^X$ we can find a $T^\varphi_r$-incompatibility multi-measure by fittingly considering the difference between $n - 1$ and $\sum_{x \in X} \varphi(\mu_i(x))$, and thus we can prove the following result.

**Proposition 4.5.** Let $X \neq \emptyset$ and $\varphi \in A([0,1])$. If $T^\varphi : \cup_{x \in X} [0,1] \rightarrow [0,1]$ is the function defined:

1. For each $\mu \in [0,1]^X$, by $T^\varphi(\mu) = \begin{cases} 0 & \text{if } \mu \neq \mu_0, \\ 1 & \text{if } \mu = \mu_0, \end{cases}$

2. For each $(\mu_1, \ldots, \mu_n) \in [0,1]^n$ with $n > 1$, by

$$T^\varphi(\mu_1, \ldots, \mu_n) = \min \left\{ 1, \max \left( 0, \left( n - 1 - \sup_{x \in X} \varphi(\mu_i(x)) \right) \right) \right\}$$

then $T^\varphi$ is a $T^\varphi_r$-incompatibility multi-measure on $[0,1]^n$.

**Remark 4.6.** We have that $T^\varphi(\mu_1, \mu_2) = \max(0, 1 - \sup_{x \in X} \varphi(\mu_1(x))\varphi(\mu_2(x)))$ for each $(\mu_1, \mu_2) \in [0,1]^2$, thus $T^\varphi |_{[0,1]^2}$ is a $T^\varphi_r$-incompatibility measure regarding the definition reported in [11].

**Lemma 4.7.** Let $X \neq \emptyset$ and $\varphi \in A([0,1])$. The function $P_n^\varphi : [0,1] \rightarrow [0,1]$ with $n \in \mathbb{N} \setminus \{1\}$, defined for any $(\mu_1, \ldots, \mu_n) \in [0,1]^n$ by

$$P_n^\varphi(\mu_1, \ldots, \mu_n) = \max \left\{ 0, 1 - \sup_{x \in X} \left( \sum_{i=1}^n \varphi(\mu_i(x)) \right) \right\}$$

is a $T^\varphi_r$-incompatibility $n$-measure.

**Proof.** Axioms i.1 and i.3 can be proven by a simple computation.

(i.2) If $(\mu_1, \ldots, \mu_n) \in [0,1]^X$ satisfies $T^\varphi_r(\mu_1, \ldots, \mu_n) = \mu_0$, then there exists $x \in X$ such that $\sum_{i=1}^n \varphi(\mu_i(x)) > n - 1$, and thus, and taking into account that $n > 1$, it follows that

$$\sup_{x \in X} \sum_{i=1}^n \varphi(\mu_i(x)) > n - 1.$$

Therefore, $P_n^\varphi(\mu_1, \ldots, \mu_n) = 0$.

\(\square\)

**Proposition 4.9.** Given $\varphi \in A([0,1])$, let $T^\varphi_r$ be the t-norm $\varphi$-conjugated with the Lukasiewicz t-norm and let $P_n^\varphi$ be the $n$-measure on $[0,1]^n$, with $X \neq \emptyset$, defined in Lemma 4.7. Consider the function $I^\varphi_r : \cup_{x \in X} [0,1] \rightarrow [0,1]$ defined recursively as follows:

1. If $n = 1$: for each $\mu \in [0,1]^n$, $I^\varphi_r(\mu) = \begin{cases} 0 & \text{if } \mu \neq \mu_0, \\ 1 & \text{if } \mu = \mu_0, \end{cases}$

2. If $n > 1$: for each $(\mu_1, \ldots, \mu_n) \in [0,1]^n$
If \( I^p \) is a \( \text{If-incompatibility multi-measure on } (\{0,1\}, \leq) \). The proof is derived from a set of axioms. If it is not \( \text{S-supplementary} \), then it can be directly derived from the definition of \( I^p \). To prove the others, we need to use induction.

(i) We have to prove that the statement “If \( \mu_1, \ldots, \mu_n \in [0,1]^k \) satisfy \( I^p(\mu_1, \ldots, \mu_n) \neq \mu_p \) for all \( n \in \mathbb{N} \), then \( I^p(\mu_1, \ldots, \mu_n) = 0 \) true by definition.

Case \( n = 1 \): If \( \mu_1 \in [0,1]^k \) satisfies \( I^p(\mu) \neq \mu_p \), then \( I^p(\mu) = 0 \) by definition.

Case \( n > 1 \): Assume that the statement is true for \( n - 1 \), then we will prove it for \( n \). Let \( \mu_1, \ldots, \mu_n \in [0,1]^k \) such that \( I^p(\mu_1, \ldots, \mu_n) \neq \mu_p \) we deduce:

- If \( \mu \neq \mu_p \), then \( I^p(\mu_1, \ldots, \mu_n) = 0 \) by induction hypothesis.
- If \( \mu = \mu_p \), then \( I^p(\mu_1, \ldots, \mu_n) = 0 \) by definition.

Consequently, from the induction Principle we conclude that \( I^p(\mu_1, \ldots, \mu_n) = 0 \). We have two cases:

- Case \( n = 1 \): Given \( \mu, \sigma \in [0,1]^k \) such that \( \mu \leq \sigma \). We have two cases:
  - If \( \mu \neq \mu_p \), then \( I^p(\mu) = 0 \).
  - If \( \mu = \mu_p \), then \( I^p(\mu) = 1 \).

Hence, \( I^p(\sigma) \leq I^p(\mu) \).

Case \( n > 1 \): Assume that the statement is true for \( n > 1 \), then we will prove it for \( n \). Let \( \mu_1, \ldots, \mu_n, \sigma_1, \ldots, \sigma_n \in [0,1]^k \) such that \( \mu_i \leq \sigma_i \) for all \( i = 1, \ldots, n \), we deduce:

- The induction hypothesis assures that \( I^p(\sigma_1, \ldots, \sigma_n) \leq I^p(\mu_1, \ldots, \mu_n) \) holds for any \( \{\ell_1, \ldots, \ell_n\} \in \mathcal{P}(\mathbb{N}_n) \), and thus \( \max_{(\ell_1, \ldots, \ell_n) \in \mathcal{P}(\mathbb{N}_n)} I^p(\sigma_{\ell_1}, \ldots, \sigma_{\ell_n}) \leq \max_{(\ell_1, \ldots, \ell_n) \in \mathcal{P}(\mathbb{N}_n)} I^p(\mu_{\ell_1}, \ldots, \mu_{\ell_n}) \).
- \( I^p(\sigma_1, \ldots, \sigma_n) \leq I^p(\mu_1, \ldots, \mu_n) \) holds by Lemma 4.7.

Hence, \( I^p(\sigma_1, \ldots, \sigma_n) \leq I^p(\mu_1, \ldots, \mu_n) \).

Therefore, we can claim that \( I^p \) satisfies axiom i.5. by the induction Principle.

4.2. Unsupplementarity multi-measures on fuzzy sets

As for incomparability, although unsupplementarity is the opposite to supplementarity, it is not possible to assign degrees of unsupplementarity by means of a negation of a supplementarity multi-measure. Hence we establish a mathematical model to measure the unsupplementarity property.

Given a t-conorm \( S \), we have that \( \{\mu_1, \ldots, \mu_n\} \subset [0,1]^k \) is \( S \)-unsupplementarity if it is not \( S \)-supplementary, that is, if \( S(\mu_1, \ldots, \mu_n) \neq \mu_p \). The following definition determines the conditions that a multi-argument function must satisfy to fittingly assign a degree of unsupplementarity to every \( \{\mu_1, \ldots, \mu_n\} \subset [0,1]^k \).

Definition 4.10. Let \( S \) be a t-conorm and \( X \neq \emptyset \). A function \( \mathcal{U} : \cup_{\mu \in \mathbb{N}_n}^X [0,1] \rightarrow [0,1] \) is an \( S \)-unsupplementarity multi-measure on \([0,1]^k, \leq\) if it satisfies, for each \( n \in \mathbb{N} \):

1. If \( \mu(\mu_1, \ldots, \mu_n) = 1 \).
2. \( \mathcal{U}(\mu_1, \ldots, \mu_n) = 0 \) for all \( \mu_1, \ldots, \mu_n \in [0,1]^k \) such that \( S(\mu_1, \ldots, \mu_n) = \mu_p \).
3. \( \mathcal{U}(\mu_1, \ldots, \mu_n) = \mu_p \) for all \( \mu_1, \ldots, \mu_n \in [0,1]^k \).
4. Given \( \mu_1, \ldots, \mu_n, \sigma_1, \ldots, \sigma_n \in [0,1]^k \), if \( \mu_i \leq \sigma_i \) holds for all \( i = 1, \ldots, n \), then \( \mathcal{U}(\sigma_1, \ldots, \sigma_n) \leq \mathcal{U}(\mu_1, \ldots, \mu_n) \).
5. \( \mathcal{U}(\mu_1, \ldots, \mu_n) = \mu_p \) for all \( n \in \mathbb{N} \) and \( \mu_1, \ldots, \mu_n \in [0,1]^k \).

If \( \mathcal{U} \) satisfies axioms 1–5 for some fixed \( n \in \mathbb{N} \), we say that \( \mathcal{U} \) is a \( \mathcal{U} \)-unsupplementarity \( n \)-measure on \([0,1]^k \). If \( n = 2 \) we simply say that \( S \) is a \( \mathcal{U} \)-unsupplementarity measure.

Following from Proposition 2.10, we can prove the next result which is a certain extend dually analogous to Proposition 4.2.

Proposition 4.11. Let \( X \neq \emptyset \). If \( T \) is a t-norm, \( S \) and \( S_0 \) are t-conorms and \( m:[0,1]^k \rightarrow [0,1] \) is a fuzzy measure on \([0,1]^k, \leq\), then the functions \( U_{\text{t-norm}}, U_{\text{t-conorm}} : \cup_{\mu \in \mathbb{N}_n}^X [0,1] \rightarrow [0,1] \) defined, for each \( \mu_1, \ldots, \mu_n \in [0,1]^k \) and \( n \in \mathbb{N} \), by

\[
U_{\text{t-norm}}(\mu_1, \ldots, \mu_n) = \begin{cases} 0 & \text{if } S(\mu_1, \ldots, \mu_n) = \mu_p \vspace{1mm} \text{otherwise} \end{cases}
\]

\[
U_{\text{t-conorm}}(\mu_1, \ldots, \mu_n) = \begin{cases} 0 & \text{if } S(\mu_1, \ldots, \mu_n) = \mu_p \vspace{1mm} \text{otherwise} \end{cases}
\]

are \( S_0 \)-unsupplementarity multi-measures on \([0,1]^k \).

Remark 4.12. Observe that:

1. It does not make sense to replace the t-norm \( T \) with a t-conorm \( S \) in the definition of \( U_{\text{t-norm}} \), because \( S(m(\mu_1), \ldots, m(\mu_n)) \leq m(S(\mu_1), \ldots, m(\mu_n)) \), and so axiom u.5 is not satisfied.

2. As \( T \) is decreasing and \( m' \) reverses the order, then \( m' T \) is increasing. Thus, it is meaningless to replace the t-conorm \( S \) with a t-norm \( T \) in the definition of \( U_{\text{t-conorm}} \).

As before, we can replace \( T \) and \( S \) by the t-norms and t-conorms, respectively, conjugated with the basic triangular norms and conorms in Proposition 4.11.

As in the case of supplementarity, if \( S_p^k \) is the t-conorm \( \varphi \)-conjugated with the Lukasiewicz t-conorm, taking into account that \( S_p^k(\mu_1, \ldots, \mu_n) = \mu_p \), and only if \( \sum_{x \in X} \varphi(\mu(x)) > 1 \) for all \( x \in X \), we can use the definition between \( \sum_{x \in X} \varphi(\mu(x)) \) and \( t \) to assign degrees of \( S_p^k \)-unsupplementarity. So, we can prove the following result.

Proposition 4.13. Let \( X \neq \emptyset \) and \( \varphi \in A([0,1]) \). The function \( U_p^k : \cup_{\mu \in \mathbb{N}_n}^X [0,1] \rightarrow [0,1] \) defined for each \( \mu_1, \ldots, \mu_n \in [0,1]^k \) by

\[
U_p^k(\mu_1, \ldots, \mu_n) = \max\left\{ 0, 1 - \inf_{x \in X} \sum_{i=1}^n \varphi(\mu_i(x)) \right\}
\]

is an \( S_p^k \)-unsupplementarity multi-measure on \([0,1]^k \).
5. Some relations among the four types of multi-measures

Now we show some basic relations among the multi-measures introduced in Sections 3 and 4. To do this, we consider a t-norm \( T \) and a t-conorm \( S \) that are dual operators with respect to a strong negation \( N \), that is, \( S(a, b) = N(T(N(a), N(b))) \) or \( T(a, b) = N(S(N(a), N(b))) \) for all \( a, b \in [0, 1] \).

**Proposition 5.1.** Given a strong negation \( N \), let \( T \) be a t-norm and \( S \) be its N-dual t-conorm. If \( X \neq 0 \), then:

1. If \( C \) is a \( T \)-compatibility multi-measure on \([0, 1]^k\), then the function \( \mathcal{U} : \bigcup \mathcal{U}^k \to [0, 1] \), defined for each \( (\mu_1, \ldots, \mu_k) \in \mathcal{U}^k \) by
   \[
   \mathcal{U}(\mu_1, \ldots, \mu_k) = C(\mu_1, \ldots, \mu_k),
   \]
   is an \( S \)-unsupplementarity multi-measure on \([0, 1]^k\).

2. If \( C \) is an \( S \)-supplementarity multi-measure on \([0, 1]^k\), then the function \( \mathcal{C} : \bigcup \mathcal{C}^k \to [0, 1] \), defined for each \( (\mu_1, \ldots, \mu_k) \in \mathcal{C}^k \) by
   \[
   \mathcal{C}(\mu_1, \ldots, \mu_k) = C(\mu_1, \ldots, \mu_k),
   \]
   is a \( T \)-compatibility multi-measure on \([0, 1]^k\).

**Proof.** We give the proof only for the first case because the second is similar. Let us check the axioms.

\[(u.1) \quad \mathcal{U}(\mu_{i_1}, \ldots, \mu_{i_n}) = C(\mu_{i_1}, \ldots, \mu_{i_n}) = 1 \quad \text{for each} \quad i \in \{1, \ldots, n\}, \]

\[(u.2) \quad \mathcal{U}(\mu_{i_1}, \ldots, \mu_{i_n}) = C(\mu_{i_1}, \ldots, \mu_{i_n}) = 1 \quad \text{for each} \quad i \in \{1, \ldots, n\}.\]

Let \( (\mu_1, \ldots, \mu_n) \in [0, 1]^n \) such that \( \mathcal{S}(\mu_1, \ldots, \mu_n) = \mu_N \). This equality is equivalent to

\[T(\mu_1, \ldots, \mu_n) = \mu_N = \mu_N,\]

since \( S \) is the t-conorm N-dual of \( T \). Then, from axiom c.2 of compatibility multi-measures, we obtain

\[\mathcal{U}(\mu_1, \ldots, \mu_n) = C(\mu_1, \ldots, \mu_n) = 0.\]

\[(u.3) \quad \text{As \( U \) is symmetric, it follows that \( U \) is symmetric.}\]

\[(u.4) \quad \text{If} \quad \mu_i, \ldots, \mu_n \in [0, 1]^n \quad \text{satisfy} \quad \mu_i \leq \sigma_i, \quad \text{for all} \quad i \in \{1, \ldots, n\}, \quad \text{then} \quad C(\mu_1, \ldots, \mu_n) = C(N(\mu_1, \ldots, N(\mu_n)).\]

Thus, from axiom c.4 we have

\[\mathcal{U}(\mu_1, \ldots, \mu_n) = C(N(\mu_1, \ldots, N(\mu_n))),\]

\[= C(\mu_1, \ldots, \mu_n).\]

\[(u.5) \quad \text{Taking into account axiom c.5, we have}\]

\[\mathcal{U}(\mu_1, \ldots, \mu_n) = C(N(\mu_1, \ldots, N(\mu_n)),\]

\[= C(\mu_1, \ldots, \mu_n).\]

For all \( n \in \mathbb{N} \) and \( \mu_1, \ldots, \mu_n \in [0, 1]^n \), \( \mathcal{U}(\mu_1, \ldots, \mu_n) = 1. \)

In the same way as in Proposition 5.1, we can prove the following result.

**Proposition 5.2.** Given a strong negation \( N \), let \( T \) be a t-norm and \( S \) be its N-dual t-conorm. Then:

1. If \( I \) is a \( T \)-compatibility multi-measure on \([0, 1]^k\), then the function \( \mathcal{S} : \bigcup \mathcal{S}^k \to [0, 1] \), defined for each \( (\mu_1, \ldots, \mu_n) \in \mathcal{S}^k \) by
   \[
   \mathcal{S}(\mu_1, \ldots, \mu_n) = I(\mu_1, \ldots, \mu_n),
   \]
   is an \( S \)-unsupplementarity multi-measure on \([0, 1]^k\).

2. If \( S \) is a \( T \)-incompatibility multi-measure on \([0, 1]^k\), then the function \( I : \bigcup \mathcal{I}^k \to [0, 1] \), defined for each \( (\mu_1, \ldots, \mu_n) \in \mathcal{I}^k \) by
   \[
   I(\mu_1, \ldots, \mu_n) = S(\mu_1, \ldots, \mu_n),
   \]
   is a \( T \)-incompatibility multi-measure on \([0, 1]^k\).

**Table 1** Candidate skill level in Example 1.

<table>
<thead>
<tr>
<th></th>
<th>x1</th>
<th>x2</th>
<th>x3</th>
<th>x4</th>
<th>x5</th>
<th>x6</th>
</tr>
</thead>
<tbody>
<tr>
<td>John (( \mu_J ))</td>
<td>0.2</td>
<td>0.6</td>
<td>1.0</td>
<td>0.5</td>
<td>0.2</td>
<td>0.8</td>
</tr>
<tr>
<td>Mary (( \mu_M ))</td>
<td>0.7</td>
<td>0.3</td>
<td>0.1</td>
<td>0.4</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>Peter (( \mu_P ))</td>
<td>0.2</td>
<td>0.9</td>
<td>0.9</td>
<td>0.8</td>
<td>0.4</td>
<td>0.5</td>
</tr>
<tr>
<td>Alex (( \mu_A ))</td>
<td>0.9</td>
<td>0.3</td>
<td>0.4</td>
<td>0.3</td>
<td>0.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

6. An example

This section shows a simple example to demonstrate the advantage of using the measures introduced in the paper in different real-life situations, and then in expert systems and other areas of computational intelligence.

A fashion company is being set up and needs to select people who have high-level skills in: fashion design (\( x_1 \)), clothing (\( x_2 \)), image (\( x_3 \)), marketing (\( x_4 \)), social relations (\( x_5 \)) and leadership (\( x_6 \)).

The aim is to form a team of people that accounts for all the skills. Table 1 shows four candidates and their respective skill level.

Let us see the extent to which different teams have all skills, that is, let us measure their supplementarity. Consider the supplementarity measures of Corollary 3.13. We will fix \( \phi = id \) in all cases.

If we regard a team formed by John and Mary, then \( S_{\text{sup}}(\mu_J, \mu_M) = 0 \) as \( S_{\text{sup}}(\mu_J, \mu_M) = \min(1, 0.7) = 0.8 \).

Similarly, we obtain \( S_{\text{sup}}(\mu_J, \mu_K) = 0 \) for \( i, j \in \{1, \ldots, 4\} \), with \( i \neq j \), as \( S_{\text{sup}}(\mu_J, \mu_K) = 0 \). The same occurs when considering \( S_{\text{comp}} \) and \( S_{\text{comp}} \).

The two-member teams are insufficient to meet company expectations.

If we analyze the three-member teams, then we obtain:

- For John, Mary and Peter,
  \[S_{\text{sup}}(\mu_J, \mu_M, \mu_P) = 0.5,\]
  \[S_{\text{comp}}(\mu_J, \mu_M, \mu_P) = 0.5,\]
  \[S_{\text{comp}}(\mu_J, \mu_M, \mu_P) = 0.5.\]

- For John, Mary and Alex,
  \[S_{\text{sup}}(\mu_J, \mu_M, \mu_A) = 0.6,\]
  \[S_{\text{comp}}(\mu_J, \mu_M, \mu_A) = 0.3.\]

- For John, Peter and Alex,
  \[S_{\text{sup}}(\mu_J, \mu_P, \mu_A) = 0.7,\]
  \[S_{\text{comp}}(\mu_J, \mu_P, \mu_A) = 0.3.\]

- For Mary, Peter and Alex,
  \[S_{\text{sup}}(\mu_M, \mu_P, \mu_A) = 0.6,\]
  \[S_{\text{comp}}(\mu_M, \mu_P, \mu_A) = 0.3.\]

So, the team formed by John, Peter and Alex appears to be the most competent of the three-member teams.
In this way, if we need a fixed degree of supplementarity, new candidates can be added so that this is achieved. Note that the first measure is more sensitive to the changes, and hence could be more significant.

If the company can employ no more than two of the candidates, even if not all expectations are met, measures of unsupplementarity can help to discern whether the best team. So, considering the measure $\xi_1$, we have:

$$
\xi_1(\mu_1, \mu_2) = \max(0, 1 - \min(0.1, 0.6, 1.0, 1.0, 0.8, 0.9)) = \max(0.0, 0.1, 0.6, 0.9) = 0.6
$$

$$
\xi_1(\mu_1, \mu_4) = \max(0, 1 - \min(0.4, 1.5, 1.9, 1.0, 1.0, 0.8)) = \max(0.0, 0.6, 0.9) = 0.6
$$

$$
\xi_1(\mu_2, \mu_3) = \max(0, 1 - \min(1.0, 0.9, 1.8, 0.7, 1.3)) = \max(0.0, 0.6) = 0.6
$$

$$
\xi_1(\mu_3, \mu_4) = \max(0, 1 - \min(0.9, 1.2, 1.0, 1.2, 1.0, 0.8)) = \max(0.0, 0.6, 0.9) = 0.6
$$

$$
\xi_1(\mu_1, \mu_5) = \max(0, 1 - \min(1.6, 0.6, 0.5, 0.7, 1.1, 0.8)) = \max(0.0, 0.1, 0.6) = 0.6
$$

So, the best two-member team should be the one with the least unsupplementarity, and hence the team formed by Peter and Alex.

7. Conclusions

In this paper, first, we introduce an axiomatic model of multi-measures on a bounded lattice, illustrating some examples for lattices of classical sets. We also set out two methods for building multi-measures. Next we study two types of multi-measures in the particular case of a lattice of fuzzy sets $\{0,1\}^\mathbb{N}$, namely, T-compatibility and S-supplementarity measures. Afterwards we address two kinds of multi-measures on $\{0,1\}^\mathbb{N}$, T-incompatibility and S-unsupplementarity, which are to a certain extent opposite to the former. Both assume the classical case. Moreover we establish some relationships between given pairs of multi-measures.

The main novelty of this axiomatic model is that it provides functions that measure the degree to which a property is verified by a subset of elements of any bounded lattice, regardless of the cardinality of that subset. This contrasts with most of the measures proposed in the literature that can only be used to measure one element or to compare two elements. In particular, our proposal extends the model of aggregation functions which refer to the lattice $\{0,1\}$ only.

The example given in Section 6 applies the presented functions to a particular decision-making problem. It clearly illustrates the advantage of using these functions, which are able to discern the extent to which a property is satisfied when new elements are added for comparison.

We intend to pursue two main lines of research in the future. On the theoretical side, we will further study the continuity of the introduced measures and other structural properties, and develop analogous measures in the area of Atanassov’s fuzzy sets. On the practical side, we will use these measures in approximate reasoning, clustering, expert systems, pattern recognition, etc.
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