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The purpose of this study was to quantitatively contrast the articulatory settings of two Dutch dialects.

Tongue movement data during speech were collected on site at two high schools (34 speakers) in the

Netherlands using a portable electromagnetic articulography device. Comparing the tongue positions

during pauses in speech between the two groups revealed a clear difference in the articulatory set-

tings, with significantly more frontal tongue positions for the speakers from Ubbergen in the

Southeast of the Netherlands compared to those from Ter Apel in the North of the Netherlands. These

results provide quantitative evidence for differences in articulatory settings at the dialect level.
VC 2017 Acoustical Society of America. [http://dx.doi.org/10.1121/1.4990951]

[CGC] Pages: 389–394

I. INTRODUCTION

Honikman (1964, p. 1) defined articulatory settings as

“the overall arrangement and manoeuvring of the speech

organs necessary for the facile accomplishment of natural

utterance.” In her article, she noted characteristic articulatory

setting differences between the English and French languages,

such as the tongue being anchored laterally to the roof for the

English speakers vs anchored centrally to the floor for the

French speakers. Even though Honikman (1964) gave this

phenomenon the label we use today, much earlier reports of

language-specific articulatory settings have been given. For

example, Sweet (1890, p. 74) noted that “[e]very language

has certain general tendencies which control its organic move-

ments and positions, constituting its organic basis or basis of

articulation.” But as Laver (1978) notes in a historical over-

view of the concept of articulatory settings, even as early as

the 7th century, general language-specific distinctions with

respect to articulation have been discerned.

The characterizations of Honikman (1964) and others

before her have been qualitative in nature, that is, by

describing the observed general movements of the articula-

tors. More recently, various attempts have been made to

identify differences in articulatory settings quantitatively by

means of acoustic analysis (see Gick et al., 2004, for an

overview). Unfortunately, such an approach is complicated

by the inability to separate differences in the articulatory

settings from differences in segmental targets. As Laver

(1978, p. 11) notes “no articulatory setting normally applies

to every single segment a speaker utters.” As a consequence,

various researchers have focused on investigating the exis-

tence of language-specific resting positions during pauses in

speech utterances (dubbed the “pre-speech posture” by

Perkell, 1969) in order to characterize articulatory settings.

As it is not possible to accomplish this through acoustic

analysis, these studies necessarily investigate the position of

the articulators. For this purpose, techniques such as x-ray,

ultrasound, electromagnetic articulography (EMA), and

real-time magnetic resonance imaging can be used (Mennen

et al., 2010; Ramanarayanan et al., 2013).

Gick et al. (2004) used x-ray data (with a sample of ten

speakers) to show that there were language-specific articula-

tory settings for English vs French speakers. They found that

compared to English, French was characterized by a greater

pharynx width, a lower tongue body, a lower tongue tip, a

less protruded upper lip, and a more protruded lower lip

(although see Wilson, 2013, for a different pattern), but that

velum and jaw positions did not differ significantly between

the two groups.

Using ultrasound imaging, Wilson and Gick (2014)

showed that bilinguals have distinct articulatory settings for

their two languages (French and English) if they are per-

ceived as having native fluency in both languages. In their

sample of eight bilingual speakers, four were rated as being

native in both of their languages, while for the other four this

was not the case. The speakers in the first group generally

exhibited articulatory setting differences between their two

native languages, which were in line with the differences

between English native speakers and French native speakers:

lower tongue tip height (reported by Gick et al., 2004, and

Wilson, 2013) and more lower lip protrusion for French

speakers compared to English speakers (reported by Wilson,

2013). The speakers in the second group did not exhibit a

similar pattern.
�SwieRci�nski (2013), in a sample of four speakers, sug-

gested that Polish speakers with a better command of the

English language had learned to vary their articulatory set-

tings on the basis of the language they spoke. In his study,

the two speakers with the greatest command of the English

language showed significant differences in the pre-speech

posture (i.e., more frontal and higher tongue position) when

speaking English compared to Polish, whereas no signifi-

cant differences were observed for the two less proficient

speakers.a)Electronic mail: wieling@gmail.com
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While articulatory settings clearly exist, and differ for

different languages, some evidence suggests that differences

in articulatory settings might also be observed at the dialect

level. Knowles (1973) discusses the urban dialect of

Liverpool (Scouse) in terms of articulatory settings and, for

example, mentions on the basis of a qualitative investigation

of his own speech that the Scouse dialect is characterized by

more velarized speech than Received Pronunciation

(Knowles, 1973, pp. 102–111). Recasens (2010) shows in a

sample of 15 speakers using electropalatography (a tech-

nique to monitor contact between the tongue and palate) that

distinct tongue position differences can be observed between

Eastern Catalan and Valencian (with the latter being charac-

terized by more anterior tongue positions). However, to our

knowledge, no study has sought to quantitatively investigate

the existence of distinct articulatory settings by focusing on

the position of the articulators during pauses in speech utter-

ances. While Recasens’ (2010) study was certainly quantita-

tive, it did not investigate the position of the articulators

during pauses. Two studies by Stuart-Smith (1999a,b) did

provide a quantification of articulatory settings for different

social groups (male/female, old/young) in Glaswegian (e.g.,

one of the results showed that children showed laxer supra-

laryngeal articulation than adults), but this was based on

transcribing voice quality characteristics on the basis of

speech, and did not involve articulatory measurements.

However, her approach did enable her to identify differences

in (supra)laryngeal settings.

In this study, we will extend the work on investigating

differences in articulatory settings at the dialect level by

focusing on the pauses during dialectal speech. We will focus

on Dutch dialects, as these have been investigated frequently

from a quantitative point of view (see, e.g., Heeringa, 2004,

and Wieling et al., 2007). This study is also distinctive for the

large number of speakers included (more than 30).

II. ARTICULATORY DATA COLLECTION

For our study, articulatory data were collected on site at

two high schools in the Netherlands in 2013. The two schools

(“RSG Ter Apel” in Ter Apel in the North and “Havo Notre

Dame des Anges” in Ubbergen located about 150 km further

south) are found on opposite sides of a strong dialect border

in the Netherlands, distinguishing the Low Saxon dialects in

the North from the Central Dutch dialects to the south of the

dialect border (see Wieling et al., 2007). Figure 1 shows a

map of the Netherlands in which Ter Apel is marked by a

“T,” Ubbergen by a “U” and the approximate dialect border

by a dashed line. The reason these specific locations were cho-

sen was that we had access to the students at the high schools

in the two locations. While variability in articulatory move-

ment is greater in adolescents compared to adults (but with no

difference between males and females; Walsh and Smith,

2002), testing at high schools gave us access to a very moti-

vated group of participants. Furthermore, in our analysis

(using mixed-effects regression, explained below) we take

into account individual speaker variability. Finally, the pres-

ence of more variability lowers the probability of discovering

differences between groups, and as a consequence our

analysis becomes more conservative. At both schools data

were collected during a single week. A total of 19 high school

students (age at testing between 13 and 18 years old, average

year of birth: 1996, 2 females, 17 males) participated in

Ubbergen, while 15 high school students participated in Ter

Apel (6 females, 9 males, average year of birth: 1996).1

We collected kinematic data from sensors attached to the

speech articulators using a portable 16-channel EMA device

(Wave, Northern Digital Inc., Waterloo, Ontario, Canada) at a

sampling rate of 100 Hz, automatically synchronized to the

audio signal (recorded at 22.05 kHz using an Oktava MK012

microphone; Oktava FSC, Tula, Russia). Head-correction was

performed using the NDI Wavefront software (NDI,

Waterloo, Ontario, Canada) on the basis of a single 6DOF

(degrees of freedom) reference sensor attached to the fore-

head. Each data collection session lasted about 50 min, and

participants gave consent and received monetary compensa-

tion for their participation. Participants were informed before-

hand about the nature of the experiment. If they were younger

than 18 years old, their parents also had to sign the consent

form. Participants were selected only if they spoke the local

dialect, which was assessed by M.W. before the experiment

began. For this purpose, participants had to name images pre-

sented on a computer screen in their local dialect. Their

response was compared to the expected dialect pronunciations

(which were compiled beforehand by an expert on Dutch dia-

lectology, Dr. W. J. Heeringa). If the pronunciation of the par-

ticipant deviated too much from the expected pronunciation,

that speaker was not subsequently included (i.e., 34 speakers

were included).

FIG. 1. Map of the Netherlands indicating the two data collection sites, Ter

Apel (T) and Ubbergen (U). The dashed line indicates the approximate loca-

tion of the dialect border.
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For the purpose of this study, we focus on the three

tongue sensors, which were attached midsagittaly to the

tongue of each participant. The sensors were glued to the

tongue with PeriAcryl 90 HV dental glue (GluStitch Inc.,

Delta, British Columbia, Canada). One sensor (T3) was glued

as far back as possible on the tongue without causing the

speaker discomfort. The other sensor (T1) was glued �0.5 cm

behind the tongue tip. The third sensor (T2) was glued mid-

way between the other two sensors. If sensors came off during

the experiment, they were reattached at their original position

on the tongue. Due to the purple color of the glue, this posi-

tion was generally clearly visible. In order to obtain a compa-

rable coordinate system across speakers, a biteplate recording

(containing three sensors) was used to rotate the coordinates

of each sensor relative to the occlusal plane (Hoole and

Zierdt, 2010; Yunusova et al., 2009).

The experiment consisted of first naming 70 images

(e.g., the image of a sheep, pronounced by the participant as

an individual word “sheep”) in their local dialect, and subse-

quently reading 27 consonant-vowel-consonant (CVC)

sequences (C: /t,k,p/, V: /a,i,o/) from a computer screen in

standard Dutch (see Wieling et al., 2015). Both parts were

repeated twice, and the items within each repetition were

ordered randomly. The dialectal material was chosen in such

a way that a broad overview of Dutch dialect variation was

obtained. The CVC sequences contained the /t/, /k/, and /p/

in order to assess movement of the tongue (tip and back) and

lips.

III. ARTICULATORY DATA PREPROCESSING

The (rotated and head-corrected) positions of the tongue

sensors were normalized along both the inferior-superior and

anterior-posterior axes in such a way that “0” indicated the

most inferior (or anterior) position for each sensor, and “1”

the most superior (or posterior) position for each sensor.2

Subsequently, the data for each speaker were manually seg-

mented in Praat (Boersma and Weenink, 2016) on the basis

of the acoustic signal. Segmentation was conducted both at

the segment level as well as at the word level. For the pur-

pose of this study, we only used the word-level segmenta-

tion. As the material consisted of the pronunciation of

separate, individual words, segmentation at the word-level

was relatively straightforward.

Based on this segmentation, we extracted the articula-

tory positions associated with the pauses in between the

word pronunciations. To be sure that we only extracted posi-

tions associated with a true pause, we only considered pauses

with a duration of at most 1.5 s (longer pauses frequently

contained tongue movement associated with swallowing,

yawning, or it contained a mispronunciation of a word).

There was no lower limit, as due to the setup of the experi-

ment there always was a pause between two succeeding pro-

nounced words. From these pauses, we extracted the

articulatory positions over an interval between 0.75 s and

0.25 s before the start of each pronounced word. If the time

between two consecutive words was less than 1 s, the

extracted portion of the pause extended from 0.25 s after the

end of the first word to 0.25 s before the start of the second

word. If the time between two consecutive words was less

than 0.5 s, the pause was ignored. The 0.25 s gaps were used

as the segmentation was done acoustically and residual artic-

ulatory movement can still be present close to the acoustic

start or end of a word. Consequently, the extracted portion of

the pause was at most 0.5 s (when the time between two con-

secutive words ranged between 1 and 1.5 s), but could be of

shorter duration as well (when the time between two consec-

utive words was less than 1 s). Note, however, that results

remained similar if the extracted portion of the pause was

not limited to at most 0.5 s, but always ranged from 0.25 s

after the end of the first word to 0.25 s before the start of the

second word. The median extracted pause duration was

0.36 s (i.e., about 36 measurement points, as the sampling

rate was 100 Hz) with an inter-quartile range of 0.24 s.

About 35% of the pauses had the maximum duration of

0.5 s. For each individual pause, the median position for

each sensor (T1, T2, and T3) and axis (inferior-superior: z-

axis, anterior-posterior: x-axis) over the pause interval was

calculated.

IV. ANALYSIS

Our data contain normalized sensor positions in two

dimensions for three tongue sensors during �200 pauses per

participant, and accordingly we analyzed the data using

mixed-effects regression. By using this approach, we are

able to take into account the structural variability associated

with each individual speaker. For example, the positions of

the sensors during the individual pauses were relatively simi-

lar for each individual speaker (the average inter-quartile

range of the resting positions was 2.6 mm). By using random

intercepts (some speakers may have a more frontal pre-

speech posture than others) and random slopes (some speak-

ers may show a different pre-speech posture for dialectal vs

standard speech, while others do not), we were able to model

the variability associated with each individual, thereby

reducing the risk of being overconfident (i.e., reporting p-

values that are too low). An overview of the merits of

mixed-effects regression is given by Baayen et al. (2008).

We only included random intercepts and random slopes

whenever model comparison using the Akaike Information

Criterion (AIC; Akaike, 1974) indicated that the additional

complexity was warranted (i.e., resulting in a lower AIC

value of at least 2; following the approach of Wieling et al.,
2014).

V. RESULTS

We fitted two separate mixed-effects regression models,

one for each axis, with the normalized position for each of the

three sensors as dependent variable. The model fit on the basis

of the inferior-superior position did not show a tongue height

difference between the two groups, neither with nor without

taking into account (the interaction with) the type of speech

(all jtj’s< 1.3, p’s> 0.19). For completeness, Table I shows

the fixed effects of this full model including the interaction.

The random-effects structure consisted of random intercepts

for speaker and pause (i.e., linked to the following word), and

random slopes for the group differences (Ubbergen vs Ter

J. Acoust. Soc. Am. 142 (1), July 2017 Martijn Wieling and Mark Tiede 391



Apel) per pause and the type of speech (dialect vs standard

Dutch CVC sequences per speaker).

The effect size (X0
2, similar to R2; Xu, 2003) of this full

model was 0.25, and the residuals approximately followed a

normal distribution. Figure 2 (left) visualizes the non-

significant difference between the two groups. In contrast,

the model fit on the basis of the anterior-posterior position of

the tongue sensors showed a clear significant (fixed effect)

difference with respect to the tongue frontness between the

two groups (t¼�4.3, p< 0.001). The speakers from

Ubbergen had more frontal tongue sensor positions than the

speakers from Ter Apel in the North of the Netherlands (the

size of this effect is 9% of the total range of the sensors).

The random-effects structure of this model was identical to

the aforementioned model focusing on the inferior-superior

position. The effect size (X0
2) of this optimal model was

0.37, and the residuals approximately followed a normal dis-

tribution. There was no significant effect of (nor any signifi-

cant interaction with) the type of speech. Table II shows the

model summary of the best model (i.e., including only the

significant group difference). Figure 2 (right) visualizes the

significant difference between the two groups.3

VI. DISCUSSION

The quantitative results obtained in this study suggest a

distinct pre-speech tongue posture difference between two

Dutch dialects, which is present both when the speakers speak

in their local dialect and when they speak (accented) standard

Dutch. The Low Saxon dialect from Ter Apel in the North of

the Netherlands seems to be characterized by a tongue posi-

tion that is located further back in the mouth than that of the

Central Dutch dialect of Ubbergen. Various studies have

quantified differences in articulatory settings between differ-

ent languages, but this is—to our knowledge—the first study

that has done the same for different dialects of the same lan-

guage on the basis of the tongue position during pauses in

speech.

While no previous studies have investigated articulatory

settings in Dutch dialects, a few studies have investigated

variation in the Dutch language using articulatory measure-

ments. For example, Scobbie and Sebregts (2010) investi-

gated variation in Dutch /r/ using ultrasound recordings.

However, as they only included five speakers, their results

remained rather qualitative. Furthermore, a single-segment

study is unsuitable to shed light on differences in articulatory

settings, as differences in articulation of the specific segment

and articulatory setting differences cannot be distinguished.

Interestingly, Wieling et al. (2015) and Wieling et al. (2016)

conducted an articulatory analysis of the tongue movement

data associated with the word pronunciations (as opposed to

the data associated with the pauses analyzed in this study) of

the experiment explained above, and found a similar pattern

as reported in the present study, with a more posterior tongue

position for the speakers from Ter Apel compared to those

from Ubbergen. This suggests that articulatory setting differ-

ences may also be observed when analyzing a sizeable

amount of variable speech data (i.e., not only focusing on a

single segment).

Adank et al. (2007) investigated regional Dutch varia-

tion from an acoustic perspective, focusing on formant

measurements of the vowels. While there certainly is no

one-to-one correspondence between formants and tongue

position, tongue positions and formant frequencies do corre-

late (Lee et al., 2016). As Adank et al. (2007) did not iden-

tify a clear first or second formant difference between the

speakers from the North vs those from the Central Dutch

area, we might have expected the absence of an articulatory

difference between the two groups as well. However, using

formant measurements is less sensitive than using tongue

position information, and also restricts the analysis to

TABLE I. Mixed-effects regression model for the inferior-superior (z) axis.

No significant difference between the two dialect groups was observed. Only

fixed effects are shown; see Sec. V for the random-effects specification.

Predictor Estimate Standard error t-value p-value

(Intercept) 0.605 0.015 39.47 <0.001

Ubbergen vs Ter Apel 0.026 0.020 1.29 0.19

Standard vs dialect (Ter Apel) 0.012 0.013 0.91 0.36

Standard vs dialect (Ubbergen) 0.008 0.012 0.66 0.51

FIG. 2. Visualization of the non-

significant height difference (left) and

the significant posterior position differ-

ence between the two groups (right).

Larger y-values indicate higher (left)

or more posterior (right) normalized

tongue sensor positions.

TABLE II. Mixed-effects regression model for the anterior-posterior (x)

axis. The difference between the two groups was significant. Only fixed

effects are shown; see Sec. V for the random-effects specification.

Predictor Estimate Standard error t-value p-value

(Intercept) 0.438 0.016 27.54 <0.001

Ubbergen vs Ter Apel �0.090 0.021 �4.26 <0.001

392 J. Acoust. Soc. Am. 142 (1), July 2017 Martijn Wieling and Mark Tiede



vowels. Consequently, it is unclear to what extent our results

would be expected to match those of Adank et al. (2007).

Of course our study is not without its limitations. First

of all, only two dialects were investigated, and it is not clear

in what way the difference in articulatory settings can be

generalized to other dialects in the Netherlands. In future

work, we will investigate if the pattern indeed holds for other

dialects in the same regions in the Netherlands, and if other

patterns may be identified as well. Second, while we have

not found a clear difference in articulatory settings between

the two types of speech (dialect vs standard), this might have

been caused by the characteristics of the speech stimuli

(naming images vs reading specific CVC sequences).

Another limitation is methodological. Even though we

have attempted to ensure that we only included real pauses

in our data, it is possible that the data we included might

have contained tongue movement due to, for example, swal-

lowing or articulatory movements associated with the pro-

nunciation of the preceding or subsequent words. As a

consequence, we have attempted to alleviate these potential

problems by taking the median of the positions during the

pauses, and by including all pauses separately in the analy-

sis, rather than averaging them.

In conclusion, our study has provided quantitative evi-

dence for differences in the articulatory settings between two

dialects of the same language. The existence of such differ-

ences at the dialect level is in line with characterizations of

dialects in terms of articulatory settings by, for example,

Knowles (1973) and Stuart-Smith (1999a,b).
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1While the asymmetry in the gender distribution across the two groups

might be problematic, the results were similar when only male speakers

were included in the analysis.
2Note that other normalization choices could have been made. However,

two alternative normalization procedures showed a similar pattern of the
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recorded when the participants were asked to keep their mouth closed).

Using this system, negative values indicated more anterior (or inferior)

positions of the sensor compared to its non-speech resting position,

whereas positive values indicated more posterior (or superior) positions of

the sensor compared to its non-speech resting position.
3As indicated earlier, the results using a different normalization procedure
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Ter Apel compared to those from Ubbergen. The only difference was that

when normalizing all three tongue sensors simultaneously, there appeared

to be a significant interaction with the type of speech (with the group dif-

ference being significantly larger for the CVC sequences). However, this

interaction was not observed using the two other normalization

procedures.
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