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1I N T RO D U C T I O N

Today we are living in a highly technological environment. We use
devices which are getting smarter every day. Artificial intelligence
has become one of the important technological aspects of today’s

high-tech world. Face recognition (Jafri and Arabnia, 2009), (Jain et al.,
1999), as a biometric authentication technique (Jain and Kumar, 2012),
is an important application field of artificial intelligence (Jain and Klare,
2012). Its main advantage is that, unlike other biometric techniques such
as finger print (Jain and Maltoni, 2003), iris (Bowyer et al., 2013) and
speaker recognition (Saquib et al., 2010), it does not require the applicant
to spend time in the personal data acquisition process. For instance,
facial recognition software, which is deployed in a public area where many
different people pass by, can recognize faces of passers in a crowd and
can help identifying a criminal (Brey, 2004). Its main disadvantage is the
sensitivity to illumination variances, poses and occlusions which occur in
unstructured environments.

This chapter is organized as follows: In section 1.1, an automatic face
recognition system together with its preprocessing functions are discussed.
In section 1.2, the goals of the research described in this dissertation are
explained. In section 1.3, the contributions are given and the chapter is
finally concluded with an overview of this dissertation in section 1.4.

1.1 Face Recognition Systems
In this section, typical steps of an automatic face recognition system such
as localization, aligning and recognition are explained.

1
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Face Detection, Localization and Alignment
Detection In realistic conditions, faces of people are mixed with other
faces as well as with other objects in camera images. For a face recognition
application to function automatically, faces should be detected and local-
ized first to be useful for the recognition application. Face detection (Yang
et al., 2002), a special case of object detection, uses a search algorithm
whose goal is finding the location of a face in an image. To do this, several
samples (sub-images) are cropped from the source image and analyzed by
a binary classifier that decides whether an image patch contains a face.
After this, the sub-images which contain a face will be returned as detected
faces. A very well-known state-of-the-art face detector has been developed
by Viola and Jones (2004), which uses AdaBoost as a machine learning
method (Freund and Schapire, 1999) combined with Haar features. In this
dissertation, we have used this face detector as well to obtain face images.

Localization The location found by the face detector can be used for face
tracking as well as for face recognition purposes, both of which require a
different level of accuracy. For face recognition, the location is used to align
the face. This location, if accurate enough, can be used to translationally
align the face. However, if the face detector is not very robust and accurate
then extra facial landmark information such as the center of a face is
necessary. Besides, as will be seen in the next section, to align a face
rotationally usually a single location parameter is not enough.

Alignment Basically 2 main types of alignment can be defined: 2D and
3D alignment. In 2D face alignment, the main idea is capturing some
important facial parts which can be used to compute the face position and
rotation angle by means of landmark information. In one approach, called
active shape models (ASM), many fiducial points are labeled and used
to model a shape being composed of points (Cootes et al., 1995). In an
updated version of this approach, called active appearance models (AAM)
(Cootes et al., 1998), intensities of pixel values are also used to obtain
better accuracies. The main difficulty in these methods is however the
labeling effort. In another approach, fiducial features of faces are modeled
as local features. To extract these points, for instance, the scale invariant
feature transform (SIFT) (Lowe, 2004) is used. After these points are
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acquired from the training images, they are compared against points of a
test input image which are also extracted by the SIFT method.

In a third approach, a few important landmarks such as the centers
of eyes and mouth can be used to estimate the positional and rotational
offsets of the face image. For instance Hasan and Pal (2011) use Haar-like
features and the AdaBoost algorithm for detecting the eyes and mouth. As
Haar features are weak features, the candidate fiducial points are filtered
and the best one is selected by a heuristic rule. In (Monzo et al., 2011;
Kroon et al., 2009), eyes are detected by histograms of oriented gradients
(HOG) and local binary patterns (LBP) feature descriptors respectively.

In 3D face alignment, not only the appearance of a face is to be aligned
but also the head pose. For instance, a profile or a half profile face cannot
be geometrically aligned with a 2D alignment technique which is not able
to reach the depth information. In one approach, similar to ASM and AAM
for 3D, landmarks containing 3D information are used for alignment. In
such a work (Xiao et al., 2004) 3D data are integrated with the 2D AAM
algorithm which is named as Combined 2D+3D. According to their paper,
6 times more parameters needed to model a face for AAM are required to
model a 3D AAM, but at the profit of a faster convergence. In (ter Haar
and Veltkamp, 2008), a coarse to fine 3d model fitting approach for face
identification is presented. According to this, a 3D face model is roughly
adjusted to the automatically segmented 3D face scan by single or multiple
face components. Using multiple face components is reported to result
in better accuracy for the final face identification algorithm. In a similar
but a more recent paper (Chen et al., 2012), ASM for 3D alignment is
integrated with speeded-up robust features (SURF) for texture modeling.
In another recent face alignment and verification method (Taigman et al.,
2014), a generic morphable 3D face and a 3D affine camera model are used
to warp the 2D appearances into the 3D space. This makes it possible to
create unseen views of a face artificially.

Recognition
After the detection, localization and alignment steps are finished, the face
image is ready for a face recognition algorithm. There are two kinds of
recognition problems: face verification and face identification. While in
the former, the goal is to find whether two input faces belong to the same
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person, in the latter given an input face image the purpose is assigning
the correct identity.

After the first working face recognition system was developed by Turk
and Pentland (1991), who employed the eigen faces approach, a lot of
research has been carried out to handle this task. There are many different
approaches and methods in the field. In the following paragraphs, some of
the most recent approaches are briefly explained.

Usually aligning of faces is a preprocessing step which should be done
before the recognition phase. In the aligning process sometimes some
information, which could also possess some identity information, is removed
due to the nature of the process. To address this problem in (Berg and
Belhumeur, 2012), an identity based alignment method, also called Tom-
vs-Pete classifier, is proposed. In their algorithm, aligning is done pairwise
(for 2 faces) by taking into account the identity information, so that only
the redundant information is kept during the alignment which results in a
better accuracy.

In recent years, algorithms that utilize multi-layered neural network
architectures named deep learning are beginning to become state-of-the-art
for face verification. These algorithms use many layers of feature detectors
which work hierarchically to obtain general features and remove the noise
existing in high-dimensional image data. Deep belief networks (DBN)
(Hinton et al., 2006) and especially convolutional neural networks (CNN)
(Lecun et al., 1998) are attracting a lot of attention from the researchers.

In (Sun et al., 2014), multiple CNNs are trained for face identification
by employing more than 10K subjects to make general face representations
which are to be used for face verification. In this work they even do not use
a special aligner in order to test the performance of their method in a more
challenging condition. In (Taigman et al., 2014), faces are first aligned
using 6 fiducial points in 2D and then frontalized using a 3D warping
technique which makes use of 67 fiducial points to localize. They use a deep
neural network which is composed of more than 120 million parameters
without weight sharing properties. In (Reed et al., 2014), several restricted
Boltzmann machines are used to disentangle factors of variations such as
pose, identity and/or expression. This framework is applied to expression,
digit recognition as well as face verification efficiently (30% performance
boost is reported for face verification). In (Zhu et al., 2014), inspired
by the primate brain, which is considered to model view and identity
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separately, a deep multi-view perceptron is proposed for face recognition.
It contains 6 main layers of identity neurons and 3 layers of view layers.
The proposed model is also able to create unseen views. In an industrial
paper a naive version of CNN for face verification is built and trained
(Zhou et al., 2015). In this work, according to their result the human face
verification performance is surpassed with 99.5% accuracy. Although deep
learning algorithms are now seen as state-of-the-art solutions to many face
recognition problems, prerequisites to train a deep network are powerful
computers and a large amount of training data (which should also be in
high resolution) and also a long training time is not uncommon.

Usually high-dimensional data are said to contain noise which can harm
the discrimination power of a classifier. However, a high-dimensional data
vector is not always harmful as shown in (Chen et al., 2013). Here, a very
high dimensional feature vector creation method based on LBP features is
presented. The size of the vector is 100K that proves high dimensionality
helps to improve performance of face recognition algorithms significantly.
Here, a joint Bayesian approach is used as a classifier which is said to obtain
the best results according to the paper. In (Lu and Tang, 2014), a Gaussian
process and a multi-source based learning algorithm is applied to the face
verification problem for the labeled faces in the Wild (LFW) dataset
(Huang et al., 2007). According to their results, human performance is
surpassed for the first time. That is a very remarkable result since the
human face recognition ability is known to be always better than machines
for decades.

Generally full face images are required to feed into a face recognition
algorithm. However, in (Liao et al., 2013) face parts instead of full face
images are used as data. These face patches are processed by Gabor ternary
patterns (GTP) and SIFT to create feature vectors. These vectors are
used to create a dictionary which becomes an input for a face recognition
algorithm employing a sparse coding scheme. In (Cao et al., 2013), a
simple generative Bayesian transfer learning method is developed for
face verification which shows promising results. In transfer learning, the
idea is using a source dataset (source-domain, usually large in number)
in combination with a target dataset (target-domain, usually limited in
number) to improve the performance of a classifier. Similar to (Chen et al.,
2013), a very high dimensional LBP filter is used as the feature vector
and the Joint Bayesian method is used as the classifier.
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Sparse coding is also a well-known method applied to the face recognition
problem. In the sparse coding scheme, from training data, a sparse set of
vectors is extracted along with the same number of coefficients which can
be used to represent any test image drawn from the same subject set from
the training dataset. In (Wagner et al., 2012), a sparse representation based
face recognition method, inspired by (Wright et al., 2009), with iterative
face registration and an illumination correction method addressing accurate
alignment and handling illumination variations is presented. In (Gui et al.,
2012), a dimensionality reduction method using sparse representations
with a supervised learning scheme called discriminant sparse neighborhood
preservation embedding is proposed. In another sparse learning based face
recognition method (Jiang and Lai, 2015), a sparse code representation is
boosted also with a supervised low-rank dictionary decomposing algorithm.
In (Zhuang et al., 2014), to cope with the illumination variance problem,
an illumination dictionary using a separate face image library comprising
different illumination properties is created. This algorithm is applied to
the single sample per person face recognition problem. In another method
(Yin et al., 2011), proposed for face verification, a generic face dataset
is used, where for any subject samples including a variety of pose and
illumination differences exist. When two input faces are fed into the
system, they are compared to the generic data according to their pose and
illumination attributes and the closest ones are selected which provides
the final verification decision.

Although most of face recognition approaches are 2D based, 3D based
face recognition also consists of an important family of methods due to
its advantages. A typical advantage of 3D face recognition is that depth
information as an additional dimension boosts the overall performance
(Abate et al., 2007). In fact, in (Xu et al., 2004), the depth value (value of
z in a 3D coordinate system) is shown to improve the general accuracy if
combined with the pixel intensity values. While 2D based face recognition
algorithms attempt to model the face as a 2 dimensional image, the goal
for 3D based ones is modeling the 3D face geometry and also the shape
of the head. There are basically two ways of creating 3D dimensional
face models: One is using many range images which have the depth
information. These are used to reconstruct the 3D face. This method
does not provide data accurate enough for a perfect face recognition,
because in the merging process self-occlusion arising from pose changes
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can cause information loss. The other one is using directly the output of a
3D camera and gives more precise information because of the nature of the
technique. Both approaches usually need, however, multi-view cameras
and/or special hardware and advanced image manipulation algorithms
which can manipulate 3D object data.

1.2 Objectives of this Dissertation
We can define three objectives for the conducted research we describe
in this dissertation. These have to do with face localization, alignment
and identification. Although becoming a mature field, many challenges
still remain to be handled for face recognition. Pose and illumination
variations, face similarities within a family as well as possible difficulties
to find enough training samples (which also need to have high enough
resolution) for each subject are some of these challenges. From obtaining
the raw data to providing them to a face recognition algorithm some
processes are obligatory such as locating the face in a camera image and
aligning it to prevent suffering from noise due to variances of pose and
illumination. Because of all these facts, our first objective is localizing
the face accurately. This is done right after the face detection. After the
rough face frame is obtained from the face detector, we have developed a
novel eye-pair detector algorithm that finds the eye-pair as an important
fiducial location in a face. In this algorithm, an eye-pair which denotes
two eyes in a face is searched and located by means of a sliding window
technique.

Finding and localizing a face are necessary but not enough steps for many
cases if the face as a rectangular object is rotated. Therefore, our second
objective is aligning faces properly to increase the accuracy performance of
a face recognition algorithm. To align the faces, we propose an algorithm
that uses the centers of eyes to calculate the face rotation angle to rotate
the face to the position in which the angle is 0. The search frame for
the eyes is the detected eye-pair frame which is found previously. Using
the eye-pair frame instead of the whole face image helps avoiding false
positives which can deteriorate the aligner performance.

In some application domains, the performance of a face identification
algorithm is limited, if there are not enough reference samples for training.
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Sometimes the number of available samples is no more than a few. This
is called the small sample problem (SSP). In some cases, there is even
only one sample per subject. It is the extreme case of SSP and also known
as the single sample per person problem (SSPP). Our third objective is
finding a solution to these problems.

To handle the SSPP problem, we propose two novel algorithms which
work hierarchically. These are the maximum similarity based region selec-
tion (MSRS) algorithm and the Multi-HOG based distance computation
method. While the first method attempts to find the most similar regions
to avoid cropping and pose errors, the second one uses a multi-HOG based
distance computation function to finally obtain the face identities. To
handle the SSP problem, we propose a HOG based bag-of-words method
(HOG-BOW). In the HOG-BOW method, a codebook is constructed by
the k-means clustering algorithm trained on many patches extracted in
the training stage. After the codebook construction, it is used to create
feature vectors by means of a soft-assignment method. Results of both
methods showed a significant improvement for face recognition in the cases
of SSP and SSPP.

1.3 Contributions

Eye-pair Detection for Facial Feature Localization

Face localization can be seen as being one step beyond face detection.
In Chapter 2 of this dissertation, we propose a novel eye-pair detection
algorithm from a loosely detected face image to obtain the face location
accurately.

In Chapter 2, we attempt to answer the research question: How can a face
be localized accurately in the case that face detector output is not accurate
enough? To give a solution to this problem, we worked on detecting a face
mark which is a very important part of a face: the eye-pair. Moreover,
instead of detecting eyes separately which is a more common approach
found in the literature, we chose to find the eye-pair as a whole rectangle.
This is not much investigated except some research on an eye-pair detector
designed with the Viola-Jones approach (Castrillón-Santana et al., 2008b).
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In this research topic we have demonstrated three important findings:
First, finding the eye-pair as a whole in a face was faster and more accurate
than a single eye detector which can find two eyes consecutively. Second,
our eye-pair detector outperforms the eye-pair detector designed by using
the Viola-Jones method. Third, as for feature extractors, the restricted
Boltzmann machine (RBM) (Hinton, 2002) with a linear layer was the
best filter compared to principal component analysis, Gabor filters and
difference of Gaussians filters.

Eye and Eye-Pair Detection for Face Alignment

To fine tune the face detection process and normalize it to the frontal
position, face alignment is a required step before the actual face recognition
process. In Chapter 3, we focus on this research question: How can eyes
be detected accurately and how can a face image be aligned using limited
facial mark information? We propose to detect eye-pairs and eyes in a
cascaded way to be used for face alignment. To rotationally align a face we
will use the centers of the eyes which are detected in an eye-pair window.

In this work we have shown two important results: First, the RBM
obtains better results than the histogram of oriented gradients (HOG) in
terms of rotation angle correction error. Second, rotational errors cause
deterioration for the face recognition performance of 6 to 8 percent accuracy
in our experiments.

Face Recognition for Single Sample per Person

In Chapter 4 of this dissertation, two Multi-HOG based distance computa-
tion functions are proposed for the face recognition problem. One of them
is the mean of minimum distances (MMD), and the other is the multi-layer
perceptron based distance (MLPD) algorithm. These are combined with a
new face similarity search algorithm that finds the best face regions to
compare to the other face. In this chapter, we aimed to describe three
new algorithms for answering the research question: How robust can a face
recognition algorithm be if only one sample face is available for training?

In this research topic, our findings are as follows: First, using several
HOG filter features contributes to the performance of a 1-NN classifier
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for the classification of faces. Second, the selection of minimum distances
shows better performance compared to making use of all the distances,
possibly due to the elimination of occlusions and some easily visible facial
expressions (such as big smiles). Third, the multi-layer perceptron based
distance computation function achieves the highest accuracy if compared
to the other methods. This shows that using a generic face dataset for
learning semantic similarities contributes in terms of increasing the actual
recognition performance. Also, mirrored images are shown to improve the
overall accuracy in general.

Face Recognition for Small Sample per Person

In Chapter 5 of this dissertation, a bag of visual words (BOW) approach
combined with HOG for face recognition with a small sample size per
person is proposed. The classifier being used here is the L2-SVM for
its robustness to deal with long feature vectors. We seek a solution to
the research question of how faces can be recognized under limited data
conditions. In this work, we have made these observations: First, using
the HOG-BOW method has been shown to be better than using single
HOG or SIFT features. Second, HOG-BOW, combined with the L2-SVM,
obtains state-of-the-art face identification performances with very few
training examples. Finally, as in Chapter 4, data augmentation by means
of mirrored images also help improving the results when the training
samples are very limited in number (e.g. 1 sample per person). When
more training data are used, however, this technique does not add any
improvement to the overall performance.

1.4 Overview of this Dissertation
The rest of this dissertation is organized as follows: In Chapter 2 our
eye-pair detection system that is developed for accurate face localization
is explained. In Chapter 3, we present the face alignment method which
is composed of eye and eye-pair detectors. In Chapter 4, our multi-HOG
based face recognition algorithm which is designed for the single sample
conditions is described. In Chapter 5, our HOG-BOW method for face
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recognition which is effective for the small sample problem is explained.
Finally in Chapter 6, conclusions and future directions are given.
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2M AC H I N E L E A R N I N G FO R
M U LT I - V I E W E Y E - PA I R
D E T E C T I O N

While face and eye detection are well known research topics in the
field of object detection, eye-pair detection has not been much researched.
Finding the location and size of an eye-pair in an image containing a
face can enable a face recognition application to extract features from a
face corresponding to different entities. Furthermore, it allows to align
different faces, so that more accurate recognition results can be obtained.
To the best of our knowledge, currently there is only one eye-pair detector,
which is a part of the Viola-Jones object detection framework. However,
as we will show in this chapter, this eye-pair detector is not very accu-
rate for detecting eye-pairs from different face images. Therefore, in this
chapter we describe several novel eye-pair detection methods based on
different feature extraction methods and a support vector machine (SVM)
to classify image patches as containing an eye-pair or not. To find the
location of an eye-pair on unseen test images, a sliding window approach
is used, and the location and size of the window giving the highest output
of the SVM classifier are returned. We have tested the different methods
on three different datasets: the IMM, the Caltech and the Indian face
dataset. The results show that the linear restricted Boltzmann machine
feature extraction technique and principal component analysis result in
the best performances. The SVM with these feature extraction methods
is able to very accurately detect eye-pairs. Furthermore, the results show
that our best eye-pair detection methods perform much better than the
Viola-Jones eye-pair detector.

13
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Face alignment is an important requirement for a successful face
recognition application. A human face in an image can be in a
variety of scales, positions and poses. Without any alignment of

the face entities in an image, recognition performance is very limited. An
eye-pair is the image that contains a pair of eyes, and it is a significant part
of a face. We believe that detection of it can be easier than other parts of a
face. Still to the best of our knowledge, there is currently only one eye-pair
detection method based on the Viola-Jones framework (Castrillón-Santana
et al., 2008b), but as we will show In this chapter, this method is not very
accurate. The aim of our work is to develop a system that can accurately
detect eye-pairs. This will be useful to address in the future the problem
of accurate face alignment and recognition.

Eye or eye-pair detection is a sub-field of object detection in images. The
approaches can be classified into three fundamental methods: Shape-based
models, feature based models and appearance-based models. Shape-based
models depend on a geometrical model of the eyes and use this model
to decide whether an image patch contains an eye. It extracts contour
properties of the image patch and compares these to the model using a
similarity measure. In (Kawaguchi et al., 2000), a separability filter is used
for feature extraction and the Hough transform is used for model fitting.
Some researchers focus on color images in order to exploit skin color of
faces. So, a color conversion algorithm is applied to the image containing
a face so that the separation of skin color from the background becomes
easier. After the conversion the face is detected by means of a face mask
calculation. In (Kalbkhani et al., 2013), a non-linear RGB to YCBCr color
conversion is adopted, and an eye mapping algorithm is applied using an
already created face mask to find the eyes. In (Huang et al., 2011), an
algorithm which converts color pixels from the RGB color space to the
HSL space is developed and used. Then, after some image enhancement
operations specific to human skin, an object searching algorithm is used
for finding eye candidates. Exploiting human-skin color as a discriminator
can be very efficient, provided that the background is relatively simple
and different than human skin color. In another eye detection and tracking
system (Abdel-Kader et al., 2014), eyes are detected and tracked by a
particle swarm optimization based multiple template matching algorithm.
In another paper, the Hough transform algorithm is used in combination
with directional image filters previously proposed for face detection (Maio
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and Maltoni, 2000). In (Ilbeygi and Shah-Hosseini, 2012), luminance and
chrominance values of colored image patches are extracted and given to a
template matching algorithm to detect eyes. Shape-based eye detection
models may be suitable for real-time eye-tracking applications if they
require tracking only the iris and the pupil. However, they are sensitive to
different rotation angles and image quality. Moreover, for obtaining more
precise results, these models use more parameters to model the shape
and this results in an extensive engineering effort and the application is
computationally more demanding (Hansen and Ji, 2010).

Feature-based methods focus on finding local features related to the
eye. For instance, the eyebrow, the pupil and the iris are basic parts of
an eye and locating these features can be helpful for locating the eye. In
(Kim and Dahyot, 2008), features of eyes and other facial parts (nose,
mouth, etc) of the face are extracted with the SURF algorithm (Bay et al.,
2008). Then these features are given to a support vector machine (SVM)
(Vapnik, 1998) to locate these facial parts. In (Sirohey and Rosenfeld,
2001), special linear and non-linear filters constructed from Gabor wavelets
are used to detect the iris and corner features of the eyes. Then these
features are further filtered to remove false features from the detected
feature set. A voting mechanism is finally applied to compute the most
accurate location of the iris. In (Ando and Moshnyaga, 2013), integral
images are utilized for face tracking, face detection, and eye detection.
There, instead of eyes themselves, the area between the eyes is exploited as
discriminator from other parts of a face. The face area is first obtained by
subtracting the adjacent frames of video data and then a seven segmented
rectangle template is used to slide through the image which contains the
face. The output of the sliding window algorithm is given and processed by
an algorithm according to their integral image output values. Since that
application is designed for energy-constrained environments, the algorithm
it uses is relatively simple which might give inaccurate results for some
environments. While feature-based methods are robust to illumination
and pose changes, they usually require high-quality images (Hansen and
Ji, 2010).

Appearance-based models make a model from eye images by using the
photometric appearance of the eyes. Since no specific a priori information
related to eyes is used, a sufficient number of training data to learn the
parameters for eye detection is needed. For the purpose of eliminating
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noise and reducing dimensionality, feature extraction and normalization
operations to training data are usually applied. As for feature extrac-
tion techniques, principal component analysis (PCA), and edge detection
methods are some of the techniques being used. After all these operations
the output is given to a classifier for training. As classifiers, adaptive
boosting (Freund and Schapire, 1995), neural networks and SVMs have
been used. In (Huang and Mariani, 2000), patches of example eye images
are processed by principal component analysis (PCA) to reduce the di-
mensionality and make a model eye for classifying unseen image patches
if they contain an eye. In (Vijayalaxmi and Rao, 2012), a Gabor filter is
used as a feature extractor and an SVM is used as a classifier. To make
the final detector more robust to rotations, the face images are populated
by rotation, translation and mirroring operations before giving them to a
Gabor filter to be processed and then finally the output of it is fed into
the SVM to train the classifier. In the face and eye detection method
in (Lin et al., 1997), some edge extraction techniques and a histogram
equalization algorithm are applied to image patches before they are given
to a probabilistic decision based neural network for detection. In (Motwani
et al., 2004), wavelet coefficients of image patches are given to a multilayer
perceptron. In (You-jia et al., 2010), the output of an orthogonal wavelet
analysis on image patches is given to an SVM. The biggest advantage of
the appearance-based methods is that they are applicable to all kinds of
different objects, because they are based on machine learning algorithms
to learn the model from training data. Therefore, they also often require
almost no a priori knowledge and less engineering effort. A disadvantage is
that they may need a lot of labelled data to learn a very good performing
model.

In the Viola-Jones object detection framework (Viola and Jones, 2004),
for the eye-pair detector (Castrillón-Santana et al., 2008b) an appearance-
based method has been adopted as well. The framework exploits Haar
wavelets as object features and these features are calculated using integral
images, which makes the computation very efficient. Because of this fact,
the face detector of Viola-Jones is known as a very fast face detector
and is still a de-facto standard for general platforms where speed can
be preferred over accuracy. The method is based on using a cascaded
classifier structure using weak Haar features to build a classifier. To train
the cascaded structure an adaptive boosting algorithm is used. In this
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scheme, if a training example is misclassified by the detector, the weight
of that example is increased so that the subsequent classifier is able to
correct the errors made by the previous classifiers.

Primarily meant to be used for face detection, this framework has been
extended for detecting facial parts such as eye, eye-pair, mouth, nose,
etc. Nevertheless, this detector is not very accurate and may not be very
suitable for platforms where source images are cluttered, noisy or have
low-contrast. Since we aim to develop a very robust face recognition appli-
cation useful for very different types of face images taken in challenging
environments, we need high accuracy rather than high speed in order to
minimize the recognition error caused by incorrectly aligned face images.
Because of this reason, we will utilize a strong classifier and powerful
feature extraction methods to increase the discrimination power of the
system.

Contributions
In this chapter a novel eye-pair detection method, addressing the problem
of face alignment, is proposed. Our aim is to build a robust application,
which can deal with many variances in different images, that can also
be useful for robots. The system is constructed by using a feature vector
extraction method that converts an image patch to the input of a support
vector machine (SVM) classifier. We have compared five different feature
vector extraction methods. The first one is the linear restricted Boltzmann
machine (RBM) (Smolensky, 1986) that extracts activities of latent vari-
ables which model the data. The second one directly uses pixel-intensity
values. The third method uses principal component analysis to extract
eigenvalues from an image patch, and the last two feature extraction meth-
ods use the difference-of-Gaussians edge detector and Gabor wavelength
filter before the image patch is given as input to a linear RBM. These five
feature extraction methods and the SVM classifier are implemented in a
sliding window method to find the best matching eye-pair region in a face
image. The detector is trained on images we collected from the Internet
for which we manually cropped the eye-pair regions. We have compared
our methods to the Viola-Jones eye-pair detector on three different test
face image datasets (with 240, 450 and 566 face images). The results show
that our eye-pair detection systems consistently perform better than the
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state-of-the-art Viola-Jones eye-pair detector. For almost all test images,
the eye-pair regions are located very accurately with our system. Besides,
we compare our eye-pair detector application with a single eye detector
that we constructed in a similar fashion to show the superiority of using
one single wider rectangle which contains two eyes instead of two smaller
ones.

Outline. This chapter is organized as follows: In Section 2.1, the classi-
fier and feature extraction methods are described. In Section 2.2, the whole
eye-pair detection algorithm is explained. After that, the experimental
setup and results are described in Section 2.3. Section 2.4 discusses our
findings and describes some directions for future work.

2.1 Classifier and Feature Extraction
Methods

2.1.1 Support Vector Machine

The support vector machine (SVM), invented by Vapnik and co-workers
(Vapnik, 1998; Boser et al., 1992), is a machine learning algorithm which
is very useful for two-class pattern recognition problems (Cristianini and
Shawe-Taylor, 2010). The SVM algorithm assumes that the maximum
margin between two classes makes the best separation. Although originally
developed as a linear classifier, an SVM can be used with non-linear kernels
to produce a non-linear classifier. We will shortly describe the SVM. Let
D be a training dataset,

D = {(xi, yi), 1 ≤ i ≤ n}
where xi ∈ Rp are input vectors and yi ∈ {1, −1} are binary labels. Given
an input vector xi the linear SVM outputs the following class output oi:

oi = g(xi) = sign(wT xi + b)

where w is the weight vector and b is the bias. To compute the weight
vector w and the bias b, the SVM minimizes the cost function:

J(w, ξ) =
1
2wT w + C

n∑

i=1
ξi
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subject to constraints:

wT xi + b ≥ +1 − ξi for yi = +1

and

wT xi + b ≤ −1 + ξi for yi = −1

where C weighs the training error and ξi ≥ 0 are slack variables. This is
usually done by using the dual formulation, but because the SVM is a
well-established machine learning method and not the main scope of our
research, we will not go into details here. One possible disadvantage of
this soft margin method is that it increases the number of support vectors
and therefore it increases the chance of overfitting. A recent algorithm
proposes a solution to this, called separable case approximation (Geebelen
et al., 2012), which achieves the right separation with a decreased number
of support vectors without using soft margins.

Non-linear Case. Although linear separation is faster and less complex
than non-linear models, it is not suitable for all kinds of data. Because of
this problem, the non-linear SVM model was proposed by Boser, Guyon,
and Vapnik (Boser et al., 1992). In this case, the dot product between two
input vectors that leads to a linear classifier, is replaced with a non-linear
kernel function that allows to separate non-linearly separable data. Many
kernel functions have been proposed (Cristianini and Shawe-Taylor, 2010).
The most often used kernel functions are the radial basis function (RBF):

RBF : K(x, y) = e(−γ||x−y||)2
, γ > 0,

and the polynomial kernel:

POLY : K(x, y) = (xT y + c)d

Recently, to make benefit of discrimination capabilities of both kernels, a
combination of these kernels given above is proposed (Afifi et al., 2013),
where the kernel formula becomes:

POLY − RBF : K(x, y) = (e(−γ||x−y||)2
+ c)d

When using a kernel function, the decision function becomes:

oi = g(xi) = sign(
n∑

j=1
K(xi, xj)wj + b)
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where the weight wj for an example xj is given by αjyj . Here αj is
computed by optimizing the dual objective problem of the SVM. In this
research, SVMlight (Joachims, 1999) is used for training the SVM classifier
with the RBF kernel.

2.1.2 Restricted Boltzmann Machine

An RBM is an energy-based neural network model used for suppression of
noise and reducing the dimensionality of the input data. It is composed
of two layers: an input layer and a hidden layer, which are connected
to each other through (symmetric) weighted connections. This structure
is called a bipartite graph. For the graphical depiction of an RBM, see
Fig. 1. There are many possible implementation methods of these layers
depending on the structure of the data to be modeled. While the two
layers can be implemented with the same layer type, different activation
functions in different layers can also be used. The binary stochastic layer
is the most prevalent implementation.

Figure 1: An RBM with 3 hidden and 4 visual (or input) units.

We adopted in this chapter, however, a fully linear RBM, as it was able
to model the data better than other implementations of the RBM in our
experiments. The mathematical description of the RBM is briefly given
below.

Let vi be the value of input unit i and hj be the activity value of hidden
unit j that models the input data and v̂i, ĥj are reconstructed input and
hidden values. hj is computed from the input vector by:

hj = f(bj +
∑

i

viwij) (1)
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v̂i and ĥj are computed as:

v̂j = f(aj +
∑

i

hiwji), ĥj = f(bj +
∑

i

v̂iwij) (2)

where f(·) is the activation function, aj is the bias for input unit j, bj is
the bias value for hidden unit j and wij ’s are weights connecting input
and hidden units. For the linear function f(x) = x and for the logistic
function f(x) = 1

1+exp(−x) .
To build a model using RBMs, the weight vector w is to be optimized.

The most often used method to find the best weight vector, proposed by
Hinton (2002), is the contrastive divergence algorithm. In this algorithm,
the weight vector w is optimized according to the following update rule:

Δwij = η(〈vihj〉 − 〈v̂iĥj〉) (3)

where η is the learning rate, v̂ are reconstructed values of the input data
and ĥ are reconstructed values of the hidden units. The angle brackets
denote the expected value of any vi, hj pair, which are computed using a
batch of training examples. Biases are updated by:

Δai = η(〈vi〉 − 〈v̂i〉), Δbj = η(〈hi〉 − 〈ĥi〉) (4)

After the optimization process, values of hj are computed with the
RBM given the input vector and then given to a classifier as a feature
vector.

2.1.3 Difference-of-Gaussians Filter

The difference-of-Gaussians (DoG) filter is an edge detection algorithm
that detects edges by subtraction of one blurred version of an original
image from another, which is a less blurred version of the original. Let f

be the image matrix, and let G1 and G2 be the first and second Gaussian
functions, which produce Gaussian matrices for convolving the image. The
Gaussian function is:

Gi(x, y) =
1

2πσ2
i

e
− x2+y2

2σ2
i , i ∈ {1, 2}
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The Gaussian blurred images are:

Oi = (f ⊗ Gi(x, y)), i ∈ {1, 2}

Where ⊗ is a convolution operation. Finally, the final output image is
computed by: O = O2 − O1.

Blurring an image using a Gaussian convolution kernel suppresses spatial
information with high-frequency properties. Subtracting one blurred image
from the other helps keeping spatial frequencies that are preserved in
the two blurred images. So, the DoG can be considered a low band-pass
filter which discards all except some significant spatial frequencies that
are present in the original image. A detailed analysis of this filter is given
in (Basu, 2002).

2.1.4 Gabor Wavelets

A Gabor wavelet is a filter used for edge detection operations. It is a
convolution product of a sinusoidal plane wave and a Gaussian function.
The mathematical definition of the filter is given below:

greal(x, y; λ, θ, ϕ, σ, γ) = e
− x

′2+γ2y
′2

2σ2
i cos(2π

x′

λ
+ ϕ)

gimaginary(x, y; λ, θ, ϕ, σ, γ) = e
− x

′2+γ2y
′2

2σ2
i sin(2π

x′

λ
+ ϕ)

where x
′
= xcosθ + ysinθ and y

′
= xsinθ + ycosθ.

As can be seen above, it has five parameters to affect the response of the
filter. Here, λ represents the wavelength of the sinusoidal wave function, θ

represents the orientation, ϕ is the phase offset, σ is the standard deviation
of the Gaussian function and γ is the spatial aspect ratio which determines
the ellipticity of the Gabor function.
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2.2 The Eye-pair Detection System

2.2.1 The Training Method

The training method is divided into three parts: Collecting necessary
training data, creating feature vectors using a feature extraction method,
and supervised training using an SVM for making a model to discriminate
between eye-pair and non-eye-pair regions.

(a) (b)

Figure 2: Examples of images used for training. (a) eye-pairs (b) non-eye-pairs.

2.2.1.1 Image Dataset
The image dataset was constructed manually at the beginning of the
project by us 1 , by collecting images containing a human face from the
Internet and then by cropping the eye-pairs as positives and other parts
as negatives in these images. The human faces in the images, from which
eye-pair and negative image patches are cropped, are in varied positions
like different yaw, pitch and roll angles, and a substantial amount of them
are with spectacles, also in different sizes and colors. In addition, the faces
in the images are in different zoom levels.

The final training dataset constructed from face images contains 1750
eye-pair and 5700 non-eye-pair image patches. The core number of eye-
pairs to start with is 300. Then, we first further populated this eye-pair
dataset by adding the horizontally mirrored versions of the image patches.

1 Autonomous Perceptive Systems(APS) Group, University of Groningen, The Nether-
lands
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Second, we added cropped patches which are located one pixel away in the
horizontal direction from the manually cropped eye-pair patches. For the
non-eye-pair images, we first cropped initially around 2300 image patches
from non-eye-pair regions of the faces. After collecting this initial data we
evaluated the system with the training method, which is shown in Fig. 3
on training images. In this process we collected the false positives and
retrained the system to make it more robust. After repeating the process
around 5 times, this resulted finally in 5700 non-eye-pair image patches.
For examples of positive and negative samples, see Fig. 2.

The cropping window that is used to pass the specific part of an image
to the detector, is a rectangle as can be seen in the figures. We have chosen
to use a single rectangle, because it also integrates some information from
the upper part of the nose, which can make the detection more reliable. We
have also compared this single rectangle to using two smaller rectangles
that both surround a single eye. We also want to note that we use all
faces in gray scales and do not make use of color information.

Since the eye-pair part of a face represents a small region of the whole
face, the number of negative examples which contains non-eye-pairs should
be much larger than the number of eye-pair images. Therefore the negative
dataset is increased incrementally according to the false positive outputs of
the detector on the training images when finding eye-pairs in the training
images as shown in Fig. 3.

2.2.1.2 Creating Feature Vectors
In this research five feature vector creation methods have been applied.
The first feature method uses the hidden activity values of the linear RBM,
the second method uses normalized intensity values of image patches, the
third method uses hidden activity values of the linear RBM using the
output of the DoG filter as input rather than the intensity values, the
fourth feature extraction method first uses Gabor filters and then the
linear RBM, and the last feature extraction method uses eigenvalues com-
puted using principal component analysis (PCA). We will now describe
how we have used these feature extraction methods on our datasets, and
which parameters have been used that were found to perform best using
preliminary experiments.
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Start with core eye-pair and
some non-eye-pair training data

Train the feature extrac-
tor with training dataset

Create feature vectors
from training dataset

by the feature extractor

Train the classifier with feature
vectors to obtain final detector

Apply the detector to the training
dataset by using the Algorithm 1

Add false positives to
the negative dataset

Figure 3: Block diagram of the training algorithm

Hidden Activities of Linear RBM
In this scheme, the feature extractor is a two-layer linear RBM. The
weights of the linear RBM are trained iteratively with training data (using
positive and negative examples) to produce hidden activities as feature
vectors. For training the linear RBM, 60 hidden units are used and the
input image resolution is set to 24x9 pixels. Some original eye-pairs and
the reconstructed eye-pairs using the linear RBM on training images are
shown in Fig. 4a and in Fig. 4b, respectively. Although the reconstructed
images are not perfect, they resemble the original ones quite well while
reducing the dimensionality from 216 pixel values to 60 hidden unit acti-
vations. The learning rate is set to 0.035 from the start and is decreased
by dividing by 1.05 for every 10 epochs. For the size of our training set, 50
epochs work well for training the linear RBM. In order to train the neu-
ral network faster, the pixel values of each gray-scale image are normalized.
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(a) (b)

Figure 4: (a) Some original eye-pair images with 24x9 resolution (b). Recon-
structed ones with the linear RBM.

Normalized Pixel Values
The second method is based on directly using pixel intensities. In this
scheme, the feature extraction method uses a standard image resizing
technique based on a linear interpolation algorithm. After resizing, the
gray-scale pixel values of each image patch are normalized between 0 to 1.
Since the resolution of 24x9 was shown to give noisy inputs and led to a
slower detection performance, we changed the resolution to 16x6 pixels
for this method.

Edge Detection Filter Output
In this scheme, the feature extraction method is based on using the hidden
activities of the linear RBM which uses the DoG filter output as input.
The output of the DoG filter is further smoothed with a noise reducer
(despecling) before giving it to the linear RBM. For the DoG filter, the
radius of the first Gaussian filter is set to 24x24, while the second filter
uses a small radius of 2x2. The standard deviation of both Gaussian filters
is set to 1. The image resolution of the search window frame is set to 24x9.
We also use 60 hidden units for the RBM in this case.

Gabor Wavelets
In this scheme, the feature extraction method is based on using the hid-
den activities of the linear RBM which uses the Gabor filter output as
input. For the Gabor filter, due to obtaining best performances, the wave-
length and bandwidth are selected as 2 and 16 respectively. As for the
orientations the angles of 0, π

4 , π
2 , 3π

4 , π, 5π
4 , 3π

2 , 7π
4 , are used. The aspect ra-
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tio is selected as 1 (a square). Again 60 hidden units for the RBM are used.

Eigenvalues of PCA
In this scheme, the feature extraction method is based on PCA, which
creates eigenvectors as a model of the training data and the projection
of the data to this model as feature values. For this method, to make a
good comparison, we use the same parameters as the RBM, namely 60
eigenvalues and the resolution is set to 24x9.

2.2.1.3 Training the SVM with Feature Vectors
The output of the feature extraction process is used to train the SVM
classifier. The radial basis function kernel is used as the kernel of the SVM.
The best regularization and gamma parameters, which are two important
parameters to be tuned to obtain good classification results, were selected
by testing the resulting eye-pair detector on images of the ORL dataset
(Samaria and Harter, 1994), which we used as a separate training set. The
details about those parameters are given in the experimental section.

2.2.2 Eye-Pair Detection Method

The image including a human face with a visible eye-pair, is resized to
user selected predefined scales by preserving the original width-to-height
ratio. The algorithm is explained below.

2.2.2.1 Sliding Windows Technique
To find the eye-pair in an image, a window with predefined resolution
value is slided through the image from top to down and from left to right,
to extract different regions. Then the feature vector constructed by a
feature extractor on each region is given to the SVM to get a classification
result (the discriminative value). The region with the highest output of
the SVM is assumed to contain the eye-pair.
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2.2.2.2 Using a Scale of Resolutions
Since the faces are not in standard scales in the images, the detector
assumes a range of different scales. Also because the resolution of the
eye-pair search window is fixed, the detector changes the resolution of the
image in which it looks for an eye-pair. For an illustration of scale changes
of the eye-pair detector, see Fig. 5. The resolution of the image containing
an eye-pair is rescaled such that the ratio of width of the main image to
width of the search window changes from 2 to 1 with steps of 0.125 while
preserving the resolution of the main image. For a detailed explanation of
the method, see Algorithm 1. We move the sliding window with 2 pixels
in horizontal and vertical directions. Going over a complete image with
different scales and locating the eye-pair cost around 1.3 seconds with our
method on an average Laptop PC.

Algorithm 1 EyePairDetection (w, incw, incx, incy, wf ,hf )
1: w is rescaled width of main image being scanned, wf × hf is resolution of detection frame
2: Set x and y to zero;
3: while w ≤ maxw do

4: Calculate original aspect ratio: r :=
horg

worg

5: Calculate rescaled height : h := wr

6: Rescale the original image to w × h : I(w,h) := R(Iorg, w, h)

7: while y ≤ maxy do
8: while x ≤ maxx do
9: Get image patch at x and y from main image: Ip := Iw,h(x, y, wf , hf )

10: Process the patch with the feature extractor: v := F (Ip)

11: Get classification value from the SVM: d := SV M(v)

12: Store this value with x, y and w values in a list: L ← (d, x, y, w)

13: Increment x value: x := x + incx

14: end while
15: Increment y value: y := y + incy

16: end while
17: Update width size: w := w + incw

18: end while
19: Return x, y and width with the highest discriminant value: result := argmax (L)
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Figure 5: Searching for an eye-pair in different scales of width (54, 48, 33 pixels,
respectively) with the same window frame. The best fit here is the
middle one with an image width of 48 pixels. The resolution of the
window frame (black rectangle) is 24x9.

2.2.3 The Single Eye Detector

In this section, the single eye detector for comparison with the eye-pair
detector in terms of accuracy and speed performance is presented. Since we
already explained our eye-pair detection method in detail and the detection
method of the single eye detector is very similar, only the differences will
be given below.

2.2.3.1 Training the Single Eye Detector
Collecting the Training Data
Differently from the eye-pair detector a single eye detector searches and
finds eyes separately. Because of this fact, we collected around 300 eye
images from the main face dataset we constructed for the eye-pair detector.
For some eye examples, see Fig. 16b. Then, similarly to our eye-pair detec-
tion training method, we collected mirrored versions of the original eyes.
Then we created an initial amount of non-eye images from the previously
constructed non-eye-pair negative set. Next, we collected negatives by
testing the detector on the face dataset we used for training the eye-pair
detector and we kept on adding false positives to the negative dataset.
In this way we finally aggregated 7800 training images for our single eye
detector.

Image Resolution and Feature Extraction Method
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Figure 6: Sample eye images of Single Eye Detector.

As for cropping resolution we used 14x10 (hence 140 pixels) and for feature
extraction we selected the linear RBM method for this task as it proved
to perform best from our eye-pair detection experiments. For the linear
RBM, 50 hidden units are used for training.

Detection Method of Single Eye Detector
Since the eye detector finds eyes separately, it returns always two values for
the two best-matching eyes, which is different from the eye-pair detector
that returns one detected eye-pair. To prevent ambiguity that the same
eye with a slightly different resolution and position appears as the second
best matching eye patch, we use a distance condition so that the second
best matching eye which does not fulfill this is removed. This condition is
given below:

d(ceye1, ceye2) > l1 + l2

where ceye1 and ceye2 are the center points of two eyes, d(·) is the function
which computes the Euclidean distance between two points and li is the
maximum distance from the center to the border of the ith eye frame with
the angle of the line which connects the center points of two eyes. This
condition eliminates the second eye found too close to the best matching
eye patch, since they are almost surely the same eye detected twice. Here,
li is given by:

li = (weyei/2) ∗ sin(a),

and the center points are computed as follows:

ceyei(x) = (xeyei + weyei/2)
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ceyei(y) = (yeyei + heyei/2)

In the equation above a, the angle of the slope between two center points,
is computed from m, where m is the slope of the line which connects two
center points:

m =
ceye1(y) − ceye2(y)

ceye1(x) − ceye2(x)

a = arctan(m)

(a) (b)

(c) (d)

Figure 7: Illustration of how the bounding box (right parts) is computed from
two single detected eyes (left parts) in the single eye detector. Examples
of correctly detected eye-pairs: (a), (b), (c), incorrectly detected: (d)

Evaluation Method
To compare the single eye detector to the eye-pair detector, we created a
bounding box using the information from two detected eyes. Some example
bounding box pictures are given in Fig. 7.



22A_BW Faik Karaaba_stand.job

2.3 experimental setup and results 33

2.3 Experimental Setup and Results
In this section the datasets that are used in the experiments, the eval-
uation metrics, and the results obtained by the different methods are
presented. We have also compared our methods with the Viola-Jones
eye-pair detection algorithm.

2.3.1 Datasets

For the tests, the ORL (Samaria and Harter, 1994), the IMM (Nordstrøm
et al., 2004a), the Caltech 2 and the Indian 3 face datasets are used. The
images in these datasets except the ORL dataset were not seen before for
training our eye-pair detection system. The ORL dataset, on the other
hand, is used to evaluate training parameters of our method. We have used
all face images in these datasets and manually cropped the eye-pair regions
to be able to compute the system performances. The ORL face dataset
was created at AT & T labs of the University of Cambridge. It involves 400
faces obtained from 40 individuals. The IMM face database was created by
the Technical University of Denmark. It contains 240 images obtained from
40 individuals. The Caltech face database was created by Markus Weber
at the California Institute of Technology. It contains 450 images obtained
from 27 individuals with different lighting/expressions/backgrounds. The
Indian face database was created in the campus of the Indian Institute of
Technology Kanpur. It contains 566 images obtained from 40 individuals.
Some example images of the ORL, IMM, Caltech and Indian datasets
are provided in Fig. 8 and Fig. 17. The images in the IMM, Caltech and
Indian datasets were cropped manually before giving them to the eye-pair
detector.

2.3.2 Evaluation

To evaluate the results of automatically detected eye-pairs, an overlapping
windows ratio (OWR) metric, which calculates the fraction of matching

2 Weber. M, Frontal Face Dataset, http://www.vision.caltech.edu/html-files/archive.html
3 The Indian Face Database, http://vis-www.cs.umass.edu/∼vidit/IndianFaceDatabase/



22B_BW Faik Karaaba_stand.job

34 multi-view eye-pair detection

Figure 8: Sample images of the ORL dataset.

(a)

(b)

(c)

Figure 9: Sample cropped images of the test datasets: (b) IMM, (b) Caltech, (c)
Indian.

pixels between automatically detected and manually cropped eye-pair
regions, is used. The detection performance (OWR) is defined by:

OWR =
r√

m ∗ a

Where r is the matched pixel count, m is the pixel count of the manually
annotated (’true’) eye-pair region and a is the pixel count of the eye-pair
region which is detected automatically by the system. The minimum OWR
is 0 and the best obtainable performance is 1, when the windows have
equal size and completely overlap. Some examples of face images in which
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detected eye-pairs have an OWR higher or lower than 0.75 are shown as
rectangles in Fig. 10a and in Fig. 10b, respectively.

(a)

(b)

Figure 10: Eye-pair detection results (a) higher than 0.75 OWR, (b) lower than
0.75 OWR for images from the ORL training dataset.

We will compute the percentage of test images that have an OWR above
a specific threshold. Finally, we will also report the average OWR on all
test images and the standard error.

2.3.3 Results

The SVM needs two parameters to be set (C and gamma), which we
optimized after extensive detection experiments on the images in the
training dataset. The parameters which worked best are γ = 0.4 and
C = 6 for RBM, DoG, PCA and Gabor, γ = 0.2 and C = 4 for the
pixel-based method and, C = 7 and γ = 0.5 for the single eye detection
method.

The summary of results, as percentage of correctly retrieved eye-pairs
(recall) with a minimum OWR of 0.75 and average of OWR results
are given in Table 1 and Table 2, respectively. Additionally, we made
a comparison of speed performances of our eye-pair detector and the
single eye detector. Our eye-pair detector detects the eye-pair within 1.3
seconds on average. The single eye detector can be used to detect the
eye-pair within 3.6 seconds. Both methods are significantly slower than
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the Viola-Jones eye-pair detector, which is optimized for speed, rather
than accuracy.

Table 1: Recall performance and the standard errors of Eye-pair Detection Ex-
periments on 3 face datasets. The results are computed using all 240
faces of IMM, 450 faces of Caltech and 566 faces of the Indian dataset.

Datasets
Method IMM Caltech Indian

RBM 95% ± 1.4% 97% ± 0.8% 81% ± 1.6%
Pixel 89% ± 2.0% 94% ± 1.1% 83% ± 1.6%
DoG 87% ± 2.2% 89% ± 1.5% 50% ± 2.1%
PCA 95% ± 1.4% 96% ± 0.9% 81% ± 1.6%

Gabor 94% ± 1.5% 88% ± 1.5% 87% ± 1.4%
Single Eye(RBM) 91% ± 1.8 % 91% ± 0.8% 70% ± 1.9%

Viola 80% ± 2.5% 79% ± 1.9% 69% ± 1.9%

Table 2: Average OWR performance and their standard errors of Eye-pair Detec-
tion Experiments on 3 face datasets. The results are computed using
all 240 faces of IMM, 450 faces of Caltech and 566 faces of the Indian
dataset.

Datasets
Method IMM Caltech Indian

RBM 0.88 ± 0.005 0.87 ± 0.005 0.79 ± 0.009
Pixel 0.86 ± 0.007 0.86 ± 0.008 0.79 ± 0.009
DoG 0.80 ± 0.015 0.83 ± 0.010 0.53 ± 0.016
PCA 0.88 ± 0.004 0.86 ± 0.005 0.78 ± 0.008

Gabor 0.86 ± 0.005 0.84 ± 0.007 0.81 ± 0.008
Single Eye(RBM) 0.85 ± 0.007 0.86 ± 0.003 0.74 ± 0.009

Viola 0.72 ± 0.020 0.71 ± 0.017 0.64 ± 0.012

As can be seen from Table 1, the linear RBM method and PCA give
the best overall results. The PCA method performs very similarly to the
linear RBM method and the performance differences of RBM and PCA



24A_BW Faik Karaaba_stand.job

2.3 experimental setup and results 37

are statistically insignificant. The pixel-based method closely follows the
linear RBM and the PCA methods, except for the IMM dataset in which
the pixel-based method performs significantly worse. The IMM dataset
contains many rotated faces, with which the dimensionality reduction
methods seem to cope better. It can also be seen that the method that
uses the DoG filter performs much worse than PCA and the linear RBM
method. On the Indian dataset the DoG method performs even worse than
the Viola-Jones eye-pair detector. This indicates that the low-contrast and
noisy nature of the images of the Indian dataset hinders the DoG filter to
perform well. Furthermore, our images have a low resolution and the DoG
filter cannot cope well with that. On the other hand, the method that uses
a Gabor filter shows somehow varying results. It remarkably outperforms
the other methods significantly for the Indian dataset. This is because the
Gabor filter increases the contrast which is very helpful for this dataset.
The Gabor filter with the SVM gives a close performance to the best
feature methods for the IMM dataset. However, for the Caltech dataset,
where the illumination properties of the images vary a lot, the Gabor filter
diminishes the detection performance of the system a lot. This seems to
suggest that highly illuminated images processed by the Gabor filter lose
some important information. Finally, our results clearly show that the
use of a single eye detector for finding an eye-pair is outperformed by the
eye-pair detector when both use the RBM feature extraction method.

As can be noticed from Table 1 and Table 2, the different average OWR
results and the recall performance results show a correlation. Table 2
shows that the average OWR on all datasets with our best methods is
always larger than 0.78, which shows our methods reliably detect the
eye-pairs. Especially on IMM and Caltech, the detection accuracies are
very high.

We also show the percentage of retrieved eye-pair regions for the results
of RBM, pixel-based methods and Viola-Jones detector when we let the
OWR threshold increase from 0.0 to 1.0 in Fig. 11, Fig. 12, and Fig. 13,
for the IMM, the Caltech and the Indian dataset, respectively.

In Fig. 11, it can be seen that on the IMM dataset, the RBM performs
similarly to the pixel-based method, except for the threshold area between
0.7 and 0.9. In this area, the RBM method outperforms the pixel-based
method. The Viola-Jones eye-pair detector performs much worse than
these two methods. The Viola-Jones detector often fails to get close to an
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Figure 11: Recall performances of three eye-pair detection systems on the IMM
dataset as a function of minimum OWR threshold

Figure 12: Recall performances of three eye-pair detection systems on the Caltech
dataset as a function of minimum OWR threshold

eye-pair at all with around 18% misses, which is shown by the percentage
of retrieved eye-pairs with a low OWR threshold.

In Fig. 12, it can be seen that the RBM performs better than the pixel-
based method on the Caltech dataset between the thresholds of 0 and
0.9. After the 0.9 threshold, it performs a bit worse than the pixel-based
method. The Viola-Jones eye-pair detector with a threshold larger than
0.9, performs similarly to the RBM method and somewhat worse than
the pixel-based method. However, just as with the IMM dataset, the
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Viola-Jones eye-pair detector quite often fails to find an eye-pair at all.
The rough proportion of undetected eye-pairs of the Viola-Jones eye-pair
detector is 20%.

Figure 13: Recall performances of three eye-pair detection systems on the Indian
dataset as a function of minimum OWR threshold

In Fig. 13, we can see that the RBM and the pixel-based method perform
equally well throughout the whole threshold area on the Indian dataset.
After the threshold of 0.85, they perform somewhat less well than the
Viola-Jones eye-pair detector, but with lower OWR thresholds the Viola-
Jones detector performs much worse than our methods. The difference of
undetected eyepairs between the Viola-Jones eye-pair detector and our
best method is around 27% until the OWR threshold of 0.4.

To summarize, all these results show that RBM and PCA are the best
methods and perform much better than the Viola-Jones eye-pair detector.
Visual inspection of images with the SVM discriminant value on the red
channel revealed that the midpoint between the eyes is well detected with
very rare occasions of maximum values outside of the eye-pair region.

2.4 Discussion
Eye-pair detection is an important step to align different face images for
improving a face recognition application. Because of illumination effects,
non-rigidity of human eyes caused by ocular muscles and eyelids and also
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different poses of human faces, the problem is quite difficult to solve. In this
chapter we presented and compared different eye-pair detection systems
which consist of different feature extraction methods and a support vector
machine classifier. We explained how the methods are trained and how
they are combined with a sliding window to detect an eye-pair.

The experimental results showed that the linear RBM and the use of
principal component analysis give the best results. These two methods
generally give more reliable results and they seem to be less sensitive to
noisy and low-contrasted inputs. The use of the pixel-based method gives
sometimes better results than the other methods on particular images.
However, its results have higher variance, indicating that it is less reliable
than the RBM and PCA methods. The use of the difference-of-Gaussians
filter decreases the performance and with low-contrast images (like in
the Indian dataset), its performance can be even quite bad. The Gabor
filter results in much better performance levels than the other methods
for low contrast and low illuminated images (Indian dataset), but loses its
strength significantly for highly illuminated images (Caltech dataset).

The comparison of our application with the Viola-Jones eye-pair detector
showed that the Viola-Jones eye-pair detector performs much worse on
all datasets compared to the RBM, PCA, Gabor filter, and pixel-based
methods. This may be explained by the low information capacity of the
Haar features, which are used in the Viola-Jones framework. Finally,
the performance of the single eye detector is also much worse than the
performance of the eye-pair detector. This confirms our hypothesis that
eye-pair detection can be more accurate, because more pixel information
can be used.

We will now summarize our main findings. First, using a dimensionality
reduction method such as the linear RBM or PCA improves the robustness
of the system and lowers the false positive rate. Second, the size of the
training dataset directly affects the system’s performance. We noticed that
increasing the training data with mirrored versions of non-frontal eye-pairs
and shifted versions of the cropped eye-pairs was important to get to the
very accurate approach proposed here. Furthermore, adding a substantial
number of additional negative samples according to the false positive
outputs of the system also makes the detector much more reliable and
accurate. Third, we want to note that although we trained our detector
for eye-pair detection, our approach can be generalized for creating any
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object detection method, such as face detection and pedestrian detection
since no eye-specific modeling was applied in the algorithms presented
here.

As future work, we are interested in improving our application even
further. Our algorithm generates very few false positives, however, it is
always tested on images including human faces. We also want to test
the system on natural and indoor images without faces, and to tune
the decision threshold in order to minimize false alarms. To increase the
accuracy of our application, a combination of different detectors trained
on different datasets could be useful. Furthermore, instead of using the 2-
layered shallow RBM, a multi-layered deep RBM (deep architecture) might
perform better. Finally, we want to use our detector to align faces in a
data-mining effort and subsequently to develop a complete face recognition
system.



26B_BW Faik Karaaba_stand.job



27A_BW Faik Karaaba_stand.job

3I N - P L A N E RO TAT I O N A L
A L I G N M E N T O F FAC E S B Y
E Y E A N D E Y E - PA I R
D E T E C T I O N

In face recognition, face rotation alignment is an important part of the
recognition process. In this chapter, we present a hierarchical detector
system using eye and eye-pair detectors combined with a geometrical
method for calculating the in-plane angle of a face image. Two feature ex-
traction methods, the restricted Boltzmann machine and the histogram of
oriented gradients, are compared to extract feature vectors from a sliding
window. Then a support vector machine is used to accurately localize the
eyes. After the eye coordinates are obtained through our eye detector, the
in-plane angle is estimated by calculating the arc-tangent of horizontal and
vertical parts of the distance between left and right eye center points. By
using this calculated in-plane angle, the face is subsequently rotationally
aligned. We tested our approach on three different face datasets: IMM,
Labeled Faces in the Wild (LFW) and FERET. Moreover, to compare the
effect of rotational aligning on face recognition performance, we performed
experiments using a face recognition method using rotationally aligned
and non-aligned face images from the IMM dataset. The results show that
our method calculates the in-plane rotation angle with high precision and
this leads to a significant gain in face recognition performance.

43
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This chapter was published in:

Karaaba, M.F., Surinta, O., Schomaker, L.R.B., and Wiering, M.A. (2014). In-Plane
Rotational Alignment of Faces by Eye and Eye-Pair Detection. Computer Vision
Theory and Applications (VISAPP), The International Conference on, pages 392-399.
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Alignment of a face after the detection from a still image before the
image is given to any face recognition algorithm has a crucial
importance to obtain accurate results. In particular, rotational

alignment is necessary after locating the face, since in unstructured en-
vironments the face can appear in any angle rather than frontal. There
are three types of rotation angle parameters which determine the pose
of a face: roll (in-plane), yaw and pitch. Since the roll angle exists in 2D
(hence it is also called in-plane), aligning of it is easier than the other angle
parameters. Yaw and pitch angles exist in 3D, and aligning faces which
are transformed by such rotations is much harder, because the aligning
method has to deal with invisible or deformed parts of the face. We here
propose an in-plane alignment of a face using eye coordinates that are
automatically found in a face image. In this way we aim to obtain in
future work high recognition results with a face recognition algorithm,
without the need to use full 3D modeling techniques.

Related Work
For aligning a face image, three general methods have been used: statistical
appearance modeling methods, local features methods and geometric
calculation methods.

In the first approach, two related methods called active shape models
(ASM) (Cootes et al., 1995) and active appearance models (AAM) (Cootes
et al., 1998) are popular where statistical information obtained from
sample training data is used. The simplest of these methods is ASM.
In the ASM method, one manually labels a number of facial landmarks
as salient points on example faces used for training the system. These
landmark points are then used to model the facial shape. Since positions of
these points are correlated, the PCA method is further applied to obtain
principal components describing the variances of the point distributions
and to make the further calculations computationally more efficient. Since
shape information is not sufficient for modeling some complex face data,
the AAM method, which is an extension of ASM, has been proposed. AAM
combines the shape model with texture information for improving the face
recognition system. With both approaches, especially with the latter one,
promising results have been obtained. Nevertheless, an intensive labeling
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effort to obtain all salient points in the training images is required to train
these systems.

In the second approach, one uses local features by implementing a
local feature extractor without examining global information. An example
method for this approach, proposed recently in (Anvar et al., 2013), utilizes
the scale invariant feature transform (SIFT) (Lowe, 2004) algorithm as a
local feature detector. Here, only one face is labeled with two reference
points (the mid-point between two eyes and the tip of the nose) and using
the reference information, the rest of the training face images are described
automatically using SIFT features. Then a Bayesian classifier is trained
on the patches, which are composed of face and non-face SIFT patches,
to eliminate non-face features. Since SIFT features include orientation
information for each facial feature found, this information is used to
estimate the rotation angle. However, high-quality face images, which are
not available for every application field, are generally a prerequisite for
the SIFT algorithm to perform accurately.

In the third approach, some landmark points localized by detectors
are used to determine the correct alignment position of a face. The
points used to align a face are usually central points of the eyes, and
sometimes the mouth and tip of the nose. After locating these points
by a corresponding detector, the face rotation angle can be estimated
and the face can be rotated geometrically. In this approach, because the
performance of the aligner will depend on the performance of the detectors,
detector design becomes an important part of the method. There are two
different approaches for detectors: the ones which are implemented using
mathematical operators describing object specific information and the
others which learn object specific information from sample images. While
the methods using the former approach are also called shape-based models,
the methods which are based on the latter approach are called appearance-
based models. While the former one is faster, its performance strictly
depends on the specification of the object to be found. The latter one is
slower but more robust to illumination and other noise sources that exist
in real-world data (Hansen and Ji, 2010).

To localize an object, using two or more layered systems has been
shown to obtain a performance improvement. In (Li et al., 2010a), such
an approach has been used to align faces. In that paper, a two-layered eye
localization method is adopted such that in the first layer a mathematical



29A_BW Faik Karaaba_stand.job

in-plane rotational alignment of faces 47

operator named Fast Radial Symmetry Transform is implemented to find
the points with high radial symmetry in a given image. After locating
eye candidate points by this operator, the eye classifier of Castrillon
(Castrillón-Santana et al., 2008a) is applied to eliminate false candidate
points and to finally locate the eyes in a face image. After the localization,
the in-plane rotation angle is estimated by using the central points of the
left and right eye. In (Monzo et al., 2011), another hierarchical method is
implemented. Here, in the first layer the Adaboost classifier using Haar-like
features supplies many promising eye candidates to the second layer. Then
the second layer implementing the histogram of oriented gradients (Dalal
and Triggs, 2005) and a Support Vector Machine (SVM) is used to localize
eyes.

Contributions
In this chapter, we propose a simple yet robust automatic rotational face
alignment method in which the in-plane rotation angle of a face is estimated
using the eye locations found by eye and eye-pair detector systems. Eyes
are localized by the eye detector that searches for eyes in an eye-pair patch
obtained with our previously proposed eye-pair detector (Karaaba et al.,
2014). The eye detector is implemented by using a feature extractor and
a classifier. The method for each detector is based on a sliding window
approach. We make use of the restricted Boltzmann machine (RBM)
(Hinton, 2002) and the histogram of oriented gradients (HOG) (Dalal
and Triggs, 2005) to extract features from the patches belonging to the
sliding window. Then the extracted features are presented to a support
vector machine classifier (SVM) (Vapnik, 1998). The eye-pair detector is
implemented by using an RBM and an SVM. In this chapter, we compare
the effects of the HOG and the RBM to study their utility for eye detection.

After locating the eyes in a face image, the in-plane angle is calculated
geometrically with the arc-tangent formula using x and y distances between
the two detected eyes. Finally, the face is rotated by using that angle.
We have tested our method on (subsets of) three different face datasets,
namely IMM (Nordstrøm et al., 2004b), FERET (Phillips et al., 1998)
and LFW (Huang et al., 2007). Our datasets contain 240, 230 and 450
face images, respectively. We have chosen to use subsets in order to save
time on preparation of the datasets and on testing of the methods. We
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evaluate the performance of our method based on two different evaluation
criteria: eye localization error and rotation error. The results show that the
RBM feature extraction method performs slightly better than the HOG
method on in-plane angle estimations. Moreover, we have also compared
the use of rotationally aligned faces to non-aligned faces using a simple
but robust face recognition system. The results of that experiment prove
that rotational alignment of a face has a high impact on the recognition
performance.

Outline. The rest of the chapter is organized as follows: In Section 3.1,
the feature extraction technique HOG is described in detail. In Section
3.2, the eye-pair and eye detectors are described together with the method
used for computing the rotation angle. In Section 3.3, the experimental
platform, the evaluation methods, and the results of the experiments are
presented. In Section 3.4, we conclude this chapter.

3.1 Histograms of
Oriented Gradients

In this section we will explain the histogram of oriented gradients (HOG)
(Dalal and Triggs, 2005), which is used as one of the feature extraction
method in this research.

The histogram of oriented gradients, proposed first by (Dalal and Triggs,
2005) for pedestrian detection, is a feature extraction technique which
computes the oriented gradients of an image using gradient detectors. It
has been applied since then in many other object detection systems such
as faces (Zhu and Ramanan, 2012) and on-road vehicles (Arróspide et al.,
2013), as well as for object recognition like for recognizing faces (Déniz
et al., 2011), emotions (Dahmane and Meunier, 2011) and even actions
(Wang et al., 2011).

The mathematical description of the HOG is briefly presented below:

Gx = I(x + 1, y) − I(x − 1, y) (5)

Gy = I(x, y + 1) − I(x, y − 1) (6)
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where I(x, y) is the intensity of the pixel at position (x, y), and Gx and Gy

are the horizontal and vertical components of the gradients, respectively.

M(x, y) =
√

G2
x + G2

y (7)

θx,y = tan−1 Gy

Gx
(8)

While M(x, y) is the magnitude of gradients, θx,y is the angle of the
gradient at the given location. There are mainly two HOG descriptor
calculation methods: Circular HOG (C-HOG) and Rectangular HOG (R-
HOG). In this chapter, we used the R-HOG method where the image to
be processed is divided into blocks which are composed of pixels. For each
block a separate histogram is constructed after which all histograms are
concatenated to form the feature vector.

As seen from the equations, angles and magnitudes are calculated from
the gradients. In the HOG descriptor angles are grouped using orientation
bins. The orientation bins are used to select angles for which magnitudes
of gradients are collected. The appropriate bin bθ for some angle θx,y is
computed by:

bθ = �θx,yB

2π
, 0 ≤ θ ≤ 2π, 0 ≤ bθ ≤ B (9)

where B is the bin size.
The calculated contributions of each pixel to the appropriate bin are

weighted using the magnitudes and summed up in the final histogram.

3.2 Eye and Eye-Pair Detection
Here, our novel hierarchical detector system based on eye-pair and eye
detectors is explained. In this system, it is assumed that a face is detected
in a picture by a face detector, therefore we focus only on the eye-pair
and eye detection process before the alignment. The system is comprised
of two detection layers. In the first layer, the eye-pair detector searches
for an eye-pair in an image containing a face. After the eye-pair is found,
the eye detector, which is in the second layer, looks for the eyes in the
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eye-pair region. So, the eye detector assumes its input image is an eye-pair
image rather than a face image. Decreasing the search space hierarchically
like described above has an advantage that false positives can be greatly
reduced in number. Both detectors use a sliding window method to locate
the object of their interest and use a detector frame of fixed resolution.
On the other hand, an input image is rescaled in a predefined range of
resolutions preserving the aspect ratio of the detector frame.

3.2.1 Training Set Construction

To train the eye-pair and eye detector, we first created a face image
dataset manually by collecting images containing human faces from the
Internet. Although the faces in the images we collected are in different
zoom levels, we kept the face-to-image zoom ratio always bigger than 0.5
during cropping. In addition, the collected faces are in various positions
and illumination levels making them useful for eye-pair and eye detection
purposes in uncontrolled environments (Karaaba et al., 2014). We will now
present details about the training dataset collection for the eye detector
and additional dataset collection for the eye-pair detector to make it more
robust to rotated faces.
Eye Detector Dataset. To construct the eye dataset, we first cropped
eye regions of the faces which are around 400 in number. We then added
mirrored versions of them to the eye dataset. To obtain negatives, we
have used two different methods. The first one is automatic non-eye
image collection using initial eye ground truth information and the second
one is obtaining the negatives by testing the system with our initially
trained detector. We used approximately two times more image patches
(for both the positive and negative set) than for the eye-pair dataset used
in (Karaaba et al., 2014).
Further Additions. To make the system more robust to rotated faces,
we have rotated the face samples in the training sets using angles of ±5 ◦,
±10 ◦, ±15 ◦, ±20 ◦ using the initial in-plane angle of the faces computed
from the manually selected eye coordinates. After this automatically
cropped eye-pair and eye regions using the ground truth information of
original cropped patches are added to the training set. After aggregating
around 1,200 new eye-pairs, we tested the systems (eye and eye-pair
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detector) on the training set of face images and collected more negatives.
The final amount of images in the eye-pair and eye detector datasets
increased to 7,000 and 13,500, respectively.

Sample eye-pair pictures used to train the eye-pair detector (in original
resolution) are shown in Figure 14. Sample eye and non-eye pictures (in
original resolution) are shown in Figure 15.

To locate the eyes, the SVM is invoked on all windows of the sliding
window with the appropriate feature vector extracted from the window
patch, and finally the highest outputs of the SVM are selected as the
locations of the eyes.

Figure 14: Sample eye-pair regions for training the eye-pair detector.

(a) (b)

Figure 15: Sample eye (a) and non-eye (b) regions cropped from eye-pair image
patches. Note that the non-eye regions may still contain eyes, but they
are not very precisely located in the center.



31B_BW Faik Karaaba_stand.job

52 in-plane rotational alignment of faces

3.2.2 Calculating the Roll Angle

After locating the two eyes, the arctangent formula is used for roll angle
calculation:

angle = arctan(
y

x
) (10)

Where

y = eye(left)y − eye(right)y (11)

x = eye(left)x − eye(right)x (12)

Where eye(left) and eye(right) denote the central points of the two eyes.
In Figure 16 a graphical representation of the roll angle estimation and
the face alignment method can be seen.

(a) (b) (c) (d)

Figure 16: Rotation angle estimation stages: (a) finding eye-pair, (b) finding eyes
from eye-pair, (c) computing the angle from central coordinates of
eyes (17.5 ◦ in this example), (d) rotationally aligned face.

3.3 Experimental Setup and Results
In this section general experimental parameters, the face datasets which
are used in the experiments, the formulas used for evaluation, and finally
the eye detection and in-plane rotation angle estimation results are given.
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In our experiments, an SVM classifier Vapnik (1998) has been employed
and the RBF kernel is used as non-linear kernel due to its separability
power and suitability to the datasets we used.

3.3.1 Experimental Parameters

For the eye-pair detector we used the same aspect ratio as in Karaaba
et al. (2014). For the eye detector the ratio of a frame is selected as
1.38. The resolution used in the eye detector which uses the RBM as the
feature extractor is 18×13 and it is 36×27 for the eye detector which uses
HOG. We use 50 hidden units for the RBM and around 100 epochs are
employed to train the model. We use a starting learning rate as 0.03 and
normalized the input data between 0 to 1 before giving them to the RBM.
As for HOG, we chose 4×3×6 (4×3 as block partitioning and 6 bins).
According to our observations, while higher feature dimensions for HOG
gave slightly better accuracy at the expense of increased computation
time, lower feature dimensions gave poorer performance in comparison to
the current HOG parameters.

3.3.2 Datasets

For the tests, the IMM Nordstrøm et al. (2004b), the FERET Phillips et al.
(1998) and the Labeled Faces in the Wild (LFW) Huang et al. (2007) face
datasets are used. We note that the images in these datasets were only
used in the testing stage. The IMM face dataset belongs to the Technical
University of Denmark and is composed of 240 images with 40 individuals.
The FERET dataset was created by the Defense Advanced Research
Projects Agency (DARPA) and the National Institute of Standards and
Technology (NIST) for the purpose of testing face recognition algorithms.
The full dataset is composed of 2,413 facial images with 856 individuals.
We use 230 facial samples of the full dataset selected from the first 100
individual folders for our experiments. The LFW dataset is known for
containing face images collected in totally unconstrained environments. It
contains approximately 13,000 images of around 6,000 people. We selected
alphabetically the first 450 images from this dataset. For all the selected
images, we determined the rotation angles using the manually established
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eye coordinates. For some sample face pictures of these test datasets, see
Figure 17.

Pose differences caused by yaw and roll angle changes are more prevalent
in the IMM than in the FERET dataset. The LFW dataset, on the other
hand, includes high variability of illumination and pose differences which
makes it very challenging for computer vision algorithms.

(a)

(b)

(c)

Figure 17: Sample face images of the test datasets (b) IMM, (a) FERET and (c)
LFW.

3.3.3 Evaluation Methods

We have used two evaluation methods for our face alignment method. The
first one is the eye localization error which is calculated by dividing the
pixel localization error by the eye-pair distance. The eye-pair distance is
here the Euclidean distance between the central points of the two eyes.
The localization error is calculated as follows:

e =
d(deye, meye)

d(meyel
, meyer)

(13)

where d(·, ·) in (13) denotes the Euclidean distance in 2D and in pixel
units, deye denotes the (center) coordinates of the detected eye, meye are
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the coordinates of the manually cropped eye where l and r denote the left
and right eyes, respectively. Some examples of face images where eyes are
localized with an error lower or higher than a threshold of 0.2 are depicted
as rectangles in Figure 18.

The second evaluation method is the angle estimation error which
is calculated as the absolute value of the difference between manually
obtained and automatically estimated angles (in degrees).

(a)

(b)

Figure 18: Eyes localized with less (a) and more (b) than a localization error of
0.2.

3.3.4 Results

In this section we will show the results using the RBM and HOG feature
extraction methods with the SVM as classifier.

We first show the eye localization errors in Table 3 and the rotation
angle estimation errors in Table 4. The average localization errors and
rotation estimation errors were computed on the natural data without
doing any additional artificial rotation. Instead we computed the average
errors from all the images we selected for the datasets.

Table 3 shows the results for localizing the eyes. The two feature extrac-
tion methods perform similarly. The average localization errors are very
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small (much smaller than the threshold of 0.2 shown in Figure 18). This
also makes the angle estimation errors in Table 4 very small, although the
rotation errors are quite sensitive to small errors in the eye localization.

Table 3 also shows that, while we obtain the lowest localization errors
for the IMM dataset, the performance of the method deteriorates when
the method is applied to the FERET and LFW datasets. Another point is
that error results on FERET are close to LFW which is known as one of
the hardest datasets due to its realistic nature. The main reason for this
is that although LFW possesses complex backgrounds and relatively low
contrasted images, the images of FERET vary much more in illumination
than the images of the other datasets (see Figure 17).

When we examine Table 4, the average rotation errors are quite small.
Meanwhile, although a correlation can be seen between Table 3 and
Table 4, lower position errors do not directly imply lower rotation errors.
For instance, although average position error results of RBM are a bit
higher than HOG results, average rotation estimation results look the
opposite. This observation suggests that calculation of rotation angles are
sensitive to stability of position information. In this way, we can say that
the RBM feature extraction method gives more stable position information
than the HOG method.

Table 3: Average Localization Error±Standard Error
Method Dataset left eye right eye average

IMM .046±.002 .043±.002 .044±.002
RBM LFW .071±.004 .069±.005 .070±.004

FERET .069±.009 .079±.011 .074±.01
IMM .044±.006 .041±.004 .042±.005

HOG LFW .066±.003 .071±.005 .069±.004
FERET .064±.009 .071±.01 .067±.009

The results on the LFW dataset are quite promising when compared to
previous results. We only found one paper describing localization errors
on LFW, in Hasan and Pal (2011) average eye localization errors on LFW
are 0.081 for the left and 0.084 for the right eye. In this study, we obtained
lower error rates as can be seen in Table 3.
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Table 4: Average Rotation Error ±Standard Error
Method Dataset average

error
successful
rotations
<2.5◦
(%)

IMM 1.35±.066 90.0±1.9
RBM LFW 2.30±.083 65.5±2.3

FERET 2.38±.118 80.9±2.6
IMM 1.47±.082 80.0±2.6

HOG LFW 2.46±.096 63.4±2.3
FERET 2.64±.12 76.5±2.8

As for a general comparison with other works, the survey paper Song
et al. (2013) presents a lot of eye detection results obtained with many
other possible methods. Our methods (using HOG and RBM feature
extraction methods) outperform some of these methods, although the
results of the best methods presented in Song et al. (2013) are better than
the results obtained with our method. To compare to those results, we
want to mention that our best method obtained 95% (96.9%) correctly
detected eyes on Feret with an eye localization threshold of 0.1 (0.25), and
85.4% (99%) on LFW with a threshold of 0.1 (0.25).

We also show the plot of the average angle estimation errors in Figure 19.
To construct the plot in Figure 19, we first rotated every single face image
in one of the experimental datasets (IMM) to 0 ◦ degrees using the manually
annotated coordinates of the eye centers. Then, we rotated every image
from -30 ◦ to 30 ◦ in steps of 2 ◦ and for each angle we computed the
average rotation estimation error.

The error rates of the method are lowest between -20 ◦ and 20 ◦ which
corresponds to the range of angles encountered in the training set for the
eye detector. Besides, a similar observation already seen in Table 3 and
Table 4 about the performance of the two feature extraction methods can
also be noticed here. To conclude from all of these observations, the RBM
seems to better handle angle estimations than HOG.

Face Recognition. We also show the effect of rotational alignment on
the performance of a face recognition system. To make this comparison,
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Figure 19: Angle estimation errors on the artificially rotated IMM dataset, as a
function of artificial face rotation angles from -30 ◦ to 30 ◦ in steps of
2 ◦

we cropped all face images in the IMM dataset according to the eye
coordinates. First, we created the Non-Rotated dataset, see Figure 20(a),
by cropping using detected eye positions, without using angle information
from eye positions to rotationally align the faces. In this way, the eye
detection systems using HOG or RBM still operate in a slightly different
way.

Second, we made an Automatically Rotated dataset, see Figure 20(b),
by cropping after rotating by using the angle information using the eye
positions found.

Then, we used HOG with 3×3×9 parameter settings (3×3 as block
resolution and 9 bins) and 60x66 pixels resolution as the input dimension
to train the face recognition system. As the IMM dataset contains 6 images
per person (6×40 = 240), we selected 4 images for each class as training
data and 2 for testing. Then we have in total 160 images for training and
80 images for testing. We subsequently gave the computed HOG features
to an SVM 1-to-All approach and used grid search to find the best meta-
parameters to train the model. We selected HOG for this face recognition
experiment particularly due to its easy training properties and its relative
robustness to illumination variations. These results, however, should not
be interpreted as results of an optimally working face recognition system.
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With this experiment, we aim to show the influence of rotational alignment.
Additionally, we examine the individual effect of each feature extraction
technique used in eye detection. Table 5 shows that using automatically
rotated faces gives around 6 to 8 percent improvement in recognition
performance. If rotated faces are compared by eye detection technique, the
use of RBM in the eye detection system gives a slightly better performance
than HOG and also gives the highest overall performance.

Table 5: Face Recognition Results on IMM Dataset
detected by detected by
RBM+SVM (%) HOG+SVM (%)

Non-Rotated 74.50 75.50
Auto. Rotated 82.75 81.75
Improvement 8.25 6.25

(a) (b)

Figure 20: (a) faces in original angle and (b) faces rotated using the eye coordi-
nates found by our best performing method.

3.4 Conclusion
Face alignment is an important step to obtain good results with a face
recognition system. In this chapter, we have presented a novel face align-
ment method based on two detectors that operate hierarchically. In this
method, first the eye-pair location is found in the face image by the
eye-pair detector. Then an eye detector uses the search region, which the
eye-pair detector returned, to find the locations of the eyes. This location
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information is subsequently used to align faces by using a simple geometri-
cal formula. For the eye detector, we also compared results of two feature
extraction techniques in eye localization and rotation angle estimation.
The results on three different datasets show that the RBM feature extrac-
tion technique is better at handling rotation angle estimation than HOG.
This is also supported by the angle estimation error plot created by using
artificially created angles. We finally examined the effect of rotational
alignment in a face recognition experiment in which we compare the use
of rotationally aligned and non-aligned faces in a simple face recognition
system. The results show that the RBM feature extraction method gives
the best angle estimation performance and this in-turn results in better
performance in a face recognition system.
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4RO B U S T FAC E R E C O G N I T I O N
W I T H S I N G L E S A M P L E S I Z E

The Single Sample per Person Problem is a challenging problem for
face recognition algorithms. Patch-based methods have obtained some
promising results for this problem. In this chapter, we propose a new
face recognition algorithm that is based on a combination of different
histograms of oriented gradients (HOG) which we call Multi-HOG. Each
member of Multi-HOG is a HOG patch that belongs to a grid structure.
To recognize faces, we create a vector of distances computed by comparing
train and test face images. After this, a distance calculation method
is employed to calculate the final distance value between a test and
a reference image. We describe here two distance calculation methods:
mean of minimum distances (MMD) and a multi-layer perceptron based
distance (MLPD) method. To cope with aligning difficulties, we also
propose another technique that finds the most similar regions for two
compared images. We call it the most similar region selection algorithm
(MSRS). The regions found by MSRS are given to the algorithms we
proposed. Our results show that, while MMD and MLPD contribute to
obtaining much higher accuracies than the use of a single histogram of
oriented gradients, combining them with the most similar region selection
algorithm results in state-of-the-art performances.

61
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This chapter was published in:

Karaaba, M.F., Surinta, O., Schomaker, L.R.B., and Wiering, M.A. (2015). Robust
Face Recognition by Computing Distances From Multiple Histograms of Oriented
Gradients. Computational Intelligence in Biometrics and Identity Management (IEEE
CIBIM), IEEE Symposium Series on, 2015.
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While easily performed by humans, recognizing a face is still
a challenging task for computers. Face recognition has two
different application fields. One is face identification, where

the task is finding the real identity given a sample face image. The other
one is face verification, where the task is deciding whether two faces belong
to the same person. We focus in this chapter on face identification, due to
its demand and popularity.

In the last decade, there has been a significant advancement as to solving
the face recognition problem. Nevertheless, face recognition needs to work
better for it to be widely employed in the real world. In many application
fields, such as security and law enforcement applications, there are often
not sufficient reference images to recognize a given test image of a person
due to data collection difficulties. This is generally called the small sample
size (SSS) problem (Tan et al., 2006). In many cases, even more than one
image is not available which is an extreme case of the SSS problem and is
named as single sample per person (SSPP).

A known fact in a face recognition task is that the differences of the face
images of the same person (intra-class) can be much bigger than differences
of the face images of different subjects (inter-class) due to different poses
and illumination conditions (Zhang and Gao, 2009; Makwana, 2010).
For example, two photos of the same person taken in different poses or
illumination conditions will have a higher geometrical distance than two
photos of two different people whose pose and illumination conditions are
the same. Due to this fact, if there are not enough training samples, a naive
face recognition method which basically relies on raw image similarities
will not perform well. To overcome such a problem, various methods have
been proposed over the years (Tan et al., 2006; Su et al., 2010; Hafiz et al.,
2012; Lu et al., 2011; Kveton and Valko, 2013). Because of its importance,
in this chapter, we also seek a solution for the SSPP problem.

Related Work
The first proposed methods for the face recognition problem, which were
proven effective at their time, are appearance (holistic) based methods.
Eigenfaces (Turk and Pentland, 1991) and Fisherfaces (Belhumeur et al.,
1997) are the simplest and most well-known methods of these. If there is
a sufficient amount of well aligned training samples, these algorithms can
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work well. However, aligning a face automatically is usually error prone.
Also, such methods are sensitive to illumination changes because they
directly process pixels.

If pixel intensities are replaced with local feature outputs, better per-
formances can be obtained. The Gabor filter is one of the oldest local
feature extractors which is used in many computer vision applications. It
has also been applied to face recognition as in (Jemaa and Khanfir, 2009).
The scale invariant feature transform (SIFT) (Lowe, 2004) is reported to
give promising results (Bicego et al., 2006), and the histogram of oriented
gradients (HOG) (Dalal and Triggs, 2005) has also been applied to the face
recognition problem successfully (Albiol et al., 2008; Déniz et al., 2011).
They are mostly invariant to illumination variations and, provided that
there are enough properly aligned training data, they obtain good per-
formances. Particularly HOG has been shown to get better performances
than a Gabor filter if combined with an elastic matching method (Albiol
et al., 2008). Nevertheless, they are not robust enough to handle the SSPP
problem, since the pose variations and aligning errors skew the similarity
of train and test distributions of face image data which is essential to
obtain good performances.

As alignment is an important part of a face recognition application,
active shape models (ASM) (Cootes et al., 1995) and active appearance
models (AAM) (Cootes et al., 1998) have been proposed for robustly
aligning a face. The basic idea behind the ASM is that face images of a
subject can be modeled as a statistical shape model. Later, AAM was
proposed on the basis that faces should not be modeled only by points
but also by pixel intensities. These methods have also been extended and
improved by adding texture information to the model (Kittipanya-ngam
and Cootes, 2006; Zhou et al., 2008).

To tackle the SSPP problem, artificial data generation and using generic
data are explored in the field. Generating artificial face samples may
be effective if these samples decrease the intra-class variance of training
samples as well as increase the variance of the inter-class adequately. In
(Xu et al., 2014), to exploit the asymmetric nature of face appearances,
mirrored images created from original samples as artificial supplementary
images were added to the original data and this was reported to perform
better than only using original faces. To cope with alignment and pose
problems where sufficient data are not available, a generic dataset may
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also be beneficial. In (Su et al., 2010), generic data are used to learn a
Fisher’s linear discriminant (FLD) and that generic FLD model is adapted
to the actual data.

Patch based methods have been popular in recent years in the face
recognition research, because of their successful results. In general, instead
of using a whole face image as input, patch based methods divide an input
image into several patches, in grid or sliding window fashion. In (Lu et al.,
2011), faces are represented as manifolds which are composed of non-
overlapping patches. Then, margins for each subject pair are optimized
with a reconstruction-based discriminant learning method. This obtained
better performances compared to using a single manifold which is based
on a whole face image.

In (Lu et al., 2013), a random walk based similarity measure is proposed
to compute face similarities. For this, an in-face and an out-face network are
constructed. In the in-face network, several overlapping face patch samples
together with 8 neighbouring patches are used to make the network. A
vector of similarity values is calculated using this network. For the out-face
network, the patch locations selected for the in-face network are collected
for all the training face samples. Then, the final verification process is
performed by these similarity vectors for each face patch-pair. In (Yan
et al., 2014), a correlation-based filter bank is constructed to capture
similarities of sample images of the same person and differences of similar
looking image samples of different people. There they use a grid-based
partitioning to compute the patches from the images.

Another popular family of methods is based on neural networks with
several layers which are called deep neural networks. Especially convo-
lutional neural networks (CNN) for face verification are reported giving
promising results. In (Taigman et al., 2014), a CNN is adopted to learn if
two faces are the same or not for face verification. A very large amount of
data is used (100K images of 3K subjects) to train the CNN. Besides, a 3D
face alignment is employed additional to a 2D alignment before creating
the data for the CNN. This alignment contributes to better performances.

In (Zhou et al., 2015), the correlation among the amount of training
data, distributions of the train and the test data and the accuracy is
investigated regarding to using a CNN approach as the learning algorithm.
According to this, increasing the training data is not helpful after some
point and the imbalanced sample amount per subject distribution (also
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called the long tail effect) has a negative impact on the performance. The
CNN is becoming more popular due to its very good performance potential
in computer vision problems, though it requires a large amount of training
data and long training times.

Contributions
In this chapter, we propose two novel algorithms which work hierarchically
to identify faces. When two input faces are given to the system, first
the most similar regions are found by a distance-based search algorithm.
The regions, for which the Euclidean distance computed by using HOG
features is the smallest, are found by using a sliding window approach.
After the best regions for two face images are located, the multi-HOG
based algorithm is employed to create a vector of distances on these located
regions. The vector of distances is then given to a distance computation
function to obtain the real distance value before feeding it to the 1-nearest
neighbour classifier (1-NN).

These functions are the mean of minimum distances (MMD) and a multi
layer perceptron based distance function (MLPD). To train the MLPD,
we used a generic dataset, which is composed of the IMM and the MUCT
face datasets. We have tested our algorithms on two face datasets, namely
FERET and LFW. The results show that our methods give better or close
performances compared to state-of-the-art face recognition algorithms.

Outline. The rest of the chapter is organized as follows: In Section
4.1, the proposed face recognition algorithm is described. In Section 4.2,
experimental settings and the results are presented. In Section 4.3, the
conclusion and future work are given.

4.1 Proposed Face Recognition
Algorithm

4.1.1 Grid-Based Multi-HOG Technique

In this chapter, we use a grid-based distance computation algorithm based
on multi-HOG features.
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Figure 21: Method of computing the distance between two faces where f(, ) is
the Euclidean distance function.

Distance Vector Construction from
Multi-HOG Features
In the typical HOG method, the image is divided into sub-images which are
composed of pixels. For each sub-image a separate histogram is constructed
after which all histograms are concatenated and normalized to form the
feature vector. In our method, on the other hand, from the same input
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image we create several sub-image sets each of which contains different
grid dimensions. Besides, the HOG parameters for each sub-image set are
not fixed to the same bin size.

Then, all of these sub-images are used to construct a distance vector
which is composed of distance values computed for each image-pair. The
Euclidean distance is used to calculate these values. See Fig. 21 for a
graphical explanation.

Distance Computation Function
The distance vector is given to a distance computation function to be used
for the final classification. After that a 1-nearest neighbor (1-NN) classifier
assigns the label of the reference face which has the closest distance to the
test image. We used 2 distance computation functions in our experiments:
MMD and MLPD functions.

The first method, the MMD, is computed as the mean value of the
selected minimum distance values of HOG blocks. First, many distances
between different HOG features extracted from different patches are
computed.

di = f(piR
, piT

), i = 1 . . . n, pi ∈ Rb (14)

where f is the Euclidean distance function, di is Euclidean distance value
for the ith patch, pi is a patch vector obtained by HOG each of which has
bin size b, n is the total number of patches, R and T represent reference
and test (patch), respectively. To obtain the set of minimum distances,
we use SelectMinimumDistances.

ds = SelectMinimumDistances(d, k) (15)

0 < k < n, d ∈ Rn, ds ∈ Rk (16)

where d is the vector of distances produced by the multiple HOG features
and ds is the vector of minimum distances. For the description of the
SelectMinimumDistances, see Algorithm 2. We used this algorithm for
eliminating the noise which may result from occlusions, accessories (glasses,
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mustache and beard) as well as facial expressions. We noticed that this
was quite effective for obtaining better performances than using all the
distances.

Algorithm 2 SelectMinimumDistances (d,k)
1: k is the number of minimum selected distances
2: Initialize md as minimum distance vector;
3: d is vector of main distances
4: while i ≤ k do
5: find the minimum distance value: mdi := argmin (d)
6: add the minimum distance value to md: md ← mdi

7: remove that value from original distance vector d
8: end while
9: Return md

Finally, the average distance value is calculated as:

d̄s =
1
k

k∑

i=1
dsi (17)

d̄s is now the mean of the minimum selected distance values computed
from a train and test image pair.
Let there be N reference samples in total. From this we employ basically
a 1-NN approach to compute the final label belonging to a test image.

C = arg
N

min
c=1

d̄sc (18)

where C is the class label of the training sample, which is selected as the
identity of the test face image.

In the second method, a multi-layer perceptron based neural network
is employed. That neural network is trained on distance vectors created
from a generic dataset and its output is set to 0 if the distance vector is
composed of the face images of the same person, and 1, otherwise. For this
method, we are partly inspired by a face verification approach (Chopra
et al., 2005) where the classifier is expected to determine if an image pair
is composed of the same person or not.
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4.1.2 Adding Mirrored Faces

The face images appear usually in different poses rather than frontal.
This presents sometimes serious problems for the performance of a face
recognition algorithm. Non-frontal face images can also be considered
non-symmetrical. This means that taking the mirrored image of such a
picture will supply a novel face image. Due to this, we employed a mirrored
version of each training face image sample as a supplementary sample,
similarly as in (Xu et al., 2014), and the results show that this improves
the recognition performance significantly.

4.1.3 Illumination Correction

Illumination usually presents a problem for a typical face recognition
algorithm since it changes the appearance which creates additional noise.
Despite that HOG features are generally robust to such changes, our
illumination correction method still improves the performance slightly. In
our correction algorithm, average brightness and contrast of the image
are adjusted according to a fixed mean and standard deviation of pixel
intensities.

4.1.4 Maximum Similarity Based Region Selection

In general there are always some small errors in the face alignment process
which can cause problems in the comparison stage. This is caused mainly
by pose differences and ground truth errors. To handle this problem and
improve the performance, we employ a search using the most similar
region algorithm that finds the geometrically closest regions between the
compared face pairs. This is done by computing Euclidean distances on
extracted HOG features when different windows are used, and selecting
the sub-images with the smallest distance. After the face regions are
obtained for a face pair, these are given to the distance vector construction
algorithm. As we will show, finding geometrically more similar facial
regions than original ones improves the performance significantly. The
pseudo-code of this algorithm is given in Algorithm 3. For a graphical
illustration of the most similar regions found by the algorithm, see Fig. 22.



41A_BW Faik Karaaba_stand.job

4.1 proposed face recognition algorithm 71

Algorithm 3 SearchMostSimilarRegion (img1, img2, incx,
incy, incw, inch)
1: function fdist(img1 , img2)
2: hog1 = getHog(img1)
3: hog2 = getHog(img2)
4: � getHog is histogram of gradients calculator
5: return get root mean square of hog1 and hog2
6: end function
7: Set w and h to initial values;
8: Set x and y to zero;
9: function Search(img1, img2, incx, incy, incw, inch)

10: while x ≤ maxx do
11: while y ≤ maxy do
12: while w ≤ maxw do
13: while h ≤ maxh do
14: subim2 := subimage(img2, x, y, w, h)
15: similarity := fdist(img1, subim2)
16: distances ← similarity
17: increment h value: h := h + inch

18: end while
19: increment w value: w := w + incw

20: end while
21: increment y value: y := y + incy

22: end while
23: increment x value: x := x + incx

24: end while
25: distancemin := argmax (distances)
26: Return x, y and w and h with the minimum distance value
27: end function
28: (x, y, w, h)@mindist := Search(img1, img2)
29: (x, y, w, h)@mindist := Search(img2, img1)
30: if dist1 ≤ dist2 then
31: Return img2(x, y, w, h)
32: else
33: Return img1(x, y, w, h)
34: end if
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Image1 Image2

Figure 22: The white rectangle in the second image is selected as the most similar
region to the first image.

(a) (b)

Figure 23: Sample aligned face images of one subject from the generic dataset.
(a) the MUCT and (b) the IMM dataset.

4.2 Experimental Setup and Results

4.2.1 Datasets

In our experiments, we make use of 4 face datasets: 2 of them (MUCT
and IMM datasets) for MLP training, and the rest (FERET and Labeled
Face in the Wild (LFW)) for evaluating our methods for final accuracies.

Generic Training
The MUCT dataset was created in December 2008 at the University
of Cape Town (Milborrow et al., 2010). It is composed of totally 3,755
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face images of 175 individuals. The dataset is divided into 5 categories
for different pose angles at which the face pictures are shot. It also has
annotations (76 for each photo) for alignment purposes created mainly
for experiments of active appearance models (Cootes et al., 1998).

The IMM face dataset was created by the Technical University of
Denmark and contains 240 images with 40 individuals (Nordstrøm et al.,
2004b). Like MUCT, it also provides annotations. Although it contains
a lower amount of samples compared to MUCT, IMM has more pose
variations than the former. Therefore we wanted to benefit from both
datasets to optimize the parameters of our system. Sample photos of the
MUCT and the IMM datasets are shown in Fig. 23.

Test Datasets
The datasets which are used to show final performances are the FERET
(Phillips et al., 1998) and the LFW (Huang et al., 2007) datasets. FERET
is a huge dataset, thus we selected a subset of this dataset to use in
our experiments, which contains 196 subjects with 7 samples of each
subject. The subset we chose includes roughly 3 challenging features which
can worsen the performance of a face recognition system: illumination
changes (dark and bright images), pose (left, right and frontal poses) and
expressions (smiles). For example face photos of the FERET dataset which
we used for experiments, see Fig. 24.

We selected from the LFW dataset 150 subjects each of which contains
at least 7 samples. For example face photos of the LFW dataset, see
Fig. 25. We selected these dataset configurations similarly as in (Yan et al.,
2014).

For all datasets we aligned the face images by using eye coordinates
as ground truth. To obtain the eye centers, we used the manual crop
information provided in the dataset folder, except for the FERET dataset,
from which we cropped the face images automatically by our eye and
eye-pair detector (since FERET does not provide sufficient ground truth
information for each image) and replaced badly cropped ones with manual
crops (around 5% of them). After obtaining eye-coordinates, we followed
the aligning method as presented in (Karaaba et al., 2015).
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4.2.2 Parameter Tuning

For the MMD algorithm, we choose the minimum 50% of the distances
which worked best in preliminary experiments. To create data for the
MLPD algorithm, we used 100 subjects from MUCT and IMM as a mixture,
yielding about 750 sample pictures of faces with at least 6 samples per
subject. We also added a mirrored version of each face image which
accounts for 1,500 face images. The distance vector inputs that are given
to the MLP are made of combinations of sample pairs. It means that the
distance vector amount finally becomes (1500

2 ) ≈1,100K. As hidden unit
(hu) size, hu = 15 worked the best in our system.

To test the model’s performance, we used two validation sets each of
which is for a corresponding test dataset. These validation datasets are

(a)

(b)

Figure 24: Sample aligned face images of two subjects from the FERET dataset.

(a)

(b)

Figure 25: Sample aligned face images of two subjects from the LFW dataset.
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collected from unused parts of the training and test datasets. We then
trained the MLP with 10 epochs and saved the model after each epoch.
Subsequently, the models which resulted in the best accuracy on the
validation datasets are selected for testing with the actual dataset. The
reason we used separate validation datasets is to handle the differences of
the two datasets, namely for FERET and LFW.

HOG Parameters
We used 80 × 88 as resolution width×height of the images. We use the
notation of (w, h, b) for a HOG parameter where w is the number of
columns, h is the number of rows and b is the number of bins. While the
single HOG parameters are chosen as (8,8,24), the combination of HOG
parameters (multi-HOG) which worked best in our experiments is (8,8,24),
(6,6,24), (2,8,24), (1,11,21), (2,11,21), (8,7,24), (8,6,24), (7,8,24), (5,8,24),
(6,8,24) and (7,11,21).

SearchMostSimilarRegion
Finally, the parameters used for Algorithm 3 are as follows:
For the getHog function, 8 × 8 × 24 is used as HOG parameter. incx, incy,
incw, inch are all set to 2. While w×h (initial resolution) are initialized to
72 × 80, maxw × maxh (highest resolution) is set to 80 × 88.

Table 6: Face recognition results on the LFW dataset.
Method Mirrored No Mirrored
HOG 17.87±0.6 17.61±0.5
Multi HOG MMD 20.61±1.1 20.20±1.0
Multi HOG MLPD 22.34±0.5 22.00±0.6
Multi HOG MSRS-MMD 22.79±1.1 22.14±1.0
Multi HOG MSRS-MLPD 23.49±1.2 22.85±0.9
DMMA (Yan et al., 2014) - 22.17±2.8
MS-CFB (cos) (Yan et al., 2014) - 21.15±2.9
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Table 7: Face recognition results on the FERET dataset.
Method Mirrored No Mirrored
HOG 46.52±1.2 39.50±1.3
Multi HOG MMD 55.94±1.0 49.00±1.0
Multi HOG MLPD 64.67±1.2 59.18±1.4
Multi HOG MSRS-MMD 64.43±0.8 57.68±0.9
Multi HOG MSRS-MLPD 68.59±1.0 64.68±1.3
DMMA (Lu et al., 2011) - 65.24±2.0
MS-CFB (cos) (Yan et al., 2014) - 66.60±2.1

4.2.3 Experiments and Results

In order to obtain statistically stable results, we used 10-fold cross valida-
tion in both learning (both of MMD and MLPD) and testing stages. In
this way, we selected 1 example from each subject folder randomly as the
training sample and the rest are used as test samples.

Table 6 and Table 7 show the results 1 (average accuracy and standard
deviation). According to these results, if the methods are combined with the
MSRS algorithm, our methods perform the best for both LFW and FERET.
We also see that mirrored images generally improve the performance.
When we use mirrored images together with our best distance functions,
the results outperform the others. As easily seen from the table, for both
datasets, Multi-HOG shows better results than the single HOG. It suggests
that using more than one HOG feature vector captures more information
related to the class of the subject. If we use one fixed HOG vector, then
pose variations cause increasing intra-class distance variations. For LFW,
we have better results than the results of other state-of-the-art algorithms
(DMMA (Lu et al., 2011) and MS-CFB (Yan et al., 2014)). It proves the
efficiency of our method. For FERET, when we use mirrored versions
together with the MLPD method, we obtained the best results. When not
using mirrored images, we obtain comparable results. While good results
are also obtained with MMD, they are worse than the results obtained

1 Note that results of DMMA and MS-CFB are referenced from the same source Yan
et al. (2014)
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with the MLPD function. From this, the usage of generic data is proven
to improve accuracy considerably.

4.3 Discussion
In this chapter, we have described three novel algorithms: the most similar
region search (MSRS) algorithm, distance vector construction by multiple
HOG features which takes multiple HOG-based patches as input to return
a distance vector, and the distance computation function which outputs the
final distance value. We then introduced two kinds of distance computation
functions: namely the mean of minimum distances (MMD) and the multi-
layer perceptron based distance (MLPD) function.

Our results showed that using multiple HOG features together with
MSRS combined with MLPD obtains the best results for the LFW dataset.
For FERET, it gains very comparable results to state-of-the-art methods
if no mirrored images are used. But, if the mirrored images are added,
then the best results are obtained with our proposed technique. We should
also point that MSRS-MLPD gives better results than MSRS-MMD,
which proves the usefulness of using a generic dataset. Regarding to using
mirrored images, while significant performance improvements can be seen
on the FERET dataset, relatively smaller benefits are obtained on the
LFW dataset.

In future work we want to improve these results further by using more
distance values as well as a bag-of-words approach instead of grid-based
fixed partitioning. We also consider using more layers for learning the
distance function using a deep learning framework.
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5RO B U S T FAC E
I D E N T I F I C AT I O N U S I N G
H I S T O G R A M O F O R I E N T E D
G R A D I E N T S A N D
B AG - O F - WO R D S

Face identification under small sample conditions is currently an active
research area. In a case of very few reference samples, optimally exploiting
the training data to make a model which has a low generalization error is
an important challenge to create a robust face identification algorithm. In
the previous chapter, we investigated and sought a solution for the more
extreme case of this problem, named as single sample per person problem,
by using multi-HOG features and patch-based distance computation func-
tions. In this chapter we propose to combine the histogram of oriented
gradients (HOG) and the bag of words (BOW) approach to use few train-
ing examples for robust face identification. In this HOG-BOW method,
from every image many sub-images are first randomly cropped and given
to the HOG feature extractor to compute many different feature vectors.
Then these feature vectors are given to a K-means clustering algorithm
to compute the centroids which serve as a codebook. This codebook is
used by a sliding window to compute feature vectors for all training and
test images. Finally, the feature vectors are fed into an L2 support vector
machine to learn a linear model that will classify the test images. To
show the efficiency of our method, we also experimented with two other
feature extraction algorithms: HOG and the scale invariant feature trans-
form (SIFT). All methods are compared on two well-known face image
datasets with one to three training examples per person. The experimental
results show that the HOG-BOW algorithm clearly outperforms the other
methods.

79
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This chapter was published in:

Karaaba, M.F., Surinta, O., Schomaker, L.R.B., and Wiering, M.A. (2016). Robust
Face Identification with Small Sample Sizes using Bag of Words and Histogram of
Oriented Gradients. Computer Vision Theory and Applications (VISAPP), The
International Conference on.
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Face recognition is an important skill which we humans perform
without much effort. Computers, on the other hand, still do not
perform good enough to be fully trusted in real-world applications.

There are two distinct application fields which are both generally called
face recognition. One is face identification, in which the question is to
whom a given face image belongs, the other is face verification that tries
to answer the same/not same question given two face images. While face
identification is basically a multi-class classification task and requires a
reference training image dataset for identity registration, face verification
is a binary classification task and does not require a reference training set
containing the identity of persons. In this chapter, we focus on the face
identification problem.

Face identification is an active research field due to different important
possible applications and several difficulties which are not yet solved
(Jafri and Arabnia, 2009). Some of these difficulties have to do with pose
variances and facial expressions, which arise from the capability we have
to move our head and to express ourselves with our faces. Being able to
move our heads in various angles results in very different poses of the face
of the same person (Zhang and Gao, 2009). If we tilt our heads clockwise
or counter clockwise, a simple geometrical alignment procedure is enough
to transform the face image to its frontal position. On the other hand, if
we turn our head to the left, right, up or down, then without a complex
3d interpolation technique (Chu et al., 2014), geometrical normalization is
very difficult, which in turn causes significant performance losses for a face
recognition algorithm. Another difficulty is the non-rigidity of the face
because we can change the appearance of our faces significantly (opening
and closing of mouth and eye, etc). Yet another difficulty is related to
occlusions which can be caused by different objects such as glasses, hands
we can bring to our face, and shawls (Azeem et al., 2014).

There are many face recognition algorithms that rely on a large amount
of training data to work optimally. Since more data will include more
variances, the trained classifiers can generalize better to the unknown
distribution of the test images. However, in a variety of application fields
such as forensic research, data collection is very difficult and the obtained
reference data set may not include more than a couple of images per
person. This is called the small sample problem (SSP). Many research
attempts target SSP (Yan et al., 2014; Lu et al., 2011; Su et al., 2010), and
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in this study we also propose a new algorithm to deal with few training
examples for face identification.

Related Work
To cope with pose differences and alignment problems, the bag of words
(BOW) method (Csurka et al., 2004), which has been successfully ap-
plied for different computer vision problems (Shekhar and Jawahar, 2012;
Montazer et al., 2015), was proposed for the face recognition problem (Li
et al., 2010b; Wu et al., 2012). In this method, input images are treated
non-holistically by their many sub-images. These sub-images are processed
by a clustering algorithm to create a codebook (the bag of words) and
this codebook is then used to extract feature vectors from images which
are finally given to the classifier.

Similarly to the BOW approach, in (Simonyan et al., 2013), many sub-
images processed by the SIFT descriptor are used to train gaussian mixture
models to compute improved Fisher vectors (Perronnin et al., 2010) for
face verification. The results reported in their paper are comparable with
the results of state-of-the-art face verification papers.

As for classifiers used for face recognition, k-nearest neighbour (K-
NN), support vector machines (SVM) (Vapnik, 1998) and artificial neural
networks (ANN) have been shown to be successful. If classifier speed is
important and features from face images are selected robustly, then K-NN
can be a good choice. Since no training is required for using the K-NN
classifier, it is practical for fast face recognition applications, in which
possibly new people are continuously added to the dataset. However, if
accuracy is more important than speed, then an SVM (Wei et al., 2011)
and an ANN can be preferable, even though they need retraining in case
the dataset is augmented with new people and images.

Convolutional neural networks (CNNs), as a powerful feature extractor
and classifier, are currently considered by researchers as one of the state-of-
the-art machine learning algorithms. CNN is a special kind of multi-layer
perceptron, which has many specialized layers used for feature extraction
and classification. In a recent CNN based face verification study (Parkhi
et al., 2015), a novel database construction and a CNN architecture
are presented. Here, they construct a face database with 2.6K subjects
composing of total 2.6M images from Internet, removing the duplicate
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images by employing a state-of-the face recognition application as well
as a group of human annotators. After the database construction, they
optimize a relatively simpler new CNN which integrates a combination of
the most efficient features of the state-of-the-art CNNs proposed recently
for face recognition.

The SVM has also several varieties. Although it was first proposed as
a linear classifier, non-linear models have been proposed to classify data
sets, which are not separable with the linear SVM. Another popular SVM
algorithm is the L2-norm regularized SVM (L2-SVM) (Koshiba and Abe,
2003; Deng et al., 2012). It is used to tackle the problem that occurs when
the size of the feature vectors is very long (e.g. more than 2000 items)
which cannot be handled very efficiently by the standard SVM.

Contributions
In this chapter, as our main contribution, a bag of words (BOW) algorithm
is proposed that uses feature vectors extracted with the histogram of
oriented gradients (HOG) to recognize faces under small sample per
person conditions (SSPP). Although the HOG and BOW algorithms are
well-known algorithms, to the best of our knowledge, the combination of
them is not evaluated for face recognition, especially in the case of SSPP.

In our method, a K-means clustering algorithm is used to compute
the visual codebook from feature vectors extracted by HOG from many
randomly cropped sub-images. Then this codebook is used to compute
feature vectors from all images in the training and test set. The computed
feature vectors and the labels from the training images are subsequently
fed into an L2-SVM classifier to learn the model which is used to classify
faces. Additionally, we compared the HOG-BOW method to two other well-
known methods, namely HOG and the scale invariant feature transform
(SIFT), both using the standard-SVM with rbf kernel as classifier since the
feature vectors created by these methods relatively smaller than the HOG-
BOW method. We performed experiments using two datasets, namely
FERET (Phillips et al., 1998) and LFW (Huang et al., 2007) with one,
two and three training images per person. The results show that the
HOG-BOW method clearly outperforms the other methods.

Outline. The rest of the chapter is organized as follows: In Section 5.1,
the face recognition algorithm which is proposed is described. In Section



47B_BW Faik Karaaba_stand.job

84 robust face identification using hog and bag-of-words

5.2, experimental settings and the results are presented. In Section 5.3,
the conclusion and future work are given.

5.1 Face Recognition by the
HOG-BOW Method

The idea of the bag of visual words (BOW) is that, just as a text is
composed of many words, an image is composed of many sub-images
which resemble visual words that can be present in an image (Csurka
et al., 2004). In our proposed HOG-BOW method, the bag of words
model is constructed by using features extracted by HOG from sub-
images, instead of directly using pixel intensities. We will now explain the
codebook construction, the computation of the activity matrix of visual
words on the entire image, and the final creation of the feature vector
containing visual word activities per block. Note that we use the L2-norm
regularized SVM as classifier, but we will not explain it because it is a
well-known supervised learning algorithm.

Codebook Construction
Random cropping is used to extract a large number of sub-images (in our
experiment we used 500,000 sub-images) from the training set. Then these
sub-images are processed by the HOG filter and the extracted feature
vectors are given to the K-means clustering algorithm that computes the
centroids which serve as the visual words and make up the codebook. For
the graphical illustration of the codebook construction, see Figure 26.

Creating Activity Matrix
After the codebook is constructed, the activities of all visual words are
calculated per image. These activities denote the presence of different
visual words in the image. For this, sub-images are obtained using a sliding
window approach using a stride of 1 pixel. To compute the activities the soft
assignment approach is adopted in our system. Soft assignment schemes
have previously been shown to outperform hard assignment schemes where
one sub-image only activates the winning cluster (or visual word). We
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Figure 26: Graphical Depiction of the Codebook Construction in HOG-BOW

will now explain in detail how the activities aij of the activity matrix A

are computed for a single image, where i is the cluster index, and j is
the index of the sub-image (patch). Our method used the soft assignment
scheme proposed in (Coates et al., 2011):

aij = max{0, d̄ − dij} (19)

where d̄ is the mean of the elements of dij and dij is the Euclidean distance
between a cluster ci and an image patch pj :

dij = ‖pj − ci‖2 (20)

Note that pj is the HOG filtered sub-image vector and ci is a cluster
centroid computed from feature vectors extracted by HOG.

Image Partitioning and Feature Vector
Construction
After the centroid activities are computed for each sub-image, each row
of the activity matrix (which corresponds to centroid activities for all
sub-images) is summed up per image block. We will use B number of
blocks to partition each image and to better keep the spatial relations
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Figure 27: Graphical Illustration of the Creating Feature Vector from Codebook
in HOG-BOW. Here Iij is a vector and its size is m/4.

Note that we chose 4 as the block number(B)
which can be chosen differently.

between activated visual words. For this we compute visual word activities
Iib for each cluster i and each block b:

Iib =
∑

j∈block(b)

aij , b ∈ {1, 2, 3, 4} (21)

After this the size of the resulting feature vector is B × n. These feature
vectors are then given to a classifier. In our experiments we use 4 blocks
of equal size. For the feature vector creation, see Figure 27.

5.2 Experimental Settings
and Results

In this section, we first briefly explain the datasets used in the experiments,
the alignment of the face images, and the selected parameters. After that
the results are presented and discussed.

5.2.1 Datasets

In our experiments we use two datasets, namely FERET (Phillips et al.,
1998) and Labeled Faces in the Wild (LFW) (Huang et al., 2007). We
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(a)

(b)

Figure 28: Sample aligned face images of two subjects from the FERET dataset.

(a)

(b)

Figure 29: Sample aligned face images of two subjects from the LFW dataset.

divide each dataset into train and test sets by selecting from 1 up to 3
reference images randomly as training data and the rest is used as test
data.

We selected a subset of this dataset to use in our experiments, in total
196 subjects are used with 7 face samples per subject. This subset has
basically 3 features: illumination, pose and expression variances which
present challenges for the performance of a typical face recognition system.
For example face photos of FERET, see Figure 28.

As for the LFW dataset, in the experiments, we have selected 150
subjects each of which contains at least 7 samples. For example face
photos of the LFW dataset, see Figure 29.

For both datasets, we adopted a similar experimental setup as described
in (Yan et al., 2014).
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Figure 30: Average recognition performance of different methods versus different
number of training samples per person on the FERET (a) and LFW
(b) databases.
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Figure 31: Average recognition performance of HOG-BOW method with and
without mirrored data versus different number of training samples per
person on the FERET (a) and LFW (b) dataset.

5.2.2 Alignment

We use an eye-coordinate based 2D alignment for all the face images before
the experiments. In this method, eye centers are used to compute the roll
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angle of the face. Then the face is rotated to roll-normalized position as
described in (Karaaba et al., 2015). All eye coordinates are obtained from
the dataset directories, except for some images (of each subject) of the
FERET dataset for which we used an automatic alignment algorithm.

5.2.3 Selected Parameters

In this section, we will present the selected parameters that worked best
in our experiments. For all the train and test images, we use 80×88 as
the image resolution. For SIFT, we used 40×44 as the patch size which
corresponds to 4 sub-images for each face image. Then for each sub-image
by applying the standard SIFT algorithm, we obtained a feature vector
with size (128×4) = 512.

For HOG, 10×11 is used as the patch size (8×8 = 64 patches) and the
number of bins is chosen as 24. Hence 8×8×24 is used and the size of the
feature vector is 1,536.

For HOG-BOW, 600 centroids are used. For the FERET dataset, 15×15
is selected as the patch size and for the LFW dataset we selected 20×20 as
the patch size, which worked better for LFW. The reason different patch
sizes were found to work best can be due to differences in the resolution of
the two datasets. For both datasets, 4 block partitions are used resulting
in a feature vector with size (600×4) = 2400. For HOG-BOW method a
linear L2-norm regularized SVM is used, for which the C parameter is
tuned using cross validation. For the other methods, standard-SVM used,
for which C and γ parameters are optimized with cross validation and
grid-search.

5.2.4 Experiments and Results

In our experiments, 10-fold cross validation is used. We randomly select
(t = 1, 2, 3) samples for each subject from the training set and the rest
of the samples is used as the test data. It should be noted that in (Yan
et al., 2014), 20-fold cross validation is employed.

Tables 8, 9, and 10 show the results 1

1 Note that results of DMMA and MS-CFB are referenced from the same source (Yan
et al., 2014)
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Table 8: Face Recognition Results on FERET and LFW (t = 1)

Methods FERET LFW
Mirrored No Mirrored Mirrored No Mirrored

HOG 70.87±1.3 57.62±0.7 23.51±0.6 23.73±0.8
SIFT 70.47±1.2 56.51±1.2 22.53±1.0 21.56±0.9
HOG-BOW 79.41±3.3 75.97±1.1 27.14±1.0 24.68±0.8
DMMA (Yan et al., 2014) - 65.24±2.0 - 22.17±2.8
MS-CFB (Yan et al., 2014) - 66.60±2.1 - 21.15±2.9

Table 9: Face Recognition Results on FERET and LFW (t = 2)

Methods FERET LFW
Mirrored No Mirrored Mirrored No Mirrored

HOG 85.18±0.7 77.78±1.3 36.99±1.2 37.25±1.0
SIFT 84.48±0.8 75.75±0.8 37.14±1.0 36.14±1.1
HOG-BOW 89.68±0.6 86.13±1.3 39.95±1.3 39.10±1.1
MS-CFB (Yan et al., 2014) - 80.60±1.4 - 37.17±1.8

Table 10: Face Recognition Results on FERET and LFW (t = 3)

Methods FERET LFW
Mirrored No Mirrored Mirrored No Mirrored

HOG 87.28±0.8 86.44±0.9 47.22±1.6 48.25±1.2
SIFT 88.88±0.6 85.93±1.1 45.85±1.3 46.02±1.3
HOG-BOW 92.39±0.6 92.62±0.8 48.92±1.6 47.16±0.7
MS-CFB (Yan et al., 2014) - 84.72±1.3 - 43.10±1.5

(average accuracy and standard deviation) on FERET and LFW for
t = 1, t = 2 and t = 3, respectively. The results show that the HOG-BOW
method obtains the best performances for both datasets, except for LFW
without mirrored images with t = 3. Especially when the available training
data is the smallest in number, the HOG-BOW method shows a significant
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performance gain (9% and 18% for FERET, and 4% and 1% for LFW for
the mirrored and non-mirrored case respectively) compared to the HOG
method, which performs second best. The average performance gain over
all 12 experimental results of HOG-BOW compared to HOG is slightly
more than 5%.

As for the mirrored image samples, a significant performance improve-
ment is obtained for the FERET dataset, especially where t = 1. The
improvement becomes smaller when more original training data is pro-
vided. For instance, while the performance difference is only around 1% for
t = 3 for almost all the methods, for t = 1 this is 4% for the HOG-BOW
method and even 13% for the HOG and SIFT methods. This shows that
mirrored data sampling is a powerful way to boost the face identification
performance for the FERET dataset when there are only one or two
training examples per person. On the other hand, for the LFW dataset,
mirrored images, except for the HOG-BOW method, do not provide any
significant performance gains and even decrease the performance in some
cases (e.g. the HOG method with t = 1). This might be due to the nature
of the LFW dataset where low resolution, occlusions and a high-degree of
pose differences are prevalent.

The HOG-BOW method also significantly outperforms two state-of-the-
art face recognition algorithms for the non-mirrored case with few training
examples. These methods are the multi-subregion based correlation filter
bank (MS-CFB) (Yan et al., 2014) with the cosine similarity metric and
discriminative multi-manifold analysis (DMMA) (Lu et al., 2011), which
were specially designed for face recognition problems with few examples.

We also show two additional figures drawn from the results to obtain
more insights. The first one is the comparison of the methods in relation
to the training sample size, see Figure 30. The second one is to see the
performance effect when mirrored data is added, see Figure 31. As can
be seen from the method comparison figures, the HOG-BOW method is
always better than the other methods for each training data size if the
images are mirrored and its performance stays a large margin above the
performances of the other methods. Figure 31 shows that adding mirrored
data helps to increase the performance of HOG-BOW the most when
the training data size is the smallest (t = 1), although in most cases it
improves the results.
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5.3 Conclusion
In this paper, we described a new face identification algorithm, namely
a bag of visual words using extracted features of histogram of oriented
gradients (HOG-BOW) with L2-SVM as classifier. This method is designed
to cope with small sample sizes in the training set, which is a challenge
for obtaining good performances. We compared the HOG-BOW method
with two other algorithms: the scale invariant feature transform (SIFT)
and HOG, both with a standard SVM as classifier.

We have shown the effectiveness of the HOG-BOW method over the
others. On the FERET dataset, for instance, it performs much better than
the other methods for all the different selected small sample sizes of the
training set. On the LFW dataset, except for t = 3 with the non-mirrored
case, it also performs significantly better than the other methods. We also
compared our results with two state-of-the-art face recognition algorithms
by following similar dataset selections. From the results it can be seen that,
HOG-BOW obtains state-of-the-art performances for face recognition with
few training examples.

In future work, we plan to work on more datasets and we will further
optimize the parameters of HOG-BOW to obtain higher accuracies. We
are interested to use local binary patterns or features extracted with pre-
trained convolutional neural networks (Krizhevsky et al., 2012) instead of
HOG as the feature extraction scheme, and combine them with the bag
of words approach. Finally, we want to experiment with other clustering
algorithms which may work better than simple K-means clustering.
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Everything has its beauty
but not everyone sees it.

Confucius

Face recognition and its preprocessing steps facial feature localiza-
tion and face alignment have gathered a lot of attention from
researchers. This may be due to the potential usage possibilities

as well as the remaining challenges which need to be solved.
Face recognition has the advantage of its usability without disturbing the

person whose face is the input. This may be a useful feature to recognize a
person remotely under special security conditions. Apart from the security,
face recognition has some potential near future applications such as home
or hospital environments. In these places mobile robots can recognize
the faces of people in a home environment or can recognize the faces of
patients which makes the jobs of hospital personnel easier.

On the other hand, it is not yet easily handled due to the different issues
such as pose, lighting and expression variances as well as occlusions and
the aging factor that cause it still a challenge for a machine; all of which,
accordingly, necessitates more research in this field.

In this dissertation, we focused on these 3 problems: Eye-pair detection
for accurate face localization, face alignment using hierarchical eye and eye-
pair detection to alleviate some of the pose problems and face recognition
under single and small sample conditions.

The rest of the chapter is organized as follows: In Section 6.1, our
proposed solutions to these problems as well as the answers to our research
questions are briefly explained and in Section 6.2 we discuss possible future
directions.
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6.1 Concluding Remarks

Eye-pair Detection

In Chapter 2, we proposed the detection of eye-pairs for making a better
face localization. Using the eye-pair is our answer to the research question
of how a face can accurately be localized after the face detection process.
The next research question is what the best feature extractor for the eye-
pair detector is. To answer this question, we investigated the effects of
several feature extractors and compared their performances for the eye-pair
detection problem.

Now we explain our findings: We have used 5 feature extraction methods,
namely a restricted Boltzmann machine (RBM), Gabor+RBM (RBM with
the output of Gabor filters as the input), pixel intensities, DoG+RBM
(RBM with the output of difference of Gaussians as the input), principal
component analysis (PCA). According to the results, in general a single
layered RBM with the linear layer outperforms other methods such as pixel
intensities and Gabor+RBM. The RBM, furthermore, slightly outperforms
PCA. For the Indian dataset, which is the most challenging dataset in
our experiments due to its low-contrasted and low-illuminated images,
the Gabor filter outperformed other feature extraction methods. The
same method for other datasets performed poorer than others, however.
Although the pixel intensities method, which uses only the normalized
pixel intensities to construct a feature vector, provides meaningful results,
it is significantly outperformed by RBM and PCA (6% for recall, 2% for
OWR accuracy).

The final research question for this study is what the best eye-pair
detection method is. As an answer to this question, we have shown that the
detection of the pair of eyes using the eye-pair rectangle performs more
accurately (%10 for recall and %3 for OWR accuracy) and ( 2.5 times)
faster than the detection of eyes using a single eye rectangle because an
eye-pair simply carries more information than a single eye.
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Eye Detection for Alignment

In Chapter 3, we aimed to normalize faces from 2D rotated positions to
frontal for seeking an answer to the research question in which way a face
can be robustly aligned.

Our solution to this question is using the centers of the eyes detected
in an eye-pair found by our eye-pair detector in a face. These centers
provide an angle which can be used to align a face. We then showed that
it improved the accuracy of a face recognition algorithm if rotationally
normalized faces are given instead of original ones. In addition, another
research question is which feature extraction method can perform best
for the problem of eye detection. We empirically showed that the RBM
neural network obtained better accuracies than the histogram of oriented
gradients (HOG) descriptor in terms of rotation angle estimation errors.

We also have observed that adding artificial data such as adding mirrored
and rotated versions for each eye image also contributes to performance
gain. We also learned that while an RBM is better suited to low-resolution
images, HOG handles higher resolution images without much performance
loss. Since HOG is based on convolution kernel from which the gradients
are computed for a histogram, images in lower resolution seem to be less
convenient for these computations. At the same time, higher resolution
images contain more noisy information which an RBM (due to its dense
structure) cannot efficiently handle.

Face Recognition in Single Sample Conditions

In Chapter 4, we investigated one of our main research questions: how
to make a robust face recognition algorithm with only a single reference
image? Our proposed method to this problem is using a combination of
HOG descriptors which we call the Multi-HOG method. We described our
2 novel distance computation functions, namely the mean of minimum
distances (MMD) and a multi-layer perceptron based distance function
(MLPD). We also combined these functions with the maximum similarity
based region selection function (MSRS) which attempts to find the closest
region in one face image against the other face image given a face image
pair. Our findings in summary are as follows:
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Multi-HOG obtained better performances than a single-HOG descriptor.
This may be explained in this way: When the discrimination capacity of
feature vectors increases, their separation becomes easier. This is especially
helpful in cases where training examples per class (subject) are very scarce
while the total number of classes are high in number. However, not all the
distance values are used for final distance computation of the Multi-HOG
algorithm. Without MMD or MLPD, lower performances are obtained. We
observed that when selecting a subset of distances which have the smallest
euclidean distances (as in MMD), it provides more robust results. This
could likely be due to removing the distances resulting from occlusion and
high pose differences. On the other hand, when an MLP based classifier is
trained on an additional dataset for similarity learning, the accuracy of
Multi-HOG is much better. This proves the usefulness of using a generic
dataset for single sample conditions.

Face Recognition in Small Sample Conditions

In Chapter 5, we sought a solution to the other main research problem:
how a face recognition system performs accurately under very limited
reference data. Our proposed method to this problem is exploiting the
bag-of-words (BOW) concept, which is actually borrowed from the natural
language processing field, combined with the HOG descriptor with which
the method is finally called HOG-BOW.

In this method, randomly cropped image patches of training samples,
after being processed by the HOG descriptor, are given to the K-means
clustering algorithm to create a codebook. This codebook is then used to
create feature vectors from both train and test data. After that training
feature vectors are fed into the L2-support vector machine (SVM) classifier
to create models for classification. In our experimental settings, we used
only 1, 2 and 3 samples as training data per subject and the rest was
selected as test data. We also experimented with the same train and test
samples with single HOG and SIFT descriptors combined with a standard
SVM with the radial basis function kernel. The results have shown that
the HOG-BOW method outperformed the other state-of-the-art methods.
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6.2 Future Directions
For our eye-pair and eye detection methods, convolutional neural networks
(CNN) can be used instead of a combination of RBM and SVM or HOG
and SVM to make a faster detector and/or more accurate one if more
data can be supplied. In this case, the resulting detector system can
also be used in a real-time face and eye tracking system (In fact we are
currently working on a real-time robust face identification framework).
Alternatively, a multi-layer RBM can also be applied as a feature extractor
(by excluding the classification unit) or as a full classifier. As an alternative
to an SVM, the multi-layer SVM (ML-SVM) (Wiering and Schomaker,
2014), which has more than one layer and is more powerful in terms of
accuracy compared to the standard SVM algorithm, can be used as a
classifier.

For our Multi-HOG based face recognition method, pose prediction can
be integrated to improve the method’s performance. Also, as we stated
in the previous paragraph, CNN or multiple layer RBMs can be used for
face similarity learning which could possibly replace the MLPD algorithm
implemented in our method as well as the HOG descriptor if a CNN is
used. Another improvement can be using a higher resolution (more than
80×88 used in our experiments) for images given as input to Multi-HOG
distance functions as well as for the MSRS (most similar region selection)
algorithm.

For the HOG-BOW method, we have made use of the k-means clustering
algorithm to compute the centroids which are used to create a codebook.
It can be improved in two ways: Firstly, instead of k-means, k-means++
can be employed, such that, initial centroids as facial features can be
given specifically such as patches of mouth, eyes and forehead as initial
information. Since clustering performance of k-means depends on initial
centroids, its performance can be boosted by the method mentioned above.
Secondly, another clustering algorithm can be used instead of k-means
or k-means++ (e.g. Local Learning based Clustering (Wu and Schölkopf,
2006)). To increase the discriminative power of feature vectors, Multi-HOG
features instead of single HOG can be used. Codebook creation can take
longer in this case, since feature vector sizes will increase depending on
the number of the additional HOG filters. HOG can also be replaced with
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a more efficient feature extractor, such as pretrained convolution layers of
a CNN (then it may be named CNN-BOW). In this case, however, more
data might be needed to obtain meaningful performances.

In conclusion, we believe that all of the future work mentioned here will
be helpful to develop a better face recognition system.
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Face recognition is an attractive identity recognition method. Although face
recognition is not yet fundamentally solved, it is drawing more attention
not only from researchers, but also from private as well as state-owned
companies because of its advantages over other biometric techniques such
as finger print, iris and speaker recognition.

The merit of face recognition lies in the easiness of its deployment and
its application: One does not need a very expensive device to compare
the face of a person to others in a face database and also does not need
any assistance from a person to show his/her face for recognition. Besides,
this is also an important task for many robotic applications. For example
a robot which is used to help patients can register the face of a patient
without extra human intervention.

Nevertheless, face recognition still remains a scientific problem mainly
because intra-class variances usually are of a comparable magnitude to the
inter-class variances. For instance face images of two different people taken
with the same pose or same illumination condition look more similar than
two face images of the same person taken with different aforementioned
conditions. This fact challenges the performance of a face recognition
algorithm even further under small sample conditions (i.e., when not
many examples are given per identity) as well as under small resolutions
(i.e., less than 200x200).

Face recognition has two distinctive application fields: Face identification
and face verification. While for face identification the task is finding the
correct identity given a sample face of a subject by using a database with
N facial identities, face verification is defined as determining whether two
face images represent the same person. In this dissertation we study face
identification for the small sample problem.

The processing steps of identifying a face can be outlined as face de-
tection and localization, face alignment and face identification. In face
localization, the purpose is to find the location of a face precisely. This
can be called an after-process performed following the face detection.
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(although, sometimes, detection and localization can be seen intertwined.).
In this research, a face is localized by precise detection of the eye-pair
returned from a face detector. Face localization is followed usually by a
face alignment process whose task is normalizing the face with respect
to 2D/3D rotation angles and illumination values. This is an important
step for a meaningful performance gain. We used eye centers for aligning
the face. After this step, localized and aligned faces are given to a face
identification algorithm. The face identification algorithm uses the input
to compare to the other faces registered in a database of interest and
returns the candidate identity with the highest classification likelihood
value. In this thesis, we seek a solution to the problems described above
under the constraints such as low resolution, small sample sizes, faces in
arbitrary poses and illumination conditions. In the following paragraphs,
we summarize each chapter from this thesis.

Chapter 1: Introduction
A general introduction for face recognition followed by the objectives and
the contributions regarding to this dissertation is given. In the general
introduction, first, preprocessing steps for face recognition, namely, face de-
tection, localization and alignment are briefly described. Next, the problem
of face recognition is defined and several state-of-the-art methods in the
literature are shortly reviewed. In the objectives, the reasons of conducting
this research are explained. After that our contributions of this research
are summarized and this is followed by a short overview of the dissertation.

Chapter 2: Eye-Pair Detection for Face Localization
Eye-pair detection, in which one captures both eyes in a single rectangle,
has not much been researched except the eye-pair detector developed
by using the Viola and Jones method. Therefore, in this chapter, we
propose novel eye-pair detection methods based on some state-of-the-art
feature extractors and a support vector machine (SVM) as a classifier.
These feature extractors are image filters such as the difference of Gaus-
sians (DoG), the Gabor filter, the linear restricted Boltzmann machine
(RBM) and principal component analysis (PCA) as well as normalized
pixel intensity values. We also compare these methods to the eye-pair
detector of the Viola-Jones method. We use a sliding window approach to
obtain several samples any of which can contain an eye-pair in an image
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containing a face. These samples are given to a feature extractor which
further passes them to an SVM which classifies a sample for whether it
contains an eye-pair. We performed our experiments for the purpose of
comparing the power of feature extractor methods on three benchmark
datasets: IMM, Caltech and Indian. The results show that the linear RBM
obtains the best accuracy for most cases followed by the PCA and pixel
intensity methods. Moreover, all of our methods perform better than the
Viola-Jones eye-pair detector (except the DoG method on the Indian
dataset). Besides we also compare our eye-pair detector which detects an
eye-pair in a rectangle with the eye-pair detector which detects a pair of
eyes in two stages (a single eye detector). Finding the eye-pair within a
rectangle in one stage not only results in a more accurate detection re-
sult (average 6% better recall) but also runs faster (approximately 3 times).

Chapter 3: Rotational Alignment by Eye and Eye-Pair Detectors
This chapter presents a hierarchical eye detection system that first obtains
the location of the eye-pair after which the center of each eye is located.
In this method, many samples are obtained by using a sliding window.
These samples are later given to a feature extractor to construct feature
vectors which are subsequently provided to an SVM with a radial basis
function kernel to select the best eye candidate. After the centers of the
eyes are obtained, the 2D (in-plane) rotation angle is computed which
is subsequently used to align the face. We used two feature extraction
methods in this chapter: the RBM and the histograms of oriented gradients
(HOG) and two test data sets: a subset of FERET and the Labeled Faces
in the Wild (LFW). According to the rotation angle evaluation results,
our approaches perform very accurately. We also compared the effect of
rotational alignment on face recognition. To do this, the IMM dataset is
used and according to the results aligning faces rotationally before giving
them to the face recognition algorithm improves the recognition accuracy
with 6 to 8 percent.

Chapter 4: Face Recognition by Multiple HOG and Distance
Computation
In this chapter a distance based face identification algorithm which uses
multiple histograms of oriented gradients (Multi-HOG) as a feature ex-
tractor for the single sample problem is introduced. In this algorithm, a
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distance computation function is employed to obtain distances for each
face pair. We use two distance computation functions: mean of minimum
distances (MMD) and a multi-layer perceptron based distance (MLPD)
function. After features are extracted from the Multi-HOG filter, they are
given to a distance computation function which outputs it to a 1-nearest
neighbor classifier for the final classification. An MLP similarity classi-
fier is trained on two generic datasets namely IMM and MUCT which
returns 0 if a face pair is composed of the same subject and returns 1
otherwise. Besides, to alleviate the aligning errors, we propose the most
similar region selection algorithm (MSRS) which seeks to find the closest
regions given a face pair and returns the region coordinates to the face
identification algorithm. We evaluated our methods on two test datasets:
a subset of FERET and LFW. The results of these methods are compared
with a single HOG and some state-of-the-art face identification algorithms.
According to these comparisons, our method performs better than the
other methods: our best results are 2% on FERET and 1% on LFW higher
both utilizing mirrored samples.

Chapter 5: Face Identification with HOG-BOW Method
This chapter presents a novel face identification algorithm we called HOG-
BOW which combines the histogram of oriented gradients (HOG) and
the bag of words (BOW) approach to utilize few training examples. In
this method, first a codebook is constructed by the k-means clustering
method which computes centroids from many sub-images cropped from
every training image. The train and test feature vectors are constructed
subsequently using the centroids. These vectors are then given to the
L2-SVM for classification. The datasets we used for tests are FERET and
LFW similar as the previous chapter. This proposed method is compared
with HOG and SIFT feature descriptors and the HOG-BOW method
outperformed both of these methods significantly.

Discussion Chapter
This is the last chapter where concluding remarks and future directions
are given. In the concluding remarks section, our findings in relation with
each chapter as well as our answers to the research questions are explained.
In the future directions, we discuss about how our proposed methods can
be improved by making use of the deep learning paradigm.
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S A M E N VAT T I N G

Gezichtsherkenning is een aantrekkelijke methode voor identiteitsherken-
ning. Hoewel gezichtsherkenning op fundamenteel niveau nog niet is
opgelost, trekt het niet alleen de aandacht van meer onderzoekers, maar
ook van bedrijven in de commerciële en de overheidssector, vanwege de
voordelen boven andere biometrische technieken zoals vingerafdruk-, iris-
en stemherkenning.

Het voordeel van gezichtsherkenning ligt in het gemak waarmee het kan
worden geïnstalleerd en gebruikt: er is geen kostbaar apparatuur nodig
om iemands gezicht te vergelijken met anderen in een gezichtendatabase
en er is ook niemand nodig om een persoon te helpen om zijn of haar
gezicht te laten zien. Daarnaast is dit ook een belangrijke taak voor veel
robottoepassingen. Een robot die gebruikt wordt om patiënten te helpen
kan bijvoorbeeld het gezicht van een patiënt registreren zonder extra
menselijke interventie.

Desondanks blijft gezichtsherkenning een wetenschappelijk probleem,
vooral omdat variantie binnen klassen meestal vergelijkbaar is in grootte
met de variantie tussen klassen. Zo lijken afbeeldingen van de gezichten van
twee verschillende mensen, genomen in dezelfde pose of zelfde belichting,
meer op elkaar dan twee afbeeldingen van het gezicht van dezelfde persoon
onder verschillende omstandigheden. Dit feit bemoeilijkt het functioneren
van gezichtsherkenningsalgoritmes in het bijzonder bij kleine steekproeven
(d.w.z. wanneer er weinig voorbeelden zijn per identiteit) en lage resoluties
(d.w.z. minder dan 200x200).

Gezichtsherkenning heeft twee verschillende toepassingsvelden: gezicht-
sidentificatie en gezichtsverificatie. Bij gezichtsidentificatie is de taak om
de correcte identiteit te bepalen van een gegeven gezicht door gebruik te
maken van een database met N gezichtsidentiteiten, terwijl gezichtsverifi-
catie gedefinieerd is als het bepalen of twee gezichtsafbeeldingen behoren
bij dezelfde persoon. In dit proefschrift bestuderen we gezichtsidentificatie
met het probleem van een kleine steekproefgrootte.
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De stappen die worden doorlopen bij het identificeren van een gezicht
kunnen worden beschreven als gezichtsdetectie en -lokalisatie, gezicht-
suitlijning en gezichtsidentificatie. In gezichtslokalisatie is het doel om
de locatie van een gezicht precies te bepalen. Dit kan ook een na-proces
worden genoemd dat wordt uitgevoerd na gezichtsdetectie (hoewel detectie
en lokalisatie soms als verweven kunnen worden gezien).

In dit onderzoek wordt een gezicht gelokaliseerd door precieze detectie
van het oog-paar dat volgt uit een gezichtsdetector. Gezichtslokalisatie
wordt normaliter gevolgd door een gezichtsuitlijningsproces dat tot taak
heeft om het gezicht te normaliseren in termen van 2D/3D rotatiehoeken
en belichtingswaarden. Dit is een belangrijke stap om de prestatie te
verbeteren. We hebben oogcentra gebruikt om het gezicht uit te lijnen. Na
deze stap worden gelokaliseerde en uitgelijnde gezichten doorgegeven aan
een algoritme voor gezichtsidentificatie. Het gezichtsidentificatie-algoritme
vergelijkt dit met andere gezichten uit een database en geeft de kandi-
daatsidentiteit met de hoogste classificatiewaarschijnlijkheid. In dit proef-
schrift zoeken we naar een oplossing voor de eerdergenoemde problemen
beperkingen zoals lage resolutie, kleine steekproefgrootte, en gezichten in
willekeurige poses en belichting. In de volgende paragrafen vatten we elk
van de hoofdstukken in dit proefschrift samen.

Chapter 1: Introductie
Dit hoofdstuk geeft een algemene introductie voor gezichtsherkenning,
gevolgd door de doelstelling en de bijdrage van deze dissertatie. In de
algemene introductie worden allereerst de preprocessingsstappen voor
gezichtsherkenning, namelijk gezichtsdetectie, -lokalisatie en -uitlijning
kort beschreven. Vervolgens wordt het probleem van gezichtsherkenning
gedefinieerd en een aantal van de nieuwste methodes uit de literatuur
gepresenteerd. In de doelstellingen worden de redenen uitgelegd voor het
uitvoeren van het huidige onderzoek. Daarna worden de bijdrages van dit
onderzoek samengevat, en dit wordt gevolgd door een kort overzicht van
de dissertatie.

Chapter 2: Oog-paar detectie voor gezichtslokalisatie
Oog-paar detectie, waarin beide ogen in één rechthoek worden gevangen,
is weinig onderzocht buiten de oog-paar-detector ontwikkeld met behulp
van de Viola en Jones methode. In dit hoofdstuk stellen we daarom een
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nieuwe methode voor de detectie van oog-paren voor, gebaseerd op de
nieuwste feature-extractors en een support vector machine (SVM) voor
classificatie. Deze feature-extractors zijn afbeeldingsfilters zoals verschil-
van-Gaussians (DoG), de Gaborfilter, de lineair beperkte Boltzmann ma-
chine (RBM), principale-componentenanalyse (PCA) en genormaliseerde
pixelintensiteitswaarden. We vergelijken deze methodes ook met de oog-
paar-detector gebaseerd op de Viola-Jones methode. We gebruiken een
sliding-window methode om meerdere voorbeelden te verkrijgen waar-
van elke afbeelding van een gezicht een oog-paar kan bevatten. Deze
voorbeelden worden aan een feature-extractor doorgegeven die ze verder
doorgeeft naar een SVM die een voorbeeld classificeert op basis van de
aanwezigheid van een oog-paar. We hebben experimenten uitgevoerd om
de prestatie van verschillende feature-extractors te vergelijken op drie
gestandaardiseerde datasets: IMM, Caltech en Indian. De resultaten laten
zien dat de lineaire RBM in de meeste gevallen de hoogste nauwkeurigheid
heeft, gevolgd door de PCA- en de pixelintensiteitmethode. Bovendien
presteren al onze methoden beter dan de Viola-Jones oog-paar-detector
(behalve de DoG-methode op de Indian dataset). Daarnaast vergelijken we
ook onze oog-paar-detector die oog-paren in een rechthoek vangt met de
oog-paar-detector die oogparen in twee stappen detecteert (een detector
voor individuele ogen). Het bepalen van oog-paren in een rechthoek in één
stap resulteert niet alleen in nauwkeurigere detectieresultaten (gemiddeld
6% betere herkenning), maar blijkt ook sneller te zijn (ongeveer 3 keer
sneller).

Chapter 3: Rotatie-uitlijning met behulp van oog- en oog-paar-
detectors
Dit hoofdstuk presenteert een hiërarchisch oogdetectiesysteem dat eerst
de locatie van het oog-paar bepaalt waarna het centrum van elk oog wordt
gelokaliseerd. In deze methode worden meerdere voorbeelden geconstrueerd
door een sliding-windowmethode. Deze voorbeelden worden doorgegeven
aan een feature-extractor om featurevectoren te construeren die vervol-
gens aan een SVM worden gegeven met een radial basis function kernel
om de beste oogkandidaat te selecteren. Nadat de centra van de ogen
zijn verkregen, wordt de 2D (in-plane) rotatiehoek berekend die vervol-
gens wordt gebruikt om het gezicht uit te lijnen. We gebruiken twee
feature-extractiemethoden in dit hoofdstuk, de RBM en de histogram van
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georiënteerde gradiënten (HOG), en twee testdatasets: een subset van
FERET en de Labeled Faces in the Wild (LFW). Volgens de resultaten van
de rotatiehoekevaluatie zijn onze methodes zeer nauwkeurig. We hebben
ook het effect van rotatie-uitlijning op gezichtsherkenning vergeleken. De
resultaten op basis van de IMM dataset laten zien dat het uitlijnen van
gezichten door middel van rotatie voordat het gezichtsherkenningalgoritme
wordt toegepast de herkenningsnauwkeurigheid vergroot met 6 tot 8 pro-
cent.

Chapter 4: Gezichtsherkenning door meerdere HOG en afstands-
berekening
In dit hoofdstuk wordt een gezichtsherkenningsalgoritme gebaseerd op afs-
tand geïntroduceerd, dat gebruik maakt van meerdere histogrammen van
georiënteerde gradiënten (Multi-HOG) als een feature-extractiemethode
voor de individuele afstandsberekening. Dit algoritme maakt gebruik van
een afstandsberekeningsfunctie om afstanden voor elk paar gezichten
te berekenen. We gebruiken twee afstandsmaten: het gemiddelde van
minimale afstanden (MMD) en een afstand op basis van een meerlaagsper-
ceptron (MLPD). Features verkregen van het Multi-HOG filter worden
doorgegeven aan een afstandsberekeningsfunctie die zijn uitvoer doorgeeft
aan een 1-nearest neighbour classificator voor de uiteindelijke classificatie.
Een MLP overeenkomstclassificator is getraind op twee generieke datasets,
namelijk IMM en MUCT, die 0 teruggeeft als een paar gezichten behoren
tot dezelfde persoon en 1 teruggeeft in andere gevallen. Om uitlijnings-
fouten te verhelpen introduceren we daarnaast het meest-overeenkomstige-
gebieds-selectie-algoritme (MSRS), dat de meest dichtstbijzijnde gebieden
van een paar gezichten bepaalt en de coördinaten van deze gebieden
teruggeeft aan het gezichtsidentificatie-algoritme. We hebben onze meth-
odes geëvalueerd op twee testdatasets: een subset van FERET en LFW.
De resultaten van deze methode zijn vergeleken met een enkele HOG
en een aantal van de nieuwste gezichtsidentificatie-algoritmes. Hieruit
blijkt dat onze methode beter presteert dan andere methodes: onze beste
resultaten zijn 2% hoger op FERET en 1% op LFW, waarbij in beide
gevallen gespiegelde leervoorbeelden zijn gebruikt.

Chapter 5: Gezichtsidentificatie met de HOG-BOW methode
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Dit hoofdstuk presenteert een nieuw algoritme voor gezichtsidentificatie
genaamd HOG-BOW, dat histogrammen van georiënteerde gradiënten
(HOG) combineert met bag-of-words (BOW) om weinig trainingsvoor-
beelden te gebruiken. In deze methode wordt eerst een codeboek gecon-
strueerd door de k-means-clustermethode dat de centra berekent van
vele deelafbeeldingen, die uit elke trainingsafbeelding zijn gesneden. Deze
vectoren worden dan doorgegeven aan L2-SVM voor classificatie. De test-
datasets die we hebben gebruikt zijn FERET en LFW, net als in het
vorige hoofdstuk. Deze methode is vergeleken met HOG en SIFT fea-
turebeschrijvers. De HOG-BOW methode presteerde significant beter dan
beide methodes.

Discussiehoofdstuk
Dit is het laatste hoofdstuk waarin concluderende opmerkingen en mo-
gelijke richtingen voor toekomstig onderzoek worden beschreven. In de
sectie met concluderende opmerkingen worden onze bevindingen in relatie
tot elk hoofdstuk uitgelegd en antwoord gegeven op de onderzoeksvra-
gen. Daarnaast bespreken we hoe onze methodes zouden kunnen worden
uitgebreid door gebruik te maken van deep learning.
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