Chern-Simons-like Gravity Theories

Eric Bergshoeff, Olaf Hohm, Wout Merbis, Alasdair J. Routh and Paul K. Townsend

Abstract A wide class of three-dimensional gravity models can be put into “Chern-Simons-like” form. We perform a Hamiltonian analysis of the general model and then specialise to Einstein-Cartan Gravity, General Massive Gravity, the recently proposed Zwei-Dreibein Gravity and a further parity-violating generalisation combining the latter two.

1 Introduction: CS-like gravity theories

In three space-time dimensions (3D), General Relativity (GR) can be interpreted as a Chern-Simons (CS) gauge theory of the 3D Poincaré, de Sitter (dS) or anti-de Sitter (AdS) group, depending on the value of the cosmological constant [1, 2]. The action is the integral of a Lagrangian three-form \( L \) constructed from the wedge products of Lorentz-vector valued one-form fields: the dreibein \( e^a \) and the dualised spin-connection \( \omega^a \). Using a notation in which the wedge product is implicit, and a “mostly plus” metric signature convention, we have

\[
L = -\epsilon^{abc} e_a e_b e_c + \frac{\Lambda}{6} e^a e^b e^c,
\]

(1)
where $R^a$ is the dualised Riemann 2-form:

$$R^a = d\omega^a + \frac{1}{2} \epsilon^{abc} \omega_b \omega_c .$$  \hfill (2)

This action is manifestly local Lorentz invariant, in addition to its manifest invariance under diffeomorphisms, which are on-shell equivalent to local translations. The field equations are zero field strength conditions for the Poincaré or (A)dS group.

Strictly speaking, the CS gauge theory is equivalent to 3D GR only if one assumes invertibility of the dreibein; this is what allows the Einstein field equations to be written as zero field-strength conditions, and it is one way to see that 3D GR has no local degrees of freedom, and hence no gravitons. However, there are variants of 3D GR that do propagate gravitons. The simplest of these are 3D “massive gravity” theories found by including certain higher-derivative terms in the action\(^1\). The best known example is Topologically Massive Gravity (TMG), which includes the parity-violating Lorentz-Chern-Simons term and leads to third-order field equations that propagate a single spin-2 mode [3]. A more recent example is New Massive Gravity (NMG) which includes certain curvature-squared terms; this leads to parity-preserving fourth-order equations that propagate a parity-doublet of massive spin-2 modes; combining TMG and NMG we get a parity-violating fourth-order General Massive Gravity (GMG) theory that propagates two massive gravitons, but with different masses [4].

Although GMG is fourth order in derivatives, it is possible to introduce auxiliary tensor fields to get a set of equivalent first-order equations [5]; in this formulation the fields can all be taken to be Lorentz vector-valued 1-forms, and the action takes a form that is “CS-like” in the sense that it is the integral of a Lagrangian 3-form defined without an explicit space-time metric (which appears only on the assumption of an invertible dreibein). The general model of this type can be constructed as follows [5]. We start from a collection of $N$ Lorentz-vector valued 1-forms $\alpha^a_\mu = a^{a_\mu} dx^\mu$, where $r = 1, \ldots, N$ is a “flavour” index; the generic Lagrangian 3-form constructible from these 1-form fields is

$$L = \frac{1}{2} g_{rs} a^r \cdot da^s + \frac{1}{6} f_{rst} a^r \cdot (a^s \times a^t) ,$$  \hfill (3)

where $g_{rs}$ is a symmetric constant metric on the flavour space which we will require to be invertible, so it can be used to raise and lower flavour indices, and the coupling constants $f_{rst}$ define a totally symmetric “flavour tensor”. We now use a 3D-vector algebra notation for Lorentz vectors in which contractions with $\eta_{ab}$ and $\epsilon_{abc}$ are represented by dots and crosses respectively. The 3-form (3) is a CS 3-form when the constants

$$f^{ar} b_s c_t = \epsilon^{b c} f_s t \quad \& \quad g_{ar} b_s \equiv \eta_{ab} g_{rs}$$  \hfill (4)

\(^{1}\) It is possible, at least in some cases, to take a massless limit but since “spin” is not defined for massless 3D particles, one cannot get a theory of “massless gravitons” this way, if by “graviton” we mean a particle of spin-2.
Chern-Simons-like ... 3

are, respectively, the structure constants of a Lie algebra, and a group invariant symmetric tensor on this Lie algebra. For example, with $N = 2$ we may choose $a_1^a = e^a$ and $a_2^a = \omega^a$, and then a choice of the flavour metric and coupling constants that ensures local Lorentz invariance will yield a CS 3-form equivalent, up to field redefinitions, to (1). For $N > 2$, we will continue to suppose that $a_1^a = e^a$ and $a_2^a = \omega^a$, and that the flavour metric and coupling constants are such that the action is local Lorentz invariant, but even with this restriction the generic $N > 2$ model will be only CS-like. In particular TMG has a CS-like formulation with $N = 3$ and both NMG and GMG have CS-like formulations with $N = 4$. Since these models have local degrees of freedom they are strictly CS-like, and not CS models.

The generic $N = 4$ CS-like gravity model also includes the recently analysed Zwei-Dreibein Gravity (ZDG) [6]. This is a parity preserving massive gravity model with the same local degrees of freedom as NMG (two propagating spin-2 modes of equal mass in a maximally-symmetric vacuum background) but has advantages in the context of the AdS/CFT correspondence since, in contrast to NMG, it leads to a positive central charge for a possible dual CFT at the AdS boundary. We shall show here that there is a parity-violating extension of ZDG, which we call “General Zwei-Dreibein Gravity” (GZDG).

We focus here on the Hamiltonian formulation of CS-like gravity models for a number of reasons. One is that the CS-like formulation allows us to discuss various 3D massive gravity models as special cases of a generic model, and this formulation is well-adapted to a Hamiltonian analysis. Another is that there are some unusual features of the Hamiltonian formulation of massive gravity models that are clarified by the CS-like formalism. One great advantage of the Hamiltonian approach is that it allows a determination of the number of local degrees of freedom independently of a linearised approximation (which can give misleading results). In particular, massive gravity models typically have an additional local degree of freedom, the Boulware-Deser ghost [7]. It is known that GMG has no Boulware-Deser ghost, and this is confirmed by its Hamiltonian analysis, but ZDG does have a Boulware-Deser ghost for generic parameters [8], even though it is ghost-free in a linearised approximation. Fortunately, this problem can be avoided by assuming invertibility of a linear combination of the two dreibeine of ZDG. A special case of this assumption imposes a restriction of the parameters; this point was made in an erratum to [6] and here we present a detailed substantiation of it. We also present a parity-violating CS-like extension of ZDG, and we show that it has the same number of local degrees of freedom as ZDG.

---

2 There are CS gauge theories for which the Lagrangian 3-form is not of the form because not all of the generators of the Lie algebra of the gauge group are Lorentz vectors. If we wish the class of CS gravity theories to be a subclass of the class of CS-like gravity theories, we should define the latter by a larger class of 3-form Lagrangians, as in [5], but [5] will be sufficient for our purposes.
2 Hamiltonian Analysis

It is straightforward to put the CS-like model defined by (3) into Hamiltonian form. We perform the space-time split

\[ a^{\alpha} = a^{\alpha}_0 dt + a^{\alpha}_i dx^i, \]  

which leads to the Lagrangian density

\[ \mathcal{L} = -\frac{1}{2} \varepsilon^{ij} g_{rs} a^i_r \cdot a^j_s + \phi r, \]  

where \( \varepsilon^{ij} = \varepsilon^{0ij} \). The time components of the fields, \( a^{\alpha}_0 \), become Lagrange multipliers for the primary constraints \( \phi r \):

\[ \phi r = \varepsilon^{ij} \left( g_{rs} \partial_i a^a_j + \frac{1}{2} f_{rst} (a^s_r \times a^t_j)^a \right). \]  

The Hamiltonian density is just the sum of the primary constraints, each with a Lagrange multiplier \( a^{\alpha}_0 \),

\[ \mathcal{H} = -\frac{1}{2} \varepsilon^{ij} g_{rs} a^i_r \cdot \partial_0 a^j_s - \mathcal{L} = -a^{\alpha}_0 \cdot \phi r. \]  

We must now work out the Poisson brackets of the primary constraints. Then, following Dirac’s procedure [9], we must consider any secondary constraints. We consider these two steps in turn.

2.1 Poisson brackets and the primary constraints

The Lagrangian is first order in time derivatives, so the Poisson brackets of the canonical variables can be determined by inverting the first term of (6); this gives

\[ \left\{ a^i_a(x), a^j_b(y) \right\}_{P.B.} = \varepsilon_{ijb} g^{rs} \eta_{ab} \delta^{(2)}(x - y). \]  

Using this result we may calculate the Poisson brackets of the primary constraint functions. It will be convenient to first define the “smeared” functions \( \phi[\xi] \) associated to the constraints (7) by integrating them against a test function \( \xi_a^r(x) \) as follows

\[ \phi[\xi] = \int_\Sigma d^2x \xi_a^r(x) \phi_a^r(x), \]  

where \( \Sigma \) is space-like hypersurface. In general, the functionals \( \phi[\xi] \) will not be differentiable, but we can make them so by adding boundary terms. Varying (10) with respect to the fields \( a^i_a \) gives
\[ \delta \phi[\xi] = \int_{\Sigma} d^2x \, \xi^r \frac{\delta \phi}{\delta a^r_i} \delta a^r_i \, \delta a^i_j + \int_{\partial \Sigma} dx \, B[\xi, a, \delta a]. \] (11)

A non-zero \( B[\xi, a, \delta a] \) could lead to delta-function singularities in the brackets of the constraint functions. To remove these, we can choose boundary conditions which make \( B \) a total variation
\[ \int_{\partial \Sigma} dx \, B[\xi, a, \delta a] = -\delta Q[\xi, a]. \] (12)

We then work with the quantities
\[ \varphi[\xi] = \phi[\xi] + Q[\xi, a], \] (13)
which have well-defined variations, with no boundary terms. In our case, after varying \( \phi[\xi] \) with respect to the fields \( a^i_j \), we find
\[ B[\xi, a, \delta a] = \int_{\partial \Sigma} dx \, \xi^r \eta^{s} \, \delta a^r_i \, \delta a^i_j \] (14)

The Poisson brackets of the constraint functions can now be computed by using equation (9). They are given by
\[
\{ \varphi[\xi], \varphi[\eta] \}_{\text{P.B.}} = \varphi((\xi, \eta)) + \int_{\Sigma} d^2x \, \xi^r \eta^s \, \rho^{ab}_{rs} \nonumber \]
\[
- \int_{\partial \Sigma} dx \, \xi^r \cdot \left[ g_{rs} \partial_t \eta^s + f_{rst} (a^i_j \times \eta^t) \right], \] (15)

where
\[ [\xi, \eta]^t_c = f_{rs}^t \epsilon^{ab} \xi^r_a \eta^s_b, \] (16)
and
\[
\rho^{ab}_{rs} = f^t_{q[r} f_{s]pt} \eta^{ab} \Delta_{pq} + 2 f^t_{r[q} f_{s]pt} (V^{ab})_{pq}, \] (17)
\[
V^{ab}_{pq} = \epsilon^{ij} a^a_i \eta^a_j, \quad \Delta_{pq} = \epsilon^{ij} a^a_i \cdot a^a_j. \] (18)

In general, adopting non-trivial boundary conditions may lead to a (centrally extended) asymptotic symmetry algebra spanned by the first-class constraint functions if the corresponding test functions \( \xi^r_0(\xi) \) are the gauge parameters of boundary condition preserving gauge transformations. Here we will focus on the bulk theory and assume that the test functions \( \xi^r_0(\xi) \) do not give rise to boundary terms in (11) and (15).

The consistency conditions guaranteeing time-independence of the primary constraints are
\[
\frac{d}{dt} \phi^b_i = \{ \mathcal{H}, \phi^b_i \}_{\text{P.B.}} \approx -a^r_0 \rho^{ab}_{rs} \approx 0. \] (19)

This expression is equivalent to a set of “integrability conditions” which can be derived from the equations of motion. The field equations of (3) are
\[ g_{rs}d\alpha^a + \frac{1}{2} f_{rsl} (\alpha^s \times \alpha^l)^a = 0. \]  

(20)

Taking the exterior derivative of this equation and using \( d^2 = 0 \), we get the conditions

\[ f^a q[r s]_{pq} a^a d^p d^q = 0. \]  

(21)

Using the space-time decomposition (5) we have

\[ 0 = f^a q[r s]_{pq} a^b d^p d^q = \delta_{0a} \mathcal{P}^{ab}_{rs}, \]  

(22)

the right hand side being exactly what is required to vanish for time-independence of the primary constraints. These conditions are 3-form equations in which each 3-form necessarily contains a Lagrange multiplier one-form factor, so they could imply that some linear combinations of the Lagrange multipliers is zero.

If the matrix \( \mathcal{P}^{ab}_{rs} \) vanishes identically then all primary constraints are first-class and there is no constraint on any Lagrange multiplier. In this case the model is actually a Chern-Simons theory, that of the Lie algebra with structure constants \( \epsilon_{abc} f^{rs} \). In general, however, \( \mathcal{P}^{ab}_{rs} \) will not vanish and \( \text{rank}(\mathcal{P}) \) will be non-zero. We can pick a basis of constraint functions such that \( 3N - \text{rank}(\mathcal{P}) \) have zero Poisson bracket with all constraints, while the remaining \( \text{rank}(\mathcal{P}) \) constraint functions have non-zero Poisson brackets amongst themselves. At this point, it might appear that the Lagrange multipliers for the latter set of constraints will be set to zero by the conditions (22). However, when one of the fields is a dreibein, this may involve setting \( e_0^a = 0 \). This is not acceptable for a theory of gravity, as the dreibein must be invertible! When specifying a model, we must therefore be clear whether we are assuming invertibility of any fields as it affects the Hamiltonian analysis. In general, if we require invertibility of any one-form field then we may need to impose further, secondary, constraints.

In other words, the consistency of the primary constraints is equivalent to satisfying the integrability conditions (22). If some one-form is invertible, then some integrability condition may reduce to a two-form constraint on the canonical variables, which we must add as a secondary constraint in our theory. We now turn to an investigation of these secondary constraints.

### 2.2 Secondary constraints

To be precise, consider for fixed \( s \) the expression \( f^a q[r s]_{pq} a^a \). If the sum over \( r \) is non-zero for only one value of \( r \), say \( a^a = f^a \), and \( f^a \) is invertible, then the integrability conditions (22) imply that

\[ f^a q[r s]_{pq} a^p \cdot a^q = 0. \]  

(23)

In particular, taking the space-space part of this two-form, we find
which depends only on the canonical variables and is therefore a new, secondary, constraint. One invertible field may lead to several constraints if the above equation holds for multiple values of $s$. The secondary constraints arising in this way are therefore the inequivalent components of the field space vector $\psi_i = f^i_{q[r} f_j_{|p]t} \Delta^{pq}$.

Let $M$ be the number of these secondary constraints, and let us write them as

$$\psi_I = f_I_{pq} \Delta^{pq}, \quad I = 1, \ldots, M.$$  \hspace{1cm} (25)

We now have a total of $3N + M$ constraints.

According to Dirac, after finding the secondary constraints we should add them to the Hamiltonian with new Lagrange multipliers $\lambda$.[9] However, in general this can change the field equations. To see why let us suppose that we have a phase-space action $I[z]$ for some phase space coordinates $z$, and that the equations of motion imply the constraint $\phi(z) = 0$. If we add this constraint to the action with a Lagrange multiplier $\lambda$ then we get a new action for which the equations of motion are

$$\frac{\delta I}{\delta z} = \lambda \frac{\partial \phi}{\partial z}, \quad \phi(z) = 0.$$  \hspace{1cm} (26)

Any solution of the original equations of motions, together with $\lambda = 0$, solves these equations, but there may be more solutions for which $\lambda \neq 0$. This is precisely what happens for NMG and GMG (although not for TMG) [5]: the field equations of these models lead to a (field-dependent) cubic equation for one of the secondary constraint Lagrange multipliers, leading to two possible non-zero solutions for this Lagrange multiplier $\lambda$. In this case, Dirac’s procedure would appear to lead us to a Hamiltonian formulation of a theory that is more general than the one we started with (in that its solution space is larger). Perhaps more seriously, adding the secondary constraints to the Hamiltonian will generally lead to a violation of symmetries of the original model.

Because of this problem, we will omit the secondary constraints from the total Hamiltonian. This omission could lead to difficulties. The first-class constraints are found by consideration of the matrix of Poisson brackets of all constraints, so it could happen that some are linear combinations of primary with secondary constraints. We would then have a situation in which not all first-class constraints are imposed by Lagrange multipliers in the (now restricted) total Hamiltonian, and this would appear to lead to inconsistencies. Fortunately, this problem does not actually arise for any of the CS-like gravity models that we shall consider, as they satisfy conditions that we now spell out.

---

3 Here we should issue a warning: a linear combination of invertible one-forms is not in general invertible, so if $f^i_{q[r} f_j_{|p]} d^{(a} \cdots$ sums over multiple values of $r$ with each corresponding one-form invertible, this does not in general imply a new constraint.

4 This problem appears to be distinct from the problem of whether the “Dirac conjecture” is satisfied, since that concerns the values of Lagrange multipliers of first-class constraints. It may be related to the recently discussed “sectors” issue [10].
The Poisson brackets of the primary with the secondary constraint functions are

\[
\{ \phi [\xi], \psi_I \}_{\text{P.B.}} = \epsilon_{ij} \left[ f_{1,pq} \partial_i (\xi^r) \cdot a_j^p + f_{rs} f_{1,pq} \xi^r \cdot \left( a_i^r \times a_j^p \right) \right],
\]

(27)

and the Poisson brackets of the secondary constraint functions amongst themselves are

\[
\{ \psi_I, \psi_J \}_{\text{P.B.}} = 4 f_{I,pq} f_{J,rs} \Delta^{pr} g^{qs}.
\]

(28)

We now make the following two assumptions, which hold for all our examples:

- We assume that all Poisson brackets of secondary constraints with other secondary constraints vanish on the full constraint surface. It then follows that the total matrix of Poisson brackets of all \(3N+M\) constraint functions takes the form

\[
P = \left( \begin{array}{cc} P' & -\{\phi, \psi\}^T \\ \{\phi, \psi\} & 0 \end{array} \right),
\]

(29)

where \(P'\) is the matrix of Poisson brackets of the \(3N\) primary constraints evaluated on the new constraint surface defined by all \(3N+M\) constraints.

- We assume that inclusion of the secondary constraints in the set of all constraints does not lead to new first-class constraints. This means that the secondary constraints must all be second-class, and any linear combination of secondary constraints and the rank \((P')\) primary constraints with non-vanishing Poisson brackets on the full constraint surface must be second-class.

The rank of \(P\), as given in (29), is the number of its linearly independent columns. By the second assumption, this is \(M\) plus the number of linearly independent columns of

\[
\left( \begin{array}{c} P' \\ \{\phi, \psi\} \end{array} \right).
\]

(30)

The number of linearly independent columns of this matrix, as for any other matrix, is the same as the number of linearly independent rows, which by the second assumption is \(\text{rank}(P') + M\). The rank of \(P\), and therefore the number of second-class constraints, is then \(\text{rank}(P') + 2M\).

In principle one should now check for tertiary constraints. However, in this procedure the invertibility of certain fields will be guaranteed by the secondary constraints. The consistency of the primary constraints under time evolution can be guaranteed by fixing \(\text{rank}(P')\) of the Lagrange multipliers. The consistency of the secondary constraints under time evolution, \(a_{0\alpha} \{\phi^\alpha, \psi_I\} \approx 0\) can be guaranteed, under the second assumption, by fixing a further \(M\) of the Lagrange multipliers. The fact that these \(M\) multipliers are distinct from the \(\text{rank}(P')\) multiplier fixed before follows from the second assumption. The remaining consistency condition, \(\{\psi, \psi\} \approx 0\), is guaranteed by the first assumption.

We therefore have \(3N - \text{rank}(P') - M\) undetermined Lagrange multipliers, corresponding to the \(3N - \text{rank}(P') - M\) first-class constraints. The remaining \(\text{rank}(P') + 2M\) constraints are second-class. The dimension of the physical phase space per
space point is the number of canonical variables \( a^a_i \), minus twice the number of first-class constraints, minus the number of second-class constraints, or

\[
D = 6N - 2 \times (3N - \text{rank}(\mathcal{H}) - M) - 1 \times (\text{rank}(\mathcal{H}) + 2M) = \text{rank}(\mathcal{H}).
\] (31)

We will now apply this procedure to determine the number of local degrees of freedom of various 3D gravity models with a CS-like formulation.

3 Specific Examples

We will now derive the Hamiltonian form of a number of three-dimensional CS-like gravity models of increasing complexity following the above general procedure.

3.1 Einstein-Cartan Gravity

To illustrate our formalism we will start by using it to analyse 3D General Relativity with a cosmological constant \( \Lambda \), in its first-order Einstein-Cartan form. There are two flavours of one-forms: the dreibein, \( a^a_i = e^a_i \), and the dualised spin-connection \( a^a_i = \omega_i^a = \frac{1}{2} \epsilon^{abc} \omega^{bc} \). The Lagrangian 3-form is that of (1). This takes the general form of (3), with the flavour index \( r,s,t,.. = a,e \). The first step is to read off \( g_{rs} \) and \( f_{rst} \), and for later convenience we also determine the components of the inverse metric \( g^{rs} \) and the structure constants with one index raised, \( f^r_{st} \). The non-zero components of these quantities are:

\[
\begin{align*}
g_{ae} &= -1, & f_{ee} &= \Lambda, & f_{eae} &= -1, \\
g_{ae} &= -1, & f^{eae} &= -\Lambda, & f^{eae} &= 1, & f^{eae} &= 1.
\end{align*}
\] (32)

These constants define a Chern-Simons 3-form, as mentioned in the introduction; the structure constants are \( \epsilon^{abc} f^r_{st} \). This algebra is spanned by the Hamiltonian constraint functions, which are all first-class. In three-dimensions, General Relativity, like any Chern-Simons theory, has no local degrees of freedom.

To see how the details work in our general formalism, we can work out the matrix (17) and find that it vanishes. Then, by equation (31) the dimension of the physical phase space is

\[
D = 12 - 2 \times 6 = 0,
\] (33)
as expected. Using (15) we can also verify that

\[
\{ \phi^a_{\omega}, \phi^b_{\omega} \}_{\text{P.B.}} = \epsilon^{ab}_c \phi^c_{\omega}, \quad \{ \phi^a_{e}, \phi^b_{e} \}_{\text{P.B.}} = \epsilon^{ab}_c \phi^c_{e}, \quad \{ \phi^a_{e}, \phi^b_{\omega} \}_{\text{P.B.}} = -\Lambda \epsilon^{ab}_c \phi^c_{\omega},
\]

which is the \( SO(2,2) \) algebra for \( \Lambda < 0 \), \( SO(3,1) \) for \( \Lambda > 0 \) and \( ISO(2,1) \) for \( \Lambda = 0 \), as expected.
3.2 General Massive Gravity

General Relativity was a very simple application of our general formalism; as a Chern-Simons theory the Poisson brackets of the constraint functions formed a closed algebra, so it did not require our full analysis. We will now turn to a more complicated example, General Massive Gravity (GMG). This theory does have local degrees of freedom; it propagates two massive spin-2 modes at the linear level. It contains two well known theories of 3D massive gravity as limits: Topologically Massive Gravity (TMG) \cite{3} and New Massive Gravity (NMG) \cite{4}.

We can write the Lagrangian 3-form of GMG in the general form (3). There are four flavours of one-form, \( a^a = (\omega^a, h^a, e^a, f^a) \), the dualised spin-connection and dreibein and two extra fields \( h^a \) and \( f^a \), and the Lagrangian 3-form is

\[
L_{\text{GMG}} = -\sigma e^a R^a + \frac{\Lambda_0}{6} \epsilon^{abc} e^a e^b e^c + h^a T^a + \frac{1}{2\mu} \left[ \omega^a d\omega^a + \frac{1}{3} \epsilon^{abc} \omega^a \omega^b \omega^c \right] - \frac{1}{m^2} \left[ f^a R^a + \frac{1}{2} \epsilon^{abc} f^a e^b e^c \right],
\]

(34)

where we recall that \( R^a \) is the dualised Riemann 2-form. The flavour-space metric \( g_{rs} \) and the structure constants \( f_{rst} \) can again be read off:

\[
\begin{align*}
g_{\omega e} &= -\sigma, & g_{eh} &= 1, & g_{f\omega} &= -\frac{1}{m^2}, & g_{f\omega} &= \frac{1}{\mu}, \\
g_{f\omega e} &= -\sigma, & f_{eha} &= 1, & f_{eef} &= -\frac{1}{m^2}, & f_{f\omega e} &= \frac{1}{\mu}. & f_{eee} &= \Lambda_0, & f_{f\omega f} &= -\frac{1}{m^2}.
\end{align*}
\]

(35)

The next step is to work out the integrability conditions (21). We find three inequivalent 3-form relations,

\[
e^a e \cdot f = 0, \quad f^a \left( \frac{1}{\mu} e \cdot f + h \cdot e \right) - h^a e \cdot f = 0, \quad e^a \left( \frac{1}{\mu} e \cdot f + h \cdot e \right) = 0.
\]

(36)

We will demand that the dreibein, \( e^a \), is invertible. Following our general analysis, we find the two secondary constraints

\[
\psi_1 = \Delta^{eh} = 0, \quad \psi_2 = \Delta^{ef} = 0.
\]

(37)

Next, we compute the matrix \( \Delta_{rs}^{ab} \) as defined in (17). All the \( \Delta_{pq}^{rs} \) terms drop out because of the secondary constraints, and in the basis \( (\omega, h, e, f) \) we get
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\[(\mathcal{P}_{ab})_{rs} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{\nu_{ef}}{\nu_{ab}} & 0 \\ 0 & \nu_{h}^{fe} - \frac{1}{\mu} \nu_{ef}^{ab} & \nu_{he} - \frac{1}{\mu} \nu_{he}^{ab} & \frac{1}{\mu} \nu_{he}^{ab} \\ 0 & -\nu_{ge}^{ab} & \nu_{eh} - \frac{1}{\mu} \nu_{he}^{ab} & \frac{1}{\mu} \nu_{he}^{ab} \end{pmatrix} \].

(38)

We must now determine the rank of this matrix at an arbitrary point in space-time. A Mathematica calculation shows that the rank of \( \mathcal{P} \) is 4. To complete the analysis we need the Poisson brackets of the secondary constraint functions \( \psi_I \) (\( I = 1, 2 \)) with themselves and with the primary constraint functions. The Poisson bracket \( \{ \psi_I, \psi_J \} \) is zero on the constraint surface, and the Poisson brackets of \( \psi_I \) with the primary constraint functions are

\[ \{ \phi[\xi], \psi_I \}\text{P.B.} = \epsilon^{ij} \left[ \partial_i \xi^h \cdot e_j - \xi^h \cdot (\omega_i \times e_j) - \partial_i \xi^e \cdot h_j + \xi^e \cdot (\omega_i \times h_j) \\
+ \left( \sigma \xi^e + \frac{1}{m^2} \xi^f \right) \cdot (e_i \times f_j) + \left( \sigma \xi^f + \Lambda_0 \xi^e \right) (e_i \times e_j) \right], \]

(39)

\[ \{ \phi[\xi], \psi_I \}\text{P.B.} = \epsilon^{ij} \left[ \partial_i \xi^f \cdot e_j - \xi^f \cdot (\omega_i \times e_j) - \partial_i \xi^e \cdot f_j + \xi^e \cdot (\omega_i \times f_j) \\
+ \left( m^2 \frac{\xi^h}{\mu} - \frac{\xi^f}{\mu} \right) (e_i \times e_j) + m^2 \xi^e \cdot \left( e_i \times \left( h_j - \frac{1}{\mu} f_j \right) \right) \right]. \]

(40)

The full matrix of Poisson brackets is a 14 × 14 matrix \( \mathbb{P} \) given by

\[ \mathbb{P} = \begin{pmatrix} \mathcal{P} & v_1 & v_2 \\ -v_1 & 0 & 0 \\ -v_2 & 0 & 0 \end{pmatrix}, \]

(41)

where the \( v_I \), \( I = 1, 2 \), are column vectors with components

\[ v_I = \begin{pmatrix} \{ \phi^0_a, \psi_I \}\text{P.B.} \\ \{ \phi^e_a, \psi_I \}\text{P.B.} \\ \{ \phi^f_a, \psi_I \}\text{P.B.} \\ \{ \phi^h_a, \psi_I \}\text{P.B.} \end{pmatrix}. \]

(42)

These brackets can be read off from equations (39) and (40). The vectors (42) are linearly independent from each other and from the columns of \( \mathcal{P} \), so this increases the rank of \( \mathbb{P} \) by 4. The full (14 × 14) matrix therefore has rank 8, so eight constraints are second-class and the remaining six are first-class. By eqn. (31), the dimension of the physical phase space per space point is

\[ D = 24 - 8 - 2 \times 6 = 4. \]

(43)

This means there are two local degrees of freedom, and we conclude that the non-linear theory has the same degrees of freedom as the linearised theory, two massive states of helicity ±2.
3.3 Zwei-Dreibein Gravity

We now turn our attention to another theory of massive 3D gravity, the recently proposed Zwei-Dreibein Gravity (ZDG) [6]. This is a theory of two interacting dreibeine, $e_1^a$ and $e_2^a$, each with a corresponding spin-connection, $\omega_1^a$ and $\omega_2^a$. It also has a Lagrangian 3-form of our general CS-like form (3). Like NMG, ZDG preserves parity and has two massive spin-2 degrees of freedom when linearised about a maximally-symmetric vacuum background, but this does not exclude the possibility of additional local degrees of freedom appearing in other backgrounds. In fact, it was shown by [8] that the generic ZDG model does have an additional local degree of freedom, the Boulware-Deser ghost. We will see why this is so, and also how it can be removed by assuming invertibility of a special linear combination of the two dreibeine.

The Lagrangian 3-form is

$$L_{\text{ZDG}} = -M_P \left\{ \sigma e_1^a R_1^a + e_2^a R_2^a + \frac{m^2}{6} \varepsilon^{abc} (\alpha_1 e_1^a e_1^b e_1^c + \alpha_2 e_2^a e_2^b e_2^c) - \mathcal{L}_{12}(e_1, e_2) \right\},$$

where $R_1^a$ and $R_2^a$ are the dualised Riemann 2-forms constructed from $\omega_1^a$ and $\omega_2^a$ respectively, and the interaction Lagrangian 3-form $L_{12}$ is given by

$$L_{12}(e_1, e_2) = \frac{1}{2} m^2 \varepsilon^{abc} (\beta_1 e_1^a e_1^b e_2^c + \beta_2 e_1^a e_2^b e_2^c).$$

Here $\sigma = \pm 1$ is a sign parameter, $\alpha_1$ and $\alpha_2$ are two dimensionless cosmological parameters and $\beta_1$ and $\beta_2$ are two dimensionless coupling constants. The parameter $m^2$ is a redundant, but convenient, dimensionful parameter. For now these parameters are arbitrary, but we will soon see that some restrictions are necessary.

From (44) we can read off the components of $g_{rs}$ and $f_{rst}$. We will ignore the overall factor $M_P$ to simplify the analysis; after this step they become

$$g_{e_1^a e_1^b} = g_{\omega_1^a \omega_1^b} = -\sigma, \quad g_{e_2^a e_2^b} = g_{\omega_2^a \omega_2^b} = -1,$$

$$f_{e_1^a \omega_1^b} = f_{\omega_1^a \omega_1^b} = -\sigma, \quad f_{e_2^a \omega_2^b} = f_{\omega_2^a \omega_2^b} = -1,$$

$$f_{e_1^a e_1^b} = m^2 \beta_1, \quad f_{e_1^a e_2^b} = m^2 \beta_2,$$

$$f_{e_2^a e_2^b} = -m^2 \alpha_1, \quad f_{e_2^a e_2^b} = -m^2 \alpha_2.$$

We also work out the inverse metric $g^{rs}$ and the structure constants $f^{rst}$. 

secondary constraint; from (49) we need that other presumably a scalar ghost.

Equipped with these expressions, we can evaluate the $12 \times 12$ matrix of Poisson brackets \([\mathcal{P}_{ab}]_{\alpha\gamma}\)

\[
(\mathcal{P}_{ab})_{\alpha\gamma} = m^2 \eta_{ab} \begin{pmatrix} 0 & 0 & -\beta_1 \Delta^{e_1 e_2} & -\beta_2 \Delta^{e_1 e_2} \\ 0 & 0 & \beta_1 \Delta^{e_1 e_2} & \beta_2 \Delta^{e_1 e_2} \\ -\beta_1 \Delta^{e_1 e_2} & -\beta_1 \Delta^{\omega \cdot e_1} & 0 & -\beta_1 \Delta^{\omega \cdot e_1} + \beta_2 \Delta^{\omega \cdot e_2} \\ \beta_2 \Delta^{e_1 e_2} & \beta_2 \Delta^{\omega \cdot e_1} + \beta_2 \Delta^{\omega \cdot e_2} & 0 & 0 \end{pmatrix} + m^2 \beta_1 \begin{pmatrix} 0 & 0 & V^{e_1 e_2}_{ab} & -V^{e_1 e_2}_{ab} \\ 0 & 0 & -V^{e_1 e_2}_{ab} & V^{e_1 e_2}_{ab} \\ V^{e_1 e_2}_{ab} & -V^{e_1 e_2}_{ab} & \left( V^{e_1 e_2}_{[ab]} - V^{e_1 e_2}_{[ab]} \right) & \left( V^{e_1 e_2}_{[ab]} - V^{e_1 e_2}_{[ab]} \right) \\ -V^{e_1 e_2}_{ab} & V^{e_1 e_2}_{ab} & \left( V^{e_1 e_2}_{[ab]} - V^{e_1 e_2}_{[ab]} \right) & \left( V^{e_1 e_2}_{[ab]} - V^{e_1 e_2}_{[ab]} \right) \end{pmatrix} + m^2 \beta_2 \begin{pmatrix} 0 & 0 & V^{e_2 e_2}_{ab} & -V^{e_2 e_2}_{ab} \\ 0 & 0 & -V^{e_2 e_2}_{ab} & V^{e_2 e_2}_{ab} \\ V^{e_2 e_2}_{ab} & -V^{e_2 e_2}_{ab} & \left( V^{e_2 e_2}_{[ab]} - V^{e_2 e_2}_{[ab]} \right) & \left( V^{e_2 e_2}_{[ab]} - V^{e_2 e_2}_{[ab]} \right) \\ -V^{e_2 e_2}_{ab} & V^{e_2 e_2}_{ab} & \left( V^{e_2 e_2}_{[ab]} - V^{e_2 e_2}_{[ab]} \right) & \left( V^{e_2 e_2}_{[ab]} - V^{e_2 e_2}_{[ab]} \right) \end{pmatrix}.
\]

where $\omega \cdot = \omega_1 - \omega_2$. We determine the rank of this matrix as before using Mathematica, and find it to be 6. This means that there are $12 - 6 = 6$ gauge symmetries in the theory.

To find the secondary constraints we must study the integrability conditions \(\{\}\). There are three independent equations

\[
(\beta_1 e_1^{\mu} + \beta_2 e_2^{\mu}) e_1 \cdot e_2 = 0, \quad (49)
\]

\[
e_2^{\mu} \omega_\cdot (\beta_1 e_1 + \beta_2 e_2) - \beta_1 \omega_\cdot e_1 \cdot e_2 = 0, \quad (50)
\]

\[
e_1^{\mu} \omega_\cdot (\beta_1 e_1 + \beta_2 e_2) + \beta_2 \omega_\cdot e_1 \cdot e_2 = 0. \quad (51)
\]

Assuming invertibility of both dreibeine, $e_1^a$ and $e_2^a$, is not sufficient to generate a secondary constraint; from (49) we need that $(\beta_1 e_1^{\mu} + \beta_2 e_2^{\mu})$ is invertible. This does not follow from the invertibility of the two separate dreibeine. Without any secondary constraints, the dimension of the physical phase space, using eqn. (31), is 6. This corresponds to 3 local degrees of freedom, one massive graviton and the other presumably a scalar ghost.
We are interested in theories of massive gravity without ghosts, so we must restrict our general model to ensure secondary constraints. By analysing (49)-(51) we see that to derive two secondary constraints, we should assume the invertibility of the linear combination $\beta_1 e_1^a + \beta_2 e_2^a$. A special case of this assumption, where the ZDG parameter space is restricted to $\beta_1 \beta_2 = 0$, but one of the $\beta_i$ is non-zero and the corresponding dreibein is assumed to be invertible, was considered in an erratum to [6]. We will first analyse this special case in more detail and then move to the generic case.

### 3.3.1 The case $\beta_1 \beta_2 = 0$

In the case that we set to zero one of the two parameters $\beta_i$ we may choose, without loss of generality, to set $\beta_2 = 0$.

In this case the invertibility of $e_1^a$ alone implies the two secondary constraints.

$$\psi_1 = \Delta e_1^2 = 0, \quad \psi_2 = \Delta \omega_e = 0.$$  

These constraints and parameter choices cause the first and last matrices in eqn. (48) to vanish. The remaining matrix $\mathcal{P}_{ab}$ has rank 4.

The secondary constraints (53) are in involution with each other, and their brackets with the primary constraint functions are given by

$$\{\phi \xi \psi_1\} = \varepsilon^{ij} \left[ \partial_i \xi \cdot e_{2j} - \xi \cdot \omega_{1i} \times e_{2j} - \partial_i \xi \cdot e_1 e_2 \cdot e_{1j} + \xi \cdot e_1 e_2 \cdot e_{1j} \right],$$

and

$$\{\phi \xi \psi_2\} = \varepsilon^{ij} \left[ (\partial_i \xi \omega_{2j} - \partial_i \xi \omega_{2j}) \cdot e_{1j} - (\xi \omega_{2j} - \xi \omega_{2j}) \cdot e_{1j} \right].$$

The full matrix of Poisson brackets is again a $14 \times 14$ matrix $\mathcal{P}$ given by (41), where the $v_I$ with $I = 1, 2$ are now

$$v_I = \begin{bmatrix} \{\xi \psi_1\} \\ \{\xi \psi_2\} \end{bmatrix}.$$  

(56)
These brackets can be read off from equations (54) and (55). The vectors (56) are linearly independent from each other and with the columns of \( P \), so this increases the rank of \( P \) by 4. The total number of second-class constraints is 8, leaving 6 first-class constraints. Using (31) we find that for general values of the parameters \( \alpha_1, \alpha_2 \) and \( \beta_1 \) the dimension of the physical phase space per space point is 4. This corresponds to the 2 local degrees of freedom of a massive graviton.

### 3.3.2 The case of invertible \( \beta_1 e_1^a + \beta_2 e_2^a \)

The more general case is to assume invertibility of the linear combination of the two dreibeine, \( \beta_1 e_1^a + \beta_2 e_2^a \). In this case, to keep track of the invertible field, we make a field redefinition in the original Lagrangian (44). We define, for \( \beta_1 + \sigma \beta_2 \neq 0 \),

\[
e^a = \frac{2}{\beta_1 + \sigma \beta_2} (\beta_1 e_1^a + \beta_2 e_2^a), \quad f^a = \sigma e_1^a - e_2^a.
\] (57)

For convenience we will work with the sum and difference of the spin connections

\[
\omega^a = \frac{1}{2} (\omega_1^a + \omega_2^a), \quad h^a = \frac{1}{2} (\omega_1^a - \omega_2^a).
\] (58)

In terms of these new fields, the ZDG Lagrangian 3-form is

\[
L = -M_P \left\{ \sigma e_\mu R^\mu(\omega) + c f_\mu R^\mu(\omega) + f_\mu \partial h^\mu + \frac{1}{2} \epsilon_{abc} (\sigma e^a + cf^a) h^b h^c + m^2 \epsilon_{abc} \left( \frac{a_1}{6} e^a e^b e^c - \frac{b_1}{2} e^a e^b f^c - \frac{b_2}{2} e^a f^b f^c + \frac{(c^2 - 1) b_1}{6} 2c \sigma b_2 f^a f^b f^c \right) \right\},
\] (59)

where \( \partial \) is the covariant derivative with respect to \( \omega \). The new dimensionless constants \((a_1, b_1, b_2, c)\) are given in terms of the old \((\alpha_I, \beta_I)\) parameters as follows

\[
a_1 = \frac{1}{8} (\alpha_1 - 3 \sigma \beta_1 - 3 \beta_2 + \sigma \alpha_2), \quad b_1 = \frac{\alpha_2 \beta_1 + \beta_2^2 - \beta_1^2 - \alpha_1 \beta_2}{4 (\beta_1 + \sigma \beta_2)},
\] (60)

\[
b_2 = -\frac{\alpha_1 \beta_1^2 + \sigma \beta_1 \beta_2^2 + \beta_1^2 \beta_2 + \sigma \alpha_2 \beta_1^2}{2 (\beta_1 + \sigma \beta_2)^2}, \quad c = \frac{\sigma \beta_2 - \beta_1}{\sigma \beta_2 + \beta_1}.
\]

By construction, this theory has two secondary constraints for invertible \( e^a \). Indeed, when we calculate the integrability conditions (21) for this theory we find the three equations

\[
\frac{1}{2} (\beta_1 + \sigma \beta_2) e^a f \cdot e = 0, \quad \frac{1}{2} (\beta_1 + \sigma \beta_2) e^a h \cdot e = 0,
\] (61)

\[\text{Note that the sum of the two connections also transforms as a connection, while the difference transforms as a tensor under the diagonal gauge symmetries.}\]
and
\[ \frac{1}{2}(\beta_1 + \sigma \beta_2)(h^a f \cdot e + f^a h \cdot e) = 0. \] (62)
From (61) we can derive two secondary constraints, since we assumed that \( e^a \) was
invertible and that \( \beta_1 + \sigma \beta_2 \neq 0 \). The secondary constraints are
\[ \psi_1 = \Delta^{fe} = 0, \quad \psi_2 = \Delta^{he} = 0. \] (63)
After imposing these constraints, the matrix of Poisson brackets in the basis \( (\omega, h, f, e) \)
reduces to
\[ (\mathcal{P}_{ab})_{rs} = \frac{1}{2}m^2(\beta_1 + \sigma \beta_2) \begin{pmatrix} 0 & 0 \\ 0 & Q \end{pmatrix}, \] (64)
where
\[ Q = \begin{pmatrix} 0 & V_{ce}^{ab} \\ V_{ab}^{ce} & 0 - V_{ab}^{cf} \\ -V_{ab}^{cf} & V_{ab}^{he} V_{ab}^{jh} \end{pmatrix}. \] (65)
Using the same techniques as previously, we find that this matrix has rank 4.

The secondary constraints are again in involution with themselves, and their
brackets with the primary constraint functions are given by
\[ \{ \phi, [\xi] \}_{P.B.} = e^{ij} \left[ \partial_i \xi^f \cdot e_j - \xi^f \cdot \omega_h \times e_j - \partial_i \xi^e \cdot f_j + \xi^e \cdot \omega_h \times f_j \\
- (\sigma \xi^e + c \xi^f) \cdot e_i \times h_j - (c \xi^e + \sigma(c^2 - 1) \xi^f) \cdot f_i \times h_j \\
- \xi^h \cdot (\sigma e_i \times e_j + 2c e_i \times f_j + \sigma(c^2 - 1) f_i \times f_j) \right]. \] (66)
and
\[ \{ \phi, [\xi] \}_{P.B.} = e^{ij} \left[ \partial_i \xi^h \cdot e_j - \xi^h \cdot \omega_h \times e_j - \partial_i \xi^e \cdot h_j + \xi^e \cdot \omega_h \times h_j \\
+ m^2 \left( (c \sigma a_1 + b_1) \xi^e - (c \sigma b_1 - b_2) \xi^f \right) \cdot e_i \times e_j \\
- m^2 \left( (c \sigma b_1 - b_2) \xi^e + ((c^2 - 1) b_1 - c \sigma b_2) \xi^f \right) \cdot e_i \times f_j \\
+ (c \xi^e + \sigma(c^2 - 1) \xi^f) \cdot h_i \times h_j - \xi^h \cdot (c e_i \times h_j + \sigma(c^2 - 1) f_i \times h_j) \right]. \] (67)

For generic values of the parameters these constraints increase the rank of the
total matrix of Poisson brackets, \( P \), by 4, leading to a \( 14 \times 14 \) matrix of rank 8. This
implies that there are eight second-class constraints and six first-class constraints,
leading to two degrees of freedom, those of two massive spin-2 modes in 3 dimen-
sions.

To summarize, demanding the presence of secondary constraints in ZDG to re-
move unwanted degrees of freedom forces us to make an additional assumption
about the theory. We must assume invertibility of a linear combination of the two
dreibeine. With an additional restriction on the parameter space of the theory, the in-
vertibility of one of the original dreibeine is sufficient to remove the Boulware-Deser ghost. Note that only one dreibein (or one combination of the two dreibeine) need be assumed invertible. This suggests that we identify its square as the “physical” metric with which distances are measured. In the case where $\beta_1 \beta_2 = 0$, this suggestion is supported by the fact that the second dreibein may be solved for in terms of the invertible dreibein and its derivatives, leading to an equation of motion for a single dreibein containing an infinite sum of higher derivative contributions [11]. It would be interesting to investigate whether this is also possible in the generic case.

### 3.4 General Zwei-Dreibein Gravity

It is natural to look for a parity violating generalisation of ZDG, just as GMG is a parity violating version of NMG. To this end we add to the ghost-free, $\beta_2 = 0$ ZDG Lagrangian 3-form (44) a Lorentz-Chern-Simons (LCS) term for the spin-connection $\omega_1^a$:

$$L_{GZDG} = L_{ZDG}(\beta_2 = 0) + \frac{M_P}{2\mu} \omega_1^a \left( d\omega_1^a + \frac{1}{3} \epsilon^{abc} \omega_1^b \omega_1^c \right).$$

The introduction of the LCS term for $\omega_1^a$ introduces non-zero torsion for $e_1^a$. One might consider adding a torsion constraint for $e_1^a$, enforced by a Lagrange multiplier field $h_a$, but this introduces new degrees of freedom [6]. In any case, the equations of motion for General ZDG are such that the torsion constraint is not needed in order to solve for the spin-connections, and there exists a scaling limit similar to the NMG-limit presented in [6] where the General ZDG Lagrangian reduces to the GMG Lagrangian [34].

From the point of view of our general formalism, the addition of the LCS term adds the following non-zero components to $g_{rs}$ and $f_{rst}$

$$g_{\omega_1 \omega_1} = \frac{1}{\mu}, \quad f_{\omega_1 \omega_1 \omega_1} = \frac{1}{\mu}.$$  \hfill (69)

The integrability conditions now read

$$e_1^a e_1 \cdot e_2 = 0,$$

$$e_1^a \left( \omega_\cdot e_1 + \frac{\beta_1 m^2}{\mu} e_1 \cdot e_2 \right) = 0,$$

$$e_2^a \omega_\cdot e_1 + \left( \frac{\beta_1 m^2}{\mu} e_2^a - \omega_\cdot a \right) e_1 \cdot e_2 = 0.$$ \hfill (72)

---

[6] It is also possible to include a LCS term for $\omega_2^a$, in this case the expressions presented in this subsection are only slightly modified and lead to the same conclusion.
Invertibility of $e_1^a$ implies the same secondary constraints as in eqn. (53), and the counting of degrees of freedom proceeds analogously. After a linear redefinition of the constraints to $\phi_{a'} = \phi_{a_0} + \phi_{a_2}$, the matrix of Poisson brackets reduces to

$$\langle \mathcal{P}_{ab} \rangle_{rs} = m^2 \beta_1 \begin{pmatrix} 0 & 0 \\ 0 & Q \end{pmatrix},$$

where

$$Q = \begin{pmatrix} 0 & -V^{e_1 e_2} \\ -V^{e_1 e_2}_{ab} - (V^{a_0 e_2}_{[ab]} - V^{a_2 e_2}_{[ab]}) + \frac{\beta_1 m^2}{\mu} V^{e_1 e_2}_{ab} (V^{a_0 e_2}_{ab} - V^{a_2 e_2}_{ab}) - \frac{\beta_1 m^2}{\mu} V^{e_1 e_2}_{ab} \\ V^{e_1 e_2}_{ab} (V^{a_1 e_0}_{ab} - V^{a_0 e_2}_{ab}) - \frac{\beta_1 m^2}{\mu} V^{e_1 e_2}_{ab} \end{pmatrix}. $$

(73)

We find that this matrix has rank 4. The Poisson brackets of the secondary constraints with the primary ones are now:

$$\{ \phi_1, \psi_1 \}_{P.B.} = \epsilon^{ij} \left[ \partial_i \xi^{e_1} \cdot e_2^j - \xi^{e_1} \cdot e_1^j - \partial_j \xi^{e_2} \cdot e_1^i + \xi^{e_2} \cdot e_2^i \cdot e_1^j \right]$$

$$- \left( \xi^{e_0} - \xi^{e_2} \right) \cdot e_1^i \cdot e_2^j - \left( -\frac{\alpha_1 m^2}{\mu} \xi^{e_1} - \frac{m^2 \beta_1}{\mu} \xi^{e_2} \right) \cdot e_1^i \cdot e_2^j$$

$$+ \frac{\beta_1 m^2}{\mu} \xi^{e_1} \cdot e_2^i \cdot e_2^j \right] \right),$$

(74)

and

$$\{ \phi_1, \psi_2 \}_{P.B.} = \epsilon^{ij} \left[ \left( \partial_i \xi^{e_0} - \partial_j \xi^{e_2} \right) \cdot e_1^j - \left( \xi^{e_0} - \xi^{e_2} \right) \cdot \left( \omega_{ij} \times e_1^j \right) - \partial_j \xi^{e_1} \cdot \omega_{ij} \right.$$

$$+ \xi^{e_1} \cdot \left( \omega_{ij} \times \omega_{ij} \right) + m^2 \left( \sigma \beta_1 \xi^{e_1} + \alpha_2 \xi^{e_2} \right) \cdot \left( e_1^i \times e_2^j \right)$$

$$- m^2 \left( \sigma \alpha_1 + \beta_1 \right) \xi^{e_1} - \sigma \beta_1 \xi^{e_2} \right) \cdot \left( e_1^i \times e_2^j \right)$$

$$+ m^2 \left( \alpha_1 \xi^{e_1} - \frac{\beta_1}{\mu} \xi^{e_2} \right) \cdot \left( e_1^i \times \omega_{ij} \right) - m^2 \frac{\beta_1}{\mu} \xi^{e_1} \cdot \left( e_2^i \times \omega_{ij} \right) \right].$$

(75)

Again, the secondary constraints are in involution, and the new columns are linearly independent from each other and the original columns. The usual analysis shows that there are 8 second-class constraints and 6 first-class constraints. The total dimension of the physical phase space remains 4, and so the model has the same number of local degrees of freedom as GMG.

### 4 Conclusions

It is a remarkable fact that many of the 3D “massive gravity” models that have been found and analysed in recent years have a CS-like formulation in which the
action is an integral over a Lagrangian 3-form constructed from wedge products of 1-forms that include an invertible dreibein. One example not considered here is Topologically Massive Supergravity \[12\].

Many of these CS-like models have an alternative formulation as a higher-derivative extension of 3D General Relativity, and it is certainly not the case that all such higher-derivative extensions can be recast as CS-like models. It appears that the unitary (ghost-free) 3D massive models are also special in this respect. Whatever the reason may be for this, it is fortunate because the CS-like formalism is well-adapted to a Hamiltonian analysis, which we have reviewed, and refined, extending the results of \[5\] for General Massive Gravity (GMG) to include the recently proposed Zwei-Dreibein Gravity (ZDG) \[6\].

This Hamiltonian analysis leads to a simple determination of the number of local degrees of freedom, independent of any linearisation about a particular background. This allows one to establish that a class of 3D massive gravity models is free of the Boulware-Deser ghost that typically afflicts massive gravity models \[7\]. This class includes ZDG, provided a linear combination of the dreibeine is assumed to be invertible. Conversely, the CS-like formulation of these models can be used as a starting point to find higher-derivative extensions of New Massive Gravity which are guaranteed to be free of scalar ghosts \[13\].

We have also discussed a parity-violating extension of ZDG; it has some similarities to GMG (and has a limit to GMG for a certain range of its parameters) so it could be called “General Zwei-Dreibein Gravity” (GZDG). We have shown that it has exactly the same number of local degrees of freedom as GMG. We know that ZDG propagates two spin-2 modes of equal mass in a maximally symmetric vacuum, so it seems that GZDG will propagate two spin-2 modes of different masses, like GMG. It would be interesting to see whether there is some limit of the parameters of GZDG that sends one mass to infinity keeping the other fixed, because we would then have a model similar to TMG but possibly with better behaviour in relation to the AdS/CFT correspondence.
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