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Background   In metastatic bone disease, prophylactic 
fixation of impending long bone fracture is preferred 
over surgical treatment of a manifest fracture. There 
are no reliable guidelines for prediction of pathological 
fracture risk, however. We aimed to determine whether 
finite element (FE) models constructed from quantita-
tive CT scans could be used for predicting pathological 
fracture load and location in a cadaver model of meta-
static bone disease. 

Material and methods   Subject-specific FE models 
were constructed from quantitative CT scans of 11 
pairs of human femora. To simulate a metastatic defect, 
a transcortical hole was made in the subtrochanteric 
region in one femur of each pair. All femora were experi-
mentally loaded in torsion until fracture. FE simulations 
of the experimental set-up were performed and torsional 
stiffness and strain energy density (SED) distribution 
were determined. 

Results   In 15 of the 22 cases, locations of maximal 
SED fitted with the actual fracture locations. The cal-
culated torsional stiffness of the entire femur combined 
with a criterion based on the local SED distribution 
in the FE model predicted 82% of the variance of the 
experimental torsional failure load. 

Interpretation   In the future, CT scan-based FE 
analysis may provide a useful tool for identification of 
impending pathological fractures requiring prophylac-
tic stabilization.

■

Prophylactic stabilization of impending patho-
logical fractures is generally preferred over the 
surgical treatment of a manifest fracture (Dijkstra 
et al. 1994). The problem is to determine which 
metastatically involved bones require stabilization 
because of high fracture risk. Conventional guide-
lines for prophylactic stabilization of impending 
long bone fractures in metastatic bone disease 
remain controversial. Frequently cited guidelines 
are: a radiographic defect > 2.5 cm, and radio-
graphic circumferential cortical destruction > 50% 
(Hipp et al. 1995). Unfortunately, these guidelines, 
as well as Mirels’ scoring system (Mirels 1989), 
have proven to be insufficient (Hipp et al. 1995, 
Van der Linden et al. 2004). 

FE analysis is a powerful tool for assessing the 
strength and failure load of bones (Keyak et al. 
1998, Keyak 2001). FE models allow one to inves-
tigate the effect of changes in defect geometry and 
bone properties on bone strength and stiffness, 
which are difficult to create experimentally. This 
method is also of advantage in studying a range of 
loading conditions. FE models of bones that repre-
sent the individually unique geometry, as well as 
the local bone densities of bones in three dimen-
sions, can be made using quantitative CT scans. 
Using this technique for assessment of fracture risk 
in non-metastatically involved proximal femora, 
strong positive correlations between experimen-
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tally-measured and FE-predicted fracture load 
have been found (Keyak et al. 1998, Keyak 2001). 

The purpose of our study was to determine 
whether patient-specific quantitative CT scan-
based FE analyses can be used to predict fracture 
load and location in a cadaver model for metastatic 
bone disease. Metastatic defects commonly appear 
as transcortical holes in long bones (Hipp et al. 
1990). These defects alter the distribution of stress 
and strain within the long bone, and dramatically 
reduce the torsional strength and torsional stiff-
ness of long bones (Elias et al. 2000). We therefore 
combined experimental whole-bone torsion tests 
and CT scan-based FE analysis of human femora 
with and without simulated transcortical subtro-
chanteric metastatic defects. Whole-bone torsional 
stiffness and strain energy density were calculated 
by FE analysis and used to predict experimental 
torsional fracture load and fracture location. 

Materials and methods

In vitro experiments

11 paired fresh frozen human cadaver femora 
were obtained from 3 female and 8 male donors 
with a mean age of 70 (48–97) years. Radiographi-
cally, the femora showed no evidence of old frac-
ture, metastasis, or other disease that could have 
affected their mechanical properties. All soft tis-
sues were removed and the femora were frozen 
at –30°C. Before testing, the femora were thawed 
for 4 h at 21°C. Throughout the experiments, the 
bones were kept moist with 0.9% saline. In one 
randomly selected femur from each pair, a subtro-
chanteric medial defect was created to simulate a 
metastasis. The subtrochanteric region was chosen 
because almost 40% of impending and actual fem-
oral pathological fractures are due to metastases 
located in this region (Dijkstra et al. 1994). The 
contralateral bone was left intact. Each defect was 
achieved by extramedullary drilling with progres-
sively larger drill bits at low speed (800 rpm), to 
reduce the chance of damage at the edges of the 
defect. The defects were oblong with rounded ends 
and penetrated one entire cortex (Figure 1). This 
defect geometry was chosen because cortical defect 
length strongly influences the torsional strength of 
long bone (Hipp et al. 1990, Dijkstra et al. 1997, 

Elias et al. 2000, Hong et al. 2004, Van der Linden 
et al. 2004). We created 4 groups with longitudinal 
defects with defect length to bone diameter ratios 
of 50%, 100%, 150% and 200%. The defect width 
to bone diameter ratio was 25% in all cases. The 
median bone diameter at the center of the defect 
was 30 (27–32) mm, the median defect length was 
31 (15–60) mm, and the median defect width was 
8 (7–8) mm. This range of defect sizes falls within 
the current clinical guidelines, which state that a 
2.5-cm defect with cortical involvement requires 
prophylactic stabilization (Hipp et al. 1995). It 
also covers the prospectively found risk factor of 
30 mm longitudinal cortical destruction (Van der 
Linden et al. 2004). 

The proximal and distal ends of each femur 
were embedded in aluminum molds filled with 
acrylate (2012 AB Araldite, Ciba, Switzerland). 
For better fixation, the femoral head was removed 
and 8 screws were used for both molds. The potted 
femora were mounted in a Zwick 1484 computer-
controlled electrohydraulic testing machine (Zwick, 
Munich, Germany) and pure torsion was applied 
(Figure 2A). The moment of failure (Mexp), which 
was defined as the maximum moment achieved, 
was recorded. The location of the fracture was also 
recorded.

Figure 1. Three-dimensional model of the proximal part 
of a right femur from a 53-year-old female donor (a) and 
transverse cross sections (b). The model has an oblong 
simulated metastatic defect penetrating one entire cortex, 
with a defect length to bone diameter ratio of 200% in the 
subtrochanteric region. The elements were rectangular: 
0.59 × 0.59 mm in the transverse plane and 2.0 mm in the 
longitudinal direction.
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Quantitative CT

Before mechanical testing, the femora were CT 
scanned (Somaton Plus 4, Siemens AG, Erlangen, 
Germany) at 140 kVp, 146 mA, 1.5 seconds, 0.59 
mm pixels, 512 × 512 matrix, together with a cal-
cium hydroxyapatite calibration phantom (Kal-
ender and Suess 1987). All femora were scanned 
using 2.0-mm thick slices. Since fracture of whole 
bones with lytic defects seems to depend on the 
minimum cross-sectional structural properties of 
the region encompassing the defect (Hong et al. 
2004), the defect region was scanned contigu-
ously. To reduce scanning time, the region above 
the defect was scanned at least every 4.0 mm and 
the shaft, which does not have large variance in 
its cross-sectional shape and density longitudi-
nally, was scanned at 20-mm intervals. Two pairs 

of femora were scanned contiguously over their 
entire length. 

Although the scanning intervals along the length 
of the bones differed, these differences are unlikely 
to have influenced the study results because data 
sets of femora that were not scanned contigu-
ously were completed using software developed 
in-house. The bone geometry and density were 
interpolated to fill the space between the CT-
scanned slices. This method was validated using 
the 4 contiguously scanned femora. Non-contigu-
ously scanned data sets were created by selectively 
deleting CT slices from the contiguously-scanned 
femora. Subsequently, bone was interpolated in the 
deleted interval using the software. We calculated 
torsional stiffness for the contiguous models made 
directly from the scan data, and for models that 
were made using the interpolation method. The 
maximum difference between the contiguous and 
the interpolated models was less than 1%, which 
shows that the interpolated models are a good rep-
resentation of the real bones.

Finite-element modeling and analysis

The finite-element models were made from the 
three-dimensional data sets from the quantitative 
CT scanner (Keyak et al. 1990, Weinans et al. 
2000). The models consisted of brick elements of 
0.59 × 0.59 × 2.0 mm and represented the actual 
geometry and bone density of the femora (Figure 
1) . The bone mineral density of the elements was 
calculated from the calibrated CT attenuation. Ele-
ments with a density below 0.1 g/cm3 were deleted, 
and bone elements with a density above 2.0 g/cm3 
density were assigned a density of 2.0 g/cm3. The 
elastic modulus of each bone element was calcu-
lated from its bone mineral density using an exper-
imentally determined relation (Carter and Hayes 
1977). The bone tissue in the model was assumed 
to be linear elastic and isotropic. The number of 
elements of the 22 FE models ranged from 235,620 
to 496,166.

We simulated the torsion experiment as follows. 
A block of elements with the mechanical properties 
of steel simulated the embedded distal bone-end 
in the experiment. The most proximal slice of the 
model was fixed in place (Figure 2b). Point loads 
were applied to the bottom of the simulated steel 
block to achieve a pure torsional load. Because the 

Figure 2. a. Experimental test configuration. The distal 
mold could move in the z-direction but could not rotate 
around the z-axis. The proximal mold could rotate around 
the z-axis, but could not move in this direction. By using 
ball-and-socket joints, both ends could rotate around the 
x- and y-axis. At the proximal mold, a force was applied to 
obtain pure torsion around the z-axis with a velocity of 5° 
per second.
   b. Representation of the experiment in the FE model: the 
potted proximal bone-end was left out in the FE models. 
The length of femur in the models was representative of 
the non-embedded femoral length in the experiments (* = 
non-embedded length). The distal mold was modeled by a 
24-mm thick block (#) with an elastic modulus of 200 GPa, 
to which the loads were applied to simulate the torsional 
load. All rotations and displacements at this end were left 
free. The most proximal slice of the model was fixed in all 
directions.

#

z

y
x

*

a b

*
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models were linear, force magnitude was arbitrary. 
The deformation angle resulting from the applied 
torsional load was calculated using an iterative 
solver developed for this type of brick-model (van 
Rietbergen et al. 1996a), using a different Young’s 
modulus for each element in the model (Weinans et 
al. 2000). The torsional stiffness (Sfe) was calcu-
lated by dividing the applied load by the deforma-
tion angle, and normalized for the bone length. 

For each element, the strain energy density (SED) 
was computed from the stress and strain values that 
were calculated at the centroid of each element. 
This strain energy density is a scalar that repre-
sents the elastic energy stored per volume, and is 
calculated from the sum of the multiplication of the 
stress (σ) and strain (ε) components in all directions 
in each element (∑ σi εi). It is independent of the 
elastic modulus; however, the modulus distribution 
is of course the major variable that determines the 
energy distribution. To minimize the effect of the 
jagged surface of the modeled femora on the SED 
distributions, a post-processing filtration method 
developed for this type of FE model was used to 
smooth the data (Charras and Guldberg 2000). 
The area with the highest SED (SEDmax) in each 
femur was compared to the experimental fracture 
region. Four fracture regions were distinguished: 
fracture through the defect, fractures proximal to 
the defect, and fractures in the middle and distal 
third of the femur.

Statistics

The data are presented as mean (SD). To assess the 
ability of the FE models to predict torsional failure, 
simple linear regression analyses between experi-
mental moment of failure (Mexp) and FE-calcu-
lated torsional stiffness (Sfe) were performed for 
femora with defects and without defects separately, 
and for the whole group. To test whether lumping 
of both groups was allowed, we performed a two-
tailed Z-test. A null hypothesis was formulated, 
assuming that there was no difference between 
the regression coefficients of the regressions for 
the intact group and the defect group. A p-value 
< 0.025 was considered statistically significant.

In addition, simple linear regression analysis 
was performed between experimental moment of 
failure (Mexp) and maximum strain energy density 
(SEDmax) to determine the coefficient of deter-

mination (R2). Multiple-variable stepwise linear 
regression was performed (F-to-enter ≥ 3.840, 
p ≤ 0.05; F-to-remove ≤ 2.710, p ≥ 0.10) to investi-
gate whether the prediction of the Mexp improved 
when both Sfe and SEDmax were included in the 
regression. F-change was used for testing whether 
the inclusion of additional variables would result in 
a significant increase in R2. Precision was described 
by the 95% confidence intervals (95% CI) for the 
regression coefficient of each regression line. All 
tests were performed using SPSS for Windows ver-
sion 9.0 (SPSS Inc., Chicago, IL). 

Results

The mean experimental moment of failure, FE-
predicted torsional stiffness and FE-calculated 
maximum SED were 131 (SD 50) Nm, 339 (122) 
Nm2/radian, and 2.1 × 10-5 (2.0 × 10-5) N/mm2, 
respectively.

In general, the calculated locations of highest 
strain energy density matched reasonably well 
with the actual fracture locations in the experi-
ments. For the entire group, the experimental frac-
ture locations agreed in 15 of the 22 cases with the 
calculated location of the maximum strain energy 
density (Table). For the group with defects in 7 out 
of 11 cases, the maximum strain energy density 
locations fitted with the experimental fracture site. 
In the intact group, this was the case in 8 of 11 
cases. Figure 3 shows an example of the calculated 
strain energy density distribution in a femur with a 

Experimental and FE-calculated fracture localizations

Femur Intact group Defect group
pair FEM EXP FEM EXP

 1 proximal proximal defect defect
 2 proximal distal defect distal
 3 distal distal defect distal
 4 proximal proximal defect defect
 5 proximal proximal defect defect
 6 distal distal distal defect
 7 middle middle defect defect
 8 proximal distal defect proximal
 9 proximal middle defect defect
 10 distal distal defect defect
 11 distal distal defect defect

FEM finite element model, EXP experiment
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simulated metastatic defect. The peak strain energy 
density in this example is located at two corners of 
the generated defect. 

When the intact and defect femora were analyzed 
separately, the FE model accounted for 80% and 
76% of the variability in the experimental moment 
of failure, repectively (Figure 4). The two regres-
sion coefficients were not significantly different 
(Z = –0.92; p = 0.2), thereby justifying lumping of 
both data sets. For the total group, the calculated 
torsional stiffness in the FE model accounted for 
72% of the variability in the experimental moment 
of failure, as shown in Figure 5.

The calculated maximum strain energy den-
sity value explained 68% of the variation in the 
experimental moment of failure (Figure 6). Mul-
tiple linear regression analysis demonstrated that 
FE-calculated torsional stiffness and maximal SED 
were significantly associated with experimental 
moment of failure, with a combined R2 of 0.82 (F-
change = 11.49, p = 0.003; Mexp = 0.22Sfe (95% 
CI: 0.10–0.34) –1.2 × 106SEDmax (95% CI: –1.9 
× 106  to –4.5 × 105) + 81). 

Discussion

In this study, which we performed to validate our 
method, we have successfully demonstrated that 
CT scan-based FE analysis is capable of predict-
ing the in vitro torsional fracture load (load-bear-
ing capacity) of femora with and without simulated 
metastatic defects, regardless of defect size. We 
have also shown that linear models can be improved 
when the local strain energy distribution is taken 
into account. Clinical decisions as to prophylac-
tic fixation should also take into consideration the 

Figure 3. Typical strain energy density (SED, N/mm2) dis-
tribution of a modeled right femur of a 53-year-old female. 
The highest SEDs around the subtrochanteric defect 
(defect length to bone diameter ratio of 200%) represent 
the onset of a fracture through the defect.
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0.005

Figure 4. Experimental moment of failure (Mexp) plotted 
against the FE-calculated torsional stiffness (Sfe) and 95% 
confidence intervals for the regression are shown for (a) 
11 intact femora (R2 = 0.80, p < 0.001; Mexp = 0.313Sfe 
+ 38.44, CI: 0.20–0.43) and (B) 11 femora with simulated 
metastatic defects (R2 = 0.76, p < 0.001; Mexp = 0.397Sfe 
− 17.14, CI: 0.23–0.57). 
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range of loads likely to occur in vivo (load-bearing 
requirements). Hipp et al. (1995) proposed a frac-
ture risk ratio which is defined as the load-bearing 
requirement divided by the load-bearing capacity. 
When this ratio exceeds unity, fracture is likely. 
Based on data regarding loading conditions of the 
hip (Bergmann et al. 2001), it is possible to esti-

mate the load applied to the femur during an index 
activity commonly incurred during daily living that 
may be associated with pathological fracture. The 
use of our FE models in combination with some 
load application criteria could in theory be used to 
automatically calculate the fracture risk.

The load-bearing capacity of a bone depends 
on both the material and the geometric properties 
of the entire bone. The strength of the predictive 
models in this study is that both geometric and 
material properties are incorporated automatically. 
This contrasts with the methods that are now com-
monly used in clinical practice for prediction of 
fracture risk. The latter methods rely on measur-
ing the geometry of the metastatic defect alone, 
and therefore simply cannot provide an adequate 
structural assessment. An additional advantage of 
our technique compared to the prevailing meth-
ods is that it can predict fracture load regardless 
of defect size. Furthermore, it is a subject-specific 
technique—accounting for individual variations in 
bone geometry, density and loading conditions. 

The routine use of CT scan-based FE analysis 
for every patient with a bone metastasis would be 
difficult to implement in clinical practice. A prag-
matic approach could be to use the Mirels’ (1989) 
scoring system as a screening tool for our tech-
nique. Since the system lacks specificity but has 
100% sensitivity (Van der Linden et al. 2004), it 
is an ideal screening tool. Metastatic lesions tend 
to grow; thus, any method that predicts fracture 
risk for skeletal metastases is valid for only a finite 
period of time. To overcome this problem, we 
would recommend monitoring of the bone strength 
by periodically evaluating the Mirels’ score and 
performing a quantitative CT scan-based FE analy-
sis when indicated. 

A potential source of error in the FE models is 
the jagged surface representation of the femora as a 
result of the use of rectangular elements. However, 
it should be noted that in a relatively fine mesh, as 
we used, the number of elements at the surface is 
relatively small compared to the number of elements 
in the entire mesh. In addition, we used a post-pro-
cessing filtration method to improve the local solu-
tion accuracy (Charras and Guldberg 2000).

Another approximation is the use of isotropic 
material properties. In reality, bone tissue has a 
lamellar structure and is not isotropic, but good 

Figure 5. Scatter plot of experimental moment of failure 
(Mexp) versus the FE-calculated torsional stiffness (Sfe) 
for 22 femora with and without simulated metastatic 
defects (R2 = 0.72, p < 0.001). The linear regression line 
(Mexp = 0.351Sfe + 11.78) and the 95% CI for the regres-
sion (0.25–0.45) are shown.

Figure 6. Scatter plot of experimental moment of failure 
(Mexp) versus the FE-calculated maximum strain energy 
density (SEDmax) for 22 femora with and without simu-
lated metastatic defects (R2 = 0.68, p < 0.001). The linear 
regression line (Mexp = −2.1×106SEDmax + 174.62) and 
the 95% CI for the regression (–2.8×106 to −1.4×106) are 
shown.
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correlations between FE-calculated stiffness and 
experimentally determined stiffness have been 
found using linear elastic isotropic material prop-
erties in computer models (Van Rietbergen et al. 
1996b). Since there is no exclusive failure criterion 
established for bone, we have taken a pragmatic 
solution and have chosen the strain energy den-
sity in a filtered procedure using a post-process-
ing filtration method (Charras and Guldberg 2000). 
Numerous other failure criteria for bone have been 
tried in the literature—based on stress, strain or 
strain energy (Keyak and Rossi 2000). All of these 
criteria concern scalars and have limitations in their 
ability to predict failure under various loading con-
ditions. Recently, it has been shown that inclusion 
of an isotropic non-linear material representation 
in the model formulation can result in significantly 
improved FE predictions (Keyak 2001).

The specific load scenario that results in a patho-
logical subtrochanteric fracture is unknown. Long 
bones are particularly weak in torsion, but consid-
erably strong in bending (Miyasaka et al. 1991). 
Cortical defects significantly reduce long bone 
strength and stiffness, particularly for torsional 
loading (Hipp et al. 1989, 1990, Elias et al. 2000). 
With the types of defect proposed in this study, 
spiral fractures due to torsional loading often 
occur. The angular loading in this study provokes 
only this important mode of failure and represents a 
threatening loading component for long bones with 
metastatic defects. When applying the FE method 
to the clinical setting, more loading configurations 
(including bending and compression) should also 
be taken into account. Fortunately, our FE model 
permits superposition of multiple loading modes, 
making possible a more realistic representation of 
forces experienced in vivo in FE analyses. 

The simulated lytic defects used in our experi-
ment had idealized geometries with well-defined 
borders. Actual metastatic defects have more com-
plex geometries, which were not studied here. 
However, more complex geometries can be studied 
using the same technique because they are auto-
matically incorporated in the computer models 
made from the CT scans.

One potential limitation of this technique is that 
the presence of tumor(s) may alter the mechanical 
properties of bone within and adjacent to osseous 
metastases. However, there have been very few 

publications on this topic in the literature. Hipp 
et al. (1992) could not demonstrate whether the 
dependence of mechanical properties on trabecular 
bone density is altered by the presence of meta-
static tumor(s). Others showed that metastatic tra-
becular bone has the same mechanical properties 
as normal trabecular bone, and that the density 
determined using quantitative CT can therefore be 
used to estimate the mechanical properties of tra-
becular bone in healthy and metastatically-involved 
bone (Kaneko et al. 2004). This contrasts with 
the findings of a similar study on cortical bone, 
where altered relationships between quantitative 
CT-measured density and mechanical properties 
were reported in the presence of tumor, compared 
with normal bone (Kaneko et al. 2003). Incorpo-
ration of these altered relationships in FE models 
may further improve the prediction of pathological 
fracture risk.

Our FE models correctly predicted the experi-
mental fracture location in 15 of 22 cases, which is 
comparable to the results of a similar study (Keyak 
et al. 2001). Part of this relatively modest rate of 
agreement can be explained by the fact that our 
FE model could only predict the region of onset 
of fracture. In reality, fractures can begin in one 
region, stabilize thereafter, and then begin again 
in another region. Even so, this application of FE 
models further supports the usefulness of these 
models in studying pathological fracture risk.

In conclusion, we have demonstrated that CT 
scan-based linear FE analysis can be used for 
quantitative assessment of the in vitro load bearing 
capacity of human femora with and without simu-
lated metastatic defects, regardless of defect size. 
We have thus created a validated research tool to 
investigate features that contribute to pathological 
fracture risk. Ultimately, this technique may iden-
tify patients with metastatic bone disease requiring 
prophylactic stabilization to prevent a pathologi-
cal fracture more accurately than can be achieved 
using current guidelines.
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