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Numerical simulations of accumulated stimulated photon

echoes

Harmen de Vries and Douwe A. Wiersma

Department of Physical Chemistry, State University, Nijenborgh 16, 9747 AG Groningen, The Netherlands

{Received 11 February 1983; accepted 29 June 1983)

A theory has been developed describing probe pulse-detected accumulated stimulated photon echo

experiments on inhomogeneously broadened electronic transitions. This theory gives a more quantitative
description of these experiments than the theory previously developed by Hesselink and Wiersma [J. Chem.
Phys.75,4192(1981)]. At the same time, the present theory provides numerical instead of analytical results. A
better founded insight is obtained in the possibilities and limitations of the accumulated photon echo method.
The main conclusion is that the measured echo decay curves are still expected to give T, directly, thus
maintaining the value of the accumulated echo technigue as a convenient method to determine picosecond
dephasing times. It is concluded that the probe pulse detected accumulated echo method is not readily applied

to accurate determinations of intersystem crossing yields.

. INTRODUCTION

Fairly recently, anew picosecond photon echo technique
was developed in the study of dephasing in mixed molecu-
lar crystals, ! utilizing the well-known fact that the low-
est triplet state spin sublevels act as population bottle-
necks in the optical pumping cycle., It was called the ac-
cumulated three-pulse stimulated echo technique
(ACC3PSE). The ACC3PSE is closely related to the re-
cently described long-living (anomalous) three-pulse
stimulated echo (An3PSE) effect?s® appearing in the same
energy level system. In both cases, a ground state pop-
ulation grating is created which is converted into an op-
tical echo polarization. However, in an ACC3PSE exper-
iment, the sample is excited by a continuous train of low
intensity pulse pairs. In this way gradually a population
builds up in the intermediate (triplet) level and a ground
state grating of increasing modulation depth develops
until a steady-state situation sets in. In this situation,
the first pulse of a pair induces the (accumulated) echo
appearing at the time of the second pulse of that pair.

An important difference between both echo methods is
that in ACC3PSE the only convenient variable is ty9 (the
intrapair interval) while in (An)3PSE #,; (the interval
between the second and third excitation pulses) is varied.

As described by Hesselink! and by Hesselink and
Wiersma,'’® the ACC3PSE method can be used to perform
picosecond T, (homogeneous dephasing time) measure-
ments as well as to obtain values for kinetic parameters
concerning the bottleneck levels. In the present work,
specifically, the ACC3PSE method will be considered
where the echo is detected in the direction of the probe
pulse. Up to now, the probe pulse detected ACC3PSE
method has already generated new insight into a number
of picosecond dephasing processes. !'4"® This method in-
deed is a promising way to study picosecond and even
Subpicosecond relaxation processes such as dephasing
of electronic and vibronic states in mixed molecular
crystals over extended temperature ranges, low temper-
ature fast (~ 1 ps) vibronic relaxation, relaxation (de-
phasing) of electronic states of impurity molecules em-
bedded in amorphous host matrices at a few degrees K
(glasses, ®~*% polymers, **'** and low temperature relaxa-
tion in pigment chromophores, 1%

J. Chem. Phys. 80(2), 15 Jan. 1984

0021-9606/84/020657-10$02.10

To fully exploit the aforementioned possibilities of the
ACC3PSE method, itisdesirable to work out a theory that
accurately accounts for these experiments. The founda-
tion of a correct theoretical treatment was laid by Hes-
selink and Wiersma.? They showed that in the probe pulse
detected ACC3PSE method the echo phenomenon is more
properly described as a transparency effect than as a
burst of coherent radiation. Note that due to the pres-
ence of a bottleneck level in this “steady-state” experi-
ment already a measurable transparency can be obtained
with small pulse areas (< 7). The excitation conditions
typical of this technique are taken into account in their
theory, namely, the use of small pulse areas and excita-
tion by a train of pulse pairs. However, their theoreti-
cal treatment starts from a number of assumptions that
in practice often will not be fulfilled. They further do
not consider the region ¢4, $T2' {ti, is the pulse separation
within a pair, Tz’, is the inhomogeneous dephasing time),
while this region is accessible experimentally. In this
region, the free inductiondecay (FID)polarization induced
by the first (pump) pulse of the pair can be expected to
contribute to the measured signal thereby setting a lower
limit to the range of T, values that can be determined.
With the limitations just mentioned, an analytical expres-
sion® could be derived that can be directly compared to
the ACC3PSE signal measured. This result [Eq. (33)
of Ref. 5] reads

_Ion-lor( ~ e% 1 2,
S(tn)——l Rty 2—(')’+ )+91yexp(-2t12/T2) z,

oft

1)
S denotes the relative probe beam intensity. Experi-
mentally, the difference between the probe beam in-
tensity with the pump on (7,,) and off (I4,) is measured
as a function of #;,, . is the effective absorption coef-
ficient, ©; is the pump pulse area, y is a parameter con-
taining the bottleneck kinetic quantities, and I denotes
the sample length, Applying experimental conditions
such that Eq. (1) holds, the decay of the transient part
of S(¢15) thus yields T,, while from the value of S(=), an
unknown bottleneck kinetic quantity may be determined.

An extensive application of the probe pulse detected
ACC3PSE method is to be expected, it is important to
know the consequences of not fulfilling experimentally
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658 H. de Vries and D. A. Wiersma: Accumulated stimulated photon echoes

the conditions for Eq. (1) to hold. In the present work,
we will try tosolve this problem. Will the decay of the
transient part still easily yield T,? What will be the
consequence for the value of a bottleneck kinetic quantity
obtained using a more sophisticated theory instead of
Eq. (1)? Is a significant FID contribution theoretically
expected in the region ¢;, S T,? When the limiting condi-
tions for which the theory of Ref. 5 applies are largely
removed, an analytical expression for the probe pulse
detected ACC3PSE decay curve can no longer be derived.
Instead, numericali simulations will be required to in-
terpret the experimentally obtained curves.

In Sec. II, our numerical approach is described where
the application of square excitation pulses as well as of
Gaussian ones is considered. In Sec. II C the pump pulse
propagation is treated. By means of simulations in Sec.
III A the question is addressed of whether, with our more
sophisticated theory, the ACC3PSE method can still be ex-
pected to yield T, easily. The parameter values used in
these simulations concern the pentacene in naphthalene
(PTC/NAPHT) mixed crystal system, The FID region
(t13S Ty) as well as the situation of strong inhomogeneous
broadening (T;< T, where 7 is the FWHM of the excita-
tion pulses) is studied. The value of the ACC3PSE meth-
od in determining intersystem crossing (ISC) yields is
investigated in Sec. IIIB. For PTC/NAPHT a compari-
son is made with ISC results obtained with different
methods.

Il. PROBE PULSE DETECTED ACC3PSE THEORY
A. Excitation by square puises

As mentioned above, the present work is a direct con-
tinuation of the analytical theoretical efforts by Hesselink
and Wiersma.® As we also start from the basic frame-
work of their theory, this will be shortly indicated here
using Fig. 1. T is the duration of pump and probe pulses.
ti; and T are the field-free intra- and interpair intervals,
respectively. A pump pulse starts at #,, a probe pulse
starts at £; and ends at £5. The probe pulse interacts
with a part of the ACC3PSE polarization, as indicated in
the figure. During a pulse pair population, relaxation is
neglected, so that one effectively deals with a two-level
system that can be described by the u-, v-, w-equations
of motion. In this way, the treatment is considerably
simplified. On the other hand, this implies the limita-
tion to considering situations where (homogeneous) de-
phasing occurs much faster than population relaxation.
Between the pulse pairs, population relaxation within the
appropriate level system is dealt with using a kinetic
analysis of the diagonal density matrix elements. These
considerations are indicated in the upper part of Fig. 1.

Our first task is to derive the elements of a genevrally
valid excitation matrix including dephasing (compare
Ref. 5, Eq. {3), where it should be noted that a printing
error has occurred in the matrix element (2, 2): the
term in this element containing the phase factor a; should
be -30%cos’@;). These elements E,, are defined ac-
cording to

(2a)
(2b)

u(t) = E1u(0) + Ey,v(0) + Eyqw(0) ,
v(t) = Epu(0) + Eypv(0) + Eyqw(0) ,

13x%,y,2» H/L_.

UV, w-eqs,

e ———————mgm——m—— - —mem

Eoﬁ
y __/ -
Ti t, tl_ - T —7 ech/orL—
o 2 hh —time o

FIG. 1. Probe pulse detected ACC3PSE pulse sequence, The
upper part of the figure shows the level schemes used to describe
the experiment during the time intervals indicated. {1) is the
singletground state Sy, |2) isthe first excited singlet state S; and

| 3x, y, z) denotes the set of the lowest triplet state spin sub-
levels T$?'%, The shading of level | 2) indicates dephasing.

The part within the circle has a greatly magnified (~10%) energy
scale,

w(t) = E5u(0) + Egyv(0) + Egw(0) . (2¢)

u(0), v(0), and w(0) are the initial values (at the begin-
ning of an excitation pulse) of #, v, and w, respectively.
We start from the Bloch-like equations of motion

w=—Av+wy,sina, - (u/T,), (3a)
O=Au+wy,cosa,; ~w/T,), (3b)
w=-vycosa, —uy;sina, , (3¢)

with the familiar connection to the density matrix ele-
ments

u=Piy+ Py »
Uzi(bn —bm) ’ (4)
W=Pg =Pt -

In this theory, the optical electric field E as a function
of the time ¢ for the (linearly polarized) quasimono-
chromatic plane-wave square excitation pulses is de-
scribed according to

(5a)
(5b)

E=Ejcos(Qt-a) (0=t=T7),

E=0 (t<0or 7<¢).

E, is the constant amplitude during the pulse of length 7.
2. is the central frequency (rad s™1) of the Fourier trans-
formed spectrum of this pulse. The “phase factor” is
equal to a =k- r —¢, where k and ¢ are the wave vector
and the phase, respectively. The detuning of an isochro-
mat with transition frequency w is given by A=Q,-w
(rads™), The on-resonance Rabi frequency is equal to

x = pE,/ii where u is the electric dipole matrix element
of the pumped transition. The subscript i in Eqs. (3) re-
fers to the pump (i =1) or the probe pulse (i=2). Note
that the transformation to the rotating frame has been
made according to Py, = py; exp(—iQ.#) thus maintaining

in the equations the individual phase factors a;. 5 we
obtained straightforward solutions of Egs. (3) by La-
place transformation. This gives formal relations for
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the excitation matrix elements. These relations are
used in the computer programs so that the effect of the
excitation matrix can be calculated in any specific case.

By applying the excitation matrices for the pump and
the probe pulse as well as the matrix giving the develop-
ment of the Bloch vector components during the field-
free period #;,, the population inversion at the end of the
probe pulse can be expressed as

w(ty) =puw(ty) , (6)

which is crucial in this ACC3PSE theory. The excita-
tion parameter p is equal to

p =2Ey exp(~11,/T;){ Ey; cos Aty, — 1 Eyy sin Atyy}
+ 2Eyy exp(—t15/Ty) {1 Ey3 5in Aty + 1 Eyg cos Aty,)
+'Eyy'By , ()

where for the excitation matrix elements, a left super-
script was added (1 for a pump pulse or 2 for a probe
pulse). Using Eq. (6), an expression for the steady-state
value of w(,) as a function of p and all kinetic param-
eters can be derived in a similar way as done in Ref, 5,
except that in the present work all three triplet spin sub-
levels are included.

The expressions obtained for p and w(¢;) are needed
in the calculation of the interaction between a probe
pulse and the accumulated echo polarization. The de-
velopment of the area of the probe pulse along its prop-
agation direction z is described by Eq. (15) of Ref. 5.
This formula contains the Bloch vector component v’ in
the more familiar rotating frame obtained by the trans-
formation

Pia=praexp{-i(Qs -a)}.

Performing the integral over the probe pulse duration
I,v' dt (in a similar way as done in Ref. 5) and taking

a normalized Gaussian distribution for the inhomogeneous
function g(A) results in

ae *0 2
# =a’ Xz:“’c / _lnﬂ_z Lo (E; -p)w(to)exp(——z—‘lgwl: 2)dA .
(8)
Here the quantity @' is defined as a'=QNp?/2keyne,
where N is the density of the guest molecules, ¢, is
the electric permittivity of free space, n is theindexof
refraction of the host material and ¢ is the velocity of
light. Further, dw, is the FWHM (rad s™!) of the inhomo-
geneous distribution. Remember that in Eq. (8) 1E33, P
and w(ty) all depend on A, In the present work, this in-
tegration is performed as a numerical summation. Af-
ter this summation has been carried out, we are left with
a relation of the following form

S F(0y,2) . ®)
This first order differential equation is solved numerical-
ly applying the Runge—Kutta method. !* This results in a
value for the probe pulse area ©,(7) at the end of the
sample. Then the cycle averaged intensity during the
probe pulse and behind the sample is calculated accord-

ing to

ceoﬁz( 3 )2 1 o} (10)

2u* \n*+2/ cos’t T °

659

where the Lorentz local field approximation has been
applied. E,,, is the external field leaving the sample.
An angle { can exist between the exciting laser field
polarization and the direction of u. Finally, a value is
obtained for the relative probe beam intensity

Ion "Ioﬂ

S(t12): 1 1t H

that can be compared to the experimental result. Note
that the area © of a (pump or probe) pulse having just
entered the crystal is obtained from the average intensity
I,, of the incoming beam using the relation

nt+2 p f2L,.TT
o= T ce, cos ¢ .

In the present work, the pulse propagation through the
sample is treated as follows. First, consider the probe
pulse interfering with the echo polarization, During
the Runge-Kutta procedure |Eq. (9)] the sampleis divided
up into a number of slices. At the end of a slice, the
area ©, is determined from the field equation [Eq. (15)
of Ref. 5] using the Bloch vector components which were
calculated using the ©, value at the beginning of that slice.
In the Runge—-Kutta procedure, the number of slices was
adjusted so that the final result no longer significantly
depended on this number. This assures a self-consistent
treatment of the probe pulse propagation. Now consider
the pump pulse propagation. As the repetition period is
made to satisfy T'> T',, whenapump pulse arrives at the
sample we have (%) = v(4) =0. When furthermore, during
the ACC3PSE experiment the condition py, < py; remains
valid, there is no need to treat the pump pulse propaga-
tion self-consistently. This was assumed to be the case
in the present treatment; in other words, the fluorescence
lifetime of level |2) is assumed not to be too long com-
pared to 7. Then the pump pulse propagation can be
treated as is done in Sec. IIC. Note the contrast with
the usual two pulse, large angle situation studied by Ol-
son et al. !’

(11)

The approximations still underlying the theory just
presented are:

(a) The fluorescence lifetime of level |2) is assumed
to be short enough compared to T, so that a self-consis-
tent treatment of the pump pulse propagation is not nec-
essary;

(b) the echo field is assumed to be much smaller than
the exciting probe field. Then the periods ¢;, and T can
be considered as being completely field free;

(e) the condition 7> T,, which can easily be satisfied
in practice;

(d) population relaxation during a pulse pair is ne-
glected. This has the important implication of limiting
the applicability of the theory to situations where T,<Ty
(T; denotes the population relaxation time from the two
levels coupled by the radiation field);

(e) in this subsection still square excitation pulses are
considered. It should be emphasized that the present
theoretical treatment is not limited to situations
where 7< T} [we define!®: T} =7g(0)] or to optically thin
samples (see also Sec. IIC). Another important im-
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provement is the inclusion of dephasing (7T,) during the
pulses.

B. Gaussian pulse excitation

It is important to investigate the influence upon our
theoretical ACC3PSE results of taking a different and
probably more realistic pulse shape, for instance a
Gaussian shape. In this context, it is of interest to con-
sider the work of Cooper et al. 19 who in optical nutation
calculations obtained different results considering square
or Gaussian pulse shapes. To allow a numerical treat-
ment of the problem, a Gaussian pulse may be considered
as a histogram as a function of time. The question is
whether it will still be possible to derive an equation like
Eq. (6), which is a prerequisite in order to express
w(ty) as a function of p and all kinetic parameters only,
and thus to be able to draft a steady-state theory as done
above, It turns out that in the present case such a treat-
ment indeed is possible. The pulses are divided up as
shown in Fig. 2. The width of one slice is 6¢ and the
slices are numbered from the beginning of the pulse under
consideration. A Gaussian curve connects the top cen-
ters of the slices. The pulse field has a FWHM of 672,
where 67 is the FWHM of the pulse intensity. At the
base, a pulse field width is chosen of three times the
FWHM as indicated in the figure.

Again results like Egs. (6) and (7) can be derived.
However, now the excitation parameter p contains ele-
ments of the excitation matrices !P and P instead of 'E
and 2E. Here 'P is the product of the excitation matrices
of the successive slices constituting the pump pulse.
Similarly, °P describes the probe pulse.

In treating the interaction of the probe pulse with the
accumulated echo polarization, the starting point is that
Eq. (15) of Ref. 5, describing the change with z of the
pulse area, holds for each time slice of the pulse
separately:

anm . o otim R

—n J g(a) J v(4, 2, )dt)dA (12)
% - 5

where the subscripts 2m denote slice m of pulse 2. The

evaluation of the time integral in this equation is some-
what more complicated compared to the square pulse
case. Here, it has to be performed numerically as the
inversions w(A, z, 8t3,) and w(4, z, 6t;,) at the end and at
the beginning of slice m, respectively, cannot simply be
expressed in terms of w(A, z,£,). After that, for each
slice the inhomogeneous integration (summation) of Eq.
(12) can be performed, and for the complete probe pulse
one obtains

90 20
—?‘zz —a:iﬂzF(ez,Z) .

2~ (13)

This equation is solved applying the Runge -Kutta method
resulting in the probe pulse area ©,(l) at the end of the
sample. Then the total probe pulse energy density be-
hind the sample can be calculated:

2

£ CE ﬁz( 3\ {e,0)F 2
“2u%6t \n*+2/ cos’g (E T
€m

m

(14)

H. de Vries and D. A. Wiersma: Accumulated stimulated photon echoes

‘—W—" 2 —
H 3 ' v Iy

tg A t,

T4/:§
4]

FIG. 2, Histogram-shaped excitation pulse pair applied in the
Gaussian pulse ACC3PSE simulations, The electric field ampli-
tude E, is drawn as a function of time,

where

(15)

2{(1’}'1 '%mmzx - %)5t}2 ln 2]

em:exp[— 577

The final result is a theoretical value for the relative
probe beam intensity
Eoﬂ

E. -
S(ty,) =—2—2

(16
Eoff )

Note that considering Gaussian pulses the area of a pulse
having just entered the crystal is obtained from the aver-
age intensity of the incoming beam according to

[ a1, 167 7 \'/?
ce, (an) cos¢g.

In the present subsection, temporal overlap of the ex-
citation pulses forming a pair has not yet been considered.
However, with Gaussian pulses to study, e.g., the inter-
action of the probe pulse with the FID polarization induced
by the pump pulse often would require to take into account
temporal pulse overlap. From preliminary calculations,
it can be concluded that this situation also can be treated
with a numerical theory. The appropriate equations of
motion are easily derived. But the treatment of the
probe pulse-echo polarization interaction becomes more
complicated compared to the nonoverlap case. This
treatment also would include the artifact coherent cou-
pling. 2 within the scope of the present work the situa-
tion of a temporally overlapping pulse pair was not
worked out in further detail.

nt+2 p

© 3 K

(17)

Note that, in fact, any functional curve may connect
the slice centers of the temporal pulse histogram. Thus,
when the experimental pulse shape would be known from
a measurement, e.g., using a streak camera, this ac-
tual shape could be taken into account theoretically.

C. The pump pulse propagation

In Sec. IIA it was mentioned why in the ACC3PSE
experiments considered here the pump pulse propagation
does not have to be treated self-consistently. However,
the sample optical density (OD), causing ©,(z) to decrease
for increasing values of z, should be taken into account.
Since in solving Eq. (9) using the Runge-Kutta method in
the z direction the sample is divided up into a number
of slices, it is possible after each slice to correct the
pump pulse area for the absorption by that slice. In the
analytical theory of Ref. 5 such a ©,(z) correction is in-

J. Chem. Phys., Vol. 80, No. 2, 15 January 1984
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H. de Vries and D. A. Wiersma: Accumulated stimulated photon echoes 661

corporated far less simply, especially when the sample
has a considerable OD.

As long as the absorption coefficient a{w) remains
unchanged, use can be made of the spectrally integrated
pulse intensity I(z):

I(z)=C¥ J‘w (0, w)exp[- a(w)z]dw , (18)

where Beer’s law has been applied. For PTC/NAPHT
the low intensity absorption coefficient is given by?r22

nwNg(w) peos?y

19
cneylii (19)

C!(UJ): y
where €, is the electric permittivity within the naph-
thalene crystal for b-polarizedlight, Thenormalized
spectral distribution function of the pulse approaching the
sample is I¥(0, w), while C¥ is a normalization factor.

In an ACC3PSE experiment at the moment the pump pulse
arrives, a steady-state population grating is present, the
shape of which depends on ¢y, (or Ty,) as well as on z.
Therefore, Eq. (18) should be applied to each Runge —
Kutta sample slice separately. Since in the present
situation, we have to deal with a considerably depleted
ground state, the absorption coefficient should contain

an effective (saturated) inhomogeneous distribution func-
tion (Ref. 18, Chap. 6). Thus, for the first slice we
take

'V (w) = - agw)wl(w, i, t,) , (20)

where the inversion at the end of the slice (thickness %)
is used. The quantity @ is obtained from a{w)[Eq. (19)]
by omitting the inhomogeneous function g(w) and replac-
ing w by .. For the PTC/NAPHT example considered
in this work the value @ =2. 05x 10" s m™ was deter-
mined using a measurement of the low intensity probe
pulse transmission with the pump beam blocked. Using
Eq. (20) the pump pulse intensity transmitted by M sam-
ple slices is found to be described by

I_i(Mh)__ e N _ M }
70 ‘L, I (O,w)exp{ag(w)h :L:fw(w, Uh, ty)dw . (21)

Thus, within the Runge—Kutta loop for sample slice num-
ber M the population grating w( w, Mh,¢,) at the end of
that slice is calculated. This result is used to obtain

the pump pulse area ©,(Mh), which is taken to be pro-
portional to {7;(Mh)}'/? and which is the area entering the
next slice. The assumption underlying this treatment is
that in traversing the sample, the pump pulse is consid-
ered to retain its original (input) shape as a function of
time, with a (peak) intensity equal to that of the more
correctly shaped pulse corresponding to the Fourier
transform of I(z, w). Finally note here that we take into
account the full convolution of Beer’s exponential func-
tion with the input spectral intensity distribution. There-
fore, the present treatment, in principle, can handle data
from ACC3PSE experiments where the pulse duration is
2T, as well as from experiments on high OD samples.
This last point is very important considering the acquisi-
tion of good ACC3PSE signals, which often will require
samples with appreciable absorption.*

A5 B (0)
S
12 F
.09
A L [}
0 250 550 850
—>t,, (ps)
107
: (b)
iy 10_2;
Q -
(=
©
w3
™~
=
[%2] 3
' XA
N 10 3
[
10-5 A 1 N —t 1 L A
50 250 450 650
—>t,, (ps)
FIG. 3. {(a) ACC3PSE decay obtained in a square pulse simula-

tion applying PTC/NAPHT parameters as discussed in the text.
Here Ty, =172 ps. The signal § was calculated for nine values

of the pump-probe pulse interval ¢, increasing from 50 up to
850 ps in 100 ps steps. In this figure the calculated points are
connected by straight lines. (b) Semilogarithmic plot of the
quantity {S —S(t;, =850 ps)} obtained in the same simulation show-
ing the functional behavior of the ACC3PSE signal decay,

I1l. SIMULATION RESULTS
A. Obtaining T, with the ACC3PSE method
1. A practical case

One of the main questions of this work is whether,
within the present more sophisticated theory, the useful-
ness of the probe pulse detected ACC3PSE as a method
to measure dephasing times can be confirmed. In this
section the inhomogeneous FID after the pump pulse
will first be left out of consideration. In other words
the situation ¢, R T, > T; will be studied. Simulations
were performed for the PTC/NAPHT-case experimental-
ly studied by Hesselink and Wiersma. %%

First consider a simulation with square excitation
pulses applying a pulse length 7=25 ps. Further param-
eter values of interest here are Ty=172 ps, the inhomo-
geneous FWHM is 6v;=30 GHz or 67;=1 cm™, and the
intrapair field-free period ¢;, runs from 50 to 850 ps
with steps of 100 ps. The resulting (S, #;,) plot is shown
in Fig. 3(a). It looks similar to the experimentally ob-
tained signal curves, ! consisting of a decaying part on
top of a constant background, as is also concluded from
the theory of Ref. 5. The logarithmic plot of the quan-
tity {S - S(¢y, = 850 ps)} against ¢, is shown in Fig. 3(b).

J. Chem. Phys., Vo). 80, No, 2, 15 January 1984
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A straight line results extending over nearly four dec-
ades. The slight deviation at the end is caused by plot-
ting {S — S(¢,, = 850 ps)} instead of {S ~ S(~)}. It can be
concluded that the ACC3PSE curve of Fig. 3(a) indeed
obeys

S(t1p)=A+ Be 2, (22)

Comparing this to Eq. (1) the question arises whether
C=2/T,. This was carefully checked and it turned out
indeed to be the case within numerical error limits (with-
in 1%). Further, it is interesting to note that under
appropriate conditions (7« T,, low sample OD) our square
pulse simulation program yields nearly identical results
as compared to the theory of Hesselink and Wiersma?®:

an identical 7,-value, a B/A-value 1. 2% less and a val-
ue for the constant background S() being 0. 7% less.
This is a gratifying result, As a next test, simulations
were performed with the Gaussian pulse program under
conditions fairly like those used to produce Fig. 3. This
also resulted in an ACC3PSE behavior obeying Eq. (22),
with C=2/T,.

Thus, from the simulations discussed so far it can be
concluded that the ACC3PSE method is still theoretically
expected to be very convenient for an accurate T, deter-
mination. Additional results on this point are discussed
further on.

To demonstrate the steady-state ground state deple-
tion in an ACC3PSE experiment, two grating plots are
shown of the steady-state inversion w(¢,) as a function
of the detuning. Figure 4 shows a grating obtained in
a square pulse simulation for f;,=125 ps under otherwise
the same conditions used to produce Fig. 3. Note that
just the inversion is plotted and thus no convolution with
the inhomogeneous distribution g(A) is included. Note
that the expected side bands on both sides of the main

¥
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FIG. 4, Steady-state inversion w(fy) in the sample input plane
(z=0) as a function of the detuning. The inversion grating was
obtained in a square pulse simulation under the same parameter
conditions used to produce Fig. 3. Specifically, ¢;,=125 ps,
while the total ISC yield was taken to be 0.9%.
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FIG. 5. Steady-state inversion [w(ty)] grating obtained in a
Gaussian pulse simulation. In this case, T,=172 ps, Ty;=75ps,
and the total ISC yield equals 0, 36%.

band of the pulse spectral distribution simply appear
upon applying the excitation matrices. It can be seen
that in this case with a total ISC yield of 0. 9% at line
center w(f;)> -0.93. Figure 4 reveals a grating period
of 41. 3 GHzrad. Putting this equal to 27/¢, it follows
that =152 ps. Thus, the grating period is determined
by the time ;5 + T=150 ps between the pump and probe
pulse centers rather than by the field-free interval ¢;,.
The latter fact might be expected from simple 3PSE
theory.?® An inversion grating resulting from a Gaussian
pulse simulation with 7,=172 ps and T, = 75 ps is shown
in Fig. 5. Again just w(t,) is plotted here for z2=0.

Now, with a total ISC yield of 0. 36% at line center we
have w(f,)=~0.953. From Fig. 5 a grating period can
be derived of 78.1 GHz rad, yielding a time ¢ of 80. 4 ps.
This is even larger than Ty,, while here #;,=10.1 ps.

It will be clear now that in such an ACC3PSE experi-
ment the interval between pump and probe pulse has to
be scanned slowly compared to 1/k3 (as this is the
longest time in the system kinetics) to enable the steady-
state grating to establish itself each time anew. For
longer intervals ¢y, the signal will become increasingly
more sensitive to spectral diffusion processes which
might occur, as because of the decreasing grating period,
the grating itself is destroyed more easily.

2. The FID region

When in the analytical theory of Ref. 5 one allows #,
values in the range ¢, < T3, this results in complicated
terms representing contributions to the probe pulse
transmission from the inhomogeneous FID polarization
induced by the pump pulse. However, the theory given
in the present work easily allows f;, to take on values
in the range £, $7,. Such calculations were performed
for the practical PTC/NAPHT case considered above,
where T,> Tj (T, =172 ps). It is important here to dis-
tinguish between square pulse excitation and excitation
by Gaussian pulses as upon using Gaussian ones with 67
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FIG. 6. (a) Square pulse simulated ACC3PSE decay during the

first 60 ps of the pump—probe pulse interval ¢;, for the PTC/
NAPHT parameter set of Fig. 3. The wave vector was ex-
pressed as |kl =2mn,/A,,. (b)Semilogarithmic plot of the quan-
tity (S-A) showing the distinct FID contribution in the decay
curve in the (a) part of this figure.

~T, the FID contribution cannot be well studied theo-
retically, in connection with the fact that temporal pulse
overlap is left out of consideration (Sec. I1I1B).

Consider a square pulse FID simulation using similar
parameter values as those leading to Fig. 3, thus 7
=25 ps, while T,=15.7 ps. The resulting ACC3PSE
signal for ¢y, ranging from 1 to 61 ps is shown in Fig.
6(a). The concomitant logarithmic plot of the quantity
{S(t;,) - S(=)} is shown in Fig. 6(b). This latter plot
does show an FID contribution to the signal for £, values
up to 28 ps. This should be compared to the experi-
mental result that no convincing indication was found for
an FID contribution. 1*4*¢ To be able to judge the signif-
icance of the difference between these theoretical and ex-
perimental results, an additional number of calculations
was performed.

In the simulation of Fig. 6, the index of refraction of
the NAPHT host material was taken into account in the
value of the wave vector (n=1.72 for b-polarized
light?*). When this is just left out of consideration the
plots shown in Fig. 7 are obtained. The FID part of the
signal has increased by nearly a factor of 10 while the
stimulated echo part is unaffected. This can be explained
since the FID polarization is arrayed optimally in the
direction of the pump pulse, while it is probed at an

663

angle ¢. Then for a longer wavelength upon traversing
the sample, the phase difference between the pump and the
probe pulse will be smaller, thus giving an increased
probe pulse detected FID polarization. But as the echo
polarization is arrayed along the probe pulse direction,
its contribution to the signal will remain unaffected. It
can be concluded that the FID contribution is very sensi-
tive to changes in n and therefore in the presently stud-
ied case to the polarization of the light relative to the
NAPHT b axis.

Another square pulse simulation was performed with
T=2 ps. This short pulse excitation turned out to de-
crease the general signal level considerably while the
FID contribution lasts to longer #;, values. A Gaussian
pulse simulation with 67=2.3 ps showed a more pro-
nounced FID contribution compared to the 7=2 ps case.
From further simulations it became apparent that the
FID part of the signal is sensitive to the angle ¢ between
pump and probe beams, to the sample length / and to
the area ratio 6,/0,.

The FID contribution was theoretically shown to depend
on several parameters. Moreover, in the ACC3PSE
experiments done so far, a number of excitation param-
eter values were rather uncertain. A simulation using
a set of parameter values close to the ones in a particu-
lar PTC/NAPHT experiment showed a rather small FID
contribution (Fig. 6). Thus, the absence of an experi-
mental FID signal under these conditions can be ac-
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FIG. 7. Results of a simulation similar to the one of Fig. 6,
except that now the wave vector is expressed as [kl =27/A,,.
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counted for by the theory developed in this work. How-
ever, in general, when performing an ACC3PSE experi-
ment one should be aware of a potential FID contribution
to the signal, especially when studying a case where 7,
275,

For a case with a large FID contribution, a series of
simulations was performed with different 7, values lead-
ing to the conclusion that in such a case the ACC3PSE
method can still be used to measure T, values satisfying
T,/T, 2. The decays then directly give 7', as it was
checked that in these cases again C=2/T, [Eq. (22)].
For T,/T}<2 the constant intensity S() did not contain
simple information on T,.

3. Strong inhomogeneous broadening

In this subsection, the situation where T5< 7 will be
considered. This case is of practical interest in view
of the study of dephasing in organic glass systems (Refs.
9-12). These systems show a large inhomogeneous
broadening (of the order of 100 cm™) of the electronic
transitions of the guest molecules as well as dephasing
times which are comparable to the pulse lengths attain-
able with most of the presently operating picosecond dye
laser systems. Of course, in these organic glass sam-
ples, one should be aware of the possibility of 7, varia-
tion within the inhomogeneous band.

In the case of strong inhomogeneous broadening, an FID
contribution to the ACC3PSE signal might be present,
coming from the part of the inhomogeneous band covered
by the pulse spectrum. A series of square pulse simula-
tions was performed with 7=10 ps, an inhomogeneous
FWHM of 52 cm™ (or 75 =0. 3 ps), and with T, ranging
from 30 to 5 ps. These simulations included the region
t13<7. The results did not show any ACC3PSE signal in-
crease due to, e.g., and FID contribution. Applying dif-
ferent pulse shapes, this kind of inhomogeneous FID con-
tribution is expected to last at most up to about one pulse
length after the pump pulse. Then, choosing a pulse
length GTS%TZ would enable one to measure T, despite
the presence of that FID contribution. However, for
shorter times (67<1 ps) the pulse peak power would have
to be raised accordingly to prevent the pulse areas from
becoming too small to give measurable ACC3PSE signals.
A square pulse simulation of such a high peak power case
yielded a single ACC3PSE decay with C=2/T, [Eq. (22)].
This result was also obtained in the series of square
pulse simulations mentioned above (where 7,/T ranged
from 3.0 to 0.5). Finally, the same result was obtained
in a “glass” simulation with the Gaussian pulse program,
where the parameters were 67=2.3 ps, T,=5 and Ty,
=11 ps. Thus, in principle, the ACC3PSE method is ex-
pected to be very suitable to the study of dephasing in,
for instance, organic glass systems.

It is finally of interest here to report that the series
of square pulse simulations mentioned above shows an
increase of the constant background signal [the A part
of Eq. (22)] from 0. 047 for T,=5 ps up to 0. 084 for T,
=30 ps. This can be explained from the fact that when
T,/7 does not exceed too much the value of 1, during
excitation various molecular polarizations contributing
to any isochromat vector in the rotating frame irrevers-

H. de Vries and D. A. Wiersma: Accumulated stimulated photon echoes

ibly rotate in a horizontal plane and thus more or less
withdraw themselves from the population excitation pro-
cess. This would cause A =_S(«) to increase for longer
T, values. Note that this effect could show up here since
in the present theory we do take into account dephasing
during excitation. As for the FID simulations of Sec.
IITA 2 also in this glass situation no simple relationship
emerged between A and T,.

B. Obtaining ISC yields with the ACC3PSE method

In Ref. 5 it was emphasized that kinetic feeding or de-
cay parameters of the bottleneck levels could be quan-~
titatively determined from ACC3PSE results. Here this
will be considered more closely based on our numerical
theory. A number of PTC/NAPHT simulations was per-
formed using parameter values that applied to ACC3PSE
experiments carried out by Hesselink. Most of these
values were not determined very accurately as the ex-
periments were primarily meant to yield T, instead of
the 12)—~13) ISC rate.?® We used the spin sublevel pop-
ulating probabilities and decay rates of the lowest triplet
state determined by Van Strien and Schmidt. 2 Note that
the value of 280 us for the Z spin sublevel decay obtained
with the well established method of Ref. 26 is the most
reliable one. Using this value while applying the present
ACC3PSE theory does not lead to unrealistic ISC values.
This solves the apparent discrepancy concerning the value
of 7,5

Square pulse simulations were performed varying the
pulse width, the sample optical density and the input pulse
areas within their respective ranges that applied to the
experiment. The values of S(=) thus obtained were com-
pared to the experimental one. This resulted in a range
of PTC/NAPHT singlet —triplet ISC yield values between
1% and 12%. A corresponding series of Gaussian pulse
simulations yielded ISC values between 0. 4% and 2. 5%.
Thus, these simulation results vary over nearly two or-
ders of magnitude. This variation would be eliminated
by simulating an accurately performed ACC3PSE ex-
periment (including a precise pulse shape and width de-
termination). However, it has to be noted here that even
then, the resultwould have to be considered with reserve.
In the first place, the local optical electric field cannot
be accurately determined with any method known so far.
The other important point here is a consequence of the
condition 7T, << 77 mentioned at the end of Sec. IIA. Most-
ly because of this condition, the ACC3PSE experiment
will have to be performed at temperatures well above
1 K in order to make meaningful comparisons with our
theory. In that case, it should be recognized that the
radiationless rate constants, e.g., in the PTC level
system, may be temperature dependent, Especially,
it is likely that spin-lattice relaxation between the triplet
spin sublevels will not be negligible. As this process is
not included in our theory, this is the other reason why
the precise simulation result just mentioned should be
considered with reserve.

It is of interest to compare the presently obtained
PTC/NAPHT ISC results with those determined with dif-
ferent techniques. First, reconsider the OFID experi-
ment reported in Ref. 22. Combining the result of that
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experiment with the triplet spin sublevel kinetic values
obtained in Ref. 26 leads to an ISC yield <5. 5% which is
compatible with our present results.

The PTC/NAPHT ISC rate at low temperature was also
studied by Lambert and Zewail?’ measuring transient
fluorescence signals, 28 They reported an ISC yield of
the order of 0. 3% but remarked that their actual numbers
were not very accurate. Moreover, in the derivation of
the theoretical formulas used in their analysis, the in-
homogeneous broadening was not treated correctly, 222

Recently in our laboratory the PTC/NAPHT ISC was
also studied utilizing the An3PSE effect. >*® From a fit
to the experimentally obtained decay using the triplet
parameters of Ref. 26 the ISC yield was concluded to
be 15+3%. This is distinctly higher than our ACC3PSE
simulation results. Note here that the An3PSE theory®s
was based on the assumptions of resonant excitation
(A =0) and negligible decay during the pulses. Both con-
ditions were not strictly met in the experiment. How-
ever, compared to the other methods discussed, the
An3PSE method has the important advantage that knowl-
edge about the local optical electric field is not required.
Moreover, this method can be applied for temperatures
of =1 K, where spin-lattice relaxation within the triplet
manifold can be neglected mostly.

The main conclusion here is that the probe pulse de-
tected ACC3PSE method is less suited for an accurate
ISC determination. In most cases the An3PSE tech-
nique®’® should be preferred where care should be taken
that the experimental and theoretical conditions agree.
Still it remains justified to conclude that the ISC
yield in PTC/NAPHT considerably exceeds that in PTC
in p-terphenyl (lower sites), 22:2°

Finally, the simulations mentioned above showed the
constant signal value S(«)=A to be directly proportional
to the ISC yield provided the remaining parameter values
are kept fixed (including 7T,!). Therefore, in a number
of cases, observed A values might be utilized to deter-
mine relative ISC yields, e.g., for the four sites of
PTC in p-terphenyl when the other parameter values
are all similar for these sites. We further like to note
here that our ACC3PSE simulations yielded values for
the signal ratio B/A in the range of 0. 3 up to 3.0,
strongly dependent on, among others, the pulse shape,
the pulse width and T). This corrects the expectation
from the less sophisticated theory of Ref. 5 that B/A
=2.0 (y>1, 9,«1),

1V. CONCLUSIONS

A theory, including numerical methods, describing
probe pulse detected ACC3PSE experiments was con-
structed, starting from the theoretical framework of
Hesselink and Wiersma.® Considering the usefulness
of the present theory, the following points are impor-
tant. In calculating the pulse areas from the input
beam intensities the Lorentz local field approximation
is used. Our theory allows the sample to be optically
thick which is especially important considering ACC3PSE
experiments. The theory does not suffer from limita-
tions to the ratio T/Tz' (the spectral width of the pulse

compared to the inhomogeneous width) or to the ratio
t1o/T, (thus including the FID region). Dephasing during
the pulses is taken into account as well as the presence
of three intermediate triplet spin sublevels. In principle,
our treatment can handle excitation pulses of any tempor-
al shape.

Under appropriate limiting conditions the present
theory results in values of Ty B/A and S(«)=A similar
to those of the theory of Ref. 5 (within =1%). For a wide
range of physically important parameters, our simula-
tions show that the main conclusion of Ref. 5 is not af-
fected: the measured ACC3PSE decay curves are ex-
pected to yield T, directly, as the signal is found to obey
the relation

S(t12)=A+Bexp(— Ztiz/Tz) . (23)

In such experiments the #;,-scan velocity should be low
enough to enable the steady-state grating to establish
itself each time anew. For longer intervals ¢,, one
should be increasingly aware of possibly occurring spec-
tral diffusion processes.

From a study of the region where #,,~ T} it is con-
cluded that the presently lacking experimental evidence
of an FID contribution can be accounted for by the theory
developed in this work, However, generally one should
be aware of a potential FID contribution to the ACC3PSE
signal. If such a contribution does appear, T, values can
be measured when T,/T, 2 2.

Also the situation of strong inhomogeneous broadening
(T;< 7) was studied. The ACC3PSE method is concluded
to be very siiitable to dephasing studies in this situation
(organic glass systems). The quantity A=S(») is found
to increase upon lengthening T,

The applicability of the ACC3PSE method in order to
determine ISC yields quantitatively was studied. Square
pulse simulations of a preliminary ACC3PSE experiment
on PTC/NAPHT by Hesselink® yielded ISC values in the
range of 1% to 12%. From comparable Gaussian pulse
simulations, ISC yields resulted lying between 0. 4% and
2.5%. In the course of this work, we were able to ex-
plain the discrepancy apparently existing between the T,
values determined by Hesselink and Wiersma!'® and by
Van Strien and Schmidt. 28

It was concluded that the probe pulse detected ACC3PSE
method is less suited for an accurate ISC determination.
In most cases, the An3PSE technique?'® should be pre-
ferred.

Finally, we want to make some remarks on the appli-
cation of the ACC3PSE method to vibronic transitions,
as was done with the mixed crystals PTC/NAPHT®'' and
PTC/p-terphenyl. ! Experimentally, it was checked that
in this situation the ACC3PSE decay also gives T,, by
comparison with a vibronic 2PE result.® To describe the
vibronic experiment theoretically, the level scheme con-
tains an additional level, Moreover, in this case the con-
dition 7, < 7 no longer applies and population relaxation
during a pump-probe pulse pair has to be taken into ac-
count. Therefore, a theoretical description of a vi-
bronic ACC3PSE experiment will be more complex than
the theory developed in the present work.
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For the interested reader, a preliminary but consid-
erably more detailed version of this article is available
on request at the above address.
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