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On the Zen0 behavior of linear complementarity systems 

M.K. Camlibel' J.M. Schumacher* 

Abstract  

In this paper, the so-called Zen0 phenomenon is ad- 
dressed for linear complementarity systems which are 
interconnections of linear systems and complementw- 
ity conditions. We present some sufficient conditions 
for absence of Zeno behavior. It is also shown that 
the zero state, which is the most obvious candidate for 
being a Zen0 state, cannot be a Zen0 state in certain 
cases. 

1 Introduct ion 

The occurrence of an infinite number of mode transi- 
tions in hybrid systems is called Zen0 behavior by re- 
ferring to  ancient Greek philosopher Zeno's paradoxes3. 
One may face Zen0 phenomenon in modeling, control- 
ling and simulating hybrid systems. For instance, it 
may occur in the optimal control involving chattering, 
variable structure systems and relay control systems 
(see Ill] and references therein). It has particular im- 
portance in the (event-tracking) simulation of hybrid 
systems since existence of Zeno behavior causes a lot 
of problems. 

In this paper, we study Zen0 behavior of a class of hy- 
brid systems, namely linear complementarity systems 
(LCS). For a treatment of this phenomenon in a more 
general framework, we refer to [11,12]. An LCS con- 
sists of a linear system and the secalled complemen- 
tarity conditions. The most typical examples of this 
class are linear electrical networks with ideal diodes. 
In this case, existence of Zen0 behavior means that the 
diodes change their states (from conducting to  blocking 
or vice versa) infinitely many times in finite time. 

We will be particularly interested in LCS for which the 
underlying linear systems is passive. For such systems, 
it has been shown (see e.g. [9]) that there are no left 
accumulation points of event times. A generalization 
of passive systems, namely the systems that are passi- 
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fiable by pole shifting, will play a key role in the sub- 
sequent development. These systems do not have left 
accumulation points either. A subclass of them, for 
which passifiability is invariant under time reversion, 
does not exhibit Zen0 behavior. 

In what follows, the notational conventions that will be 
in force throughout the paper are introduced. The sym- 
bol Iw denotes the real numbers, C complex numbers. 
All vector inequalities must be understood componen- 
twise. Let A E X"'" be a matrix of the elements of 
the set X .  We write Aij for the ( i , j ) th  element of A.  
The transpose of A is denoted by AT. For an integer n, 
n = {l, 2 , .  . . ,n}. For J c si, and K c E, AJK denotes 
the submatrix { A j ~ } j ~ j , ~ ~ ~ .  If J = E ( K  = E), we 
also write A.K (AJ.). For the vectors z and y, we write 
z I y if zTy = 0. A matrix A E Iw""" (not necessarily 
symmetric) is said to  be positive (nonnegative) definite 
if zTAz > 0 (zTAz 2 0) for all 0 # z E R". Given 
two matrices A E X"*'" and B E X"bxm, the matrix 
obtained by stacking A over B is denoted by col(A, B). 
The set of all functions that are defined from the set A 
to B is denoted by F(d,B). The symbol &($I) stands 
for all Lebesgue measurable square-integrable functions 
that are defined on R .  

- 

2 Hybr id  sys t ems  and Zeno behavior 

Very roughly speaking, a hybrid system consists of a 
number of modes and mode tmnsition rules (see e.g. 
[17]). Each mode has its own dynamics. The mode 
transition rules specify when mode changes (called 
events) may and/or must occur, which mode will be 
active after the mode change and re-initialization of 
the state of the system during the mode change. By 
referring to  Zeno's paradox of Achilles and the tur- 
tle, the behavior of the system in the case of a pres- 
ence of an accumulation point of the event times is 
called Zeno behavior. The most typical example is 
the bouncing ball. Consider a ball bouncing on a sur- 
face for which the bounces are instantaneous with a 
restitution coefficient e E (0 , l ) .  Let the variable q 
denote the distance between the surface and the ball. 
There is only one mode whose dynamics can be given 
bv 6 = -1. An event occurs at time T if and onlv if . .  

Unive&ity, P.O. Box 90153, 5000 L E  Tilburg, The Netherlands, a ( T )  = 0 and d ( ~ )  < 0. The state of the system is ., I .. , - 
re-initialized according to  $ ( T )  = -eq(.r-). Elemen- 

accumulation point. For instance, if the initial state is 
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(q (O) ,q (O) )  = (2,O) then the event times can be com- 
puted as 2,2 + 4e, 2 + 4e + 4 2 , .  . ' .  Hence, event times 
have an accumulation point at Z E .  In this paper, we 
will investigate Zen0 behavior of a special class of hy- 
brid systems, namely linear Complementarity systems. 

N , 
%I 0 5 .  

- 0 5 -  

3 Linear  complementar i ty  sys t ems  

Consider a continuoustime, linear and timeinvariant 
system given by 

i ( t )  = Az(t)  + Bu(t) 

y(t) = Cz(t)  + DU(t), 
( 1 4  
Ob) 

where z(t)  E R", u(t)  E R'", y(t) E R"' and A, 
E, C ,  and D are matrices with appropriate sizes. 
We denote (1) by C(A,B,C,D).  A triple (u ,z ,y)  E 
L~+"+"'(to,tl) is said to  be an L2-solution on ( to , t l )  
of C ( A ,  B, C, D) with the initial state 20 if it satisfies 
(la) in the sense of CarathBodory, i.e., for almost all 
t E (tO>tl), 

t 

z( t )  = 20 +io [Az(s) + Eu(s)]ds (2) 

and ( lb)  holds almost everywhere. We get a linear 
complementarity system (LCS) by making the U and y 
variables subject to  the complementarity conditions 

0 5 u(t) I y(t) 2 0. (3) 

The overall system (i.e., (1) and (3) together) will 
be denoted by LCS(A, B, C, D) throughout the paper. 
The LCS has been introduced in [15] and further stud- 
ied in 1161. Two of the main themes of study have 
been the well-posedness (in the sense of existence and 
uniqueness of solutions) and regularity of the solutions 
(see e.g. (4,5,9,10]). Zeno behavior is one of the issues 
that makes the analysis of LCSs difficult. By means 
of the following example, we illustrate that a LCS may 
exhibit Zen0 behavior. 

Example  3.1 Consider the following example (its 
time-reversed version is due to  Filippov (7, p. 1161) 

zl = -sgnsl +2sgnz2 
x, = -2sgnxl - sgnx2 

where sgn z is the set-valued function given by 

s g n z =  [-1,1] i f z = O  ir' i f z > O  i f z < o  
As shown in 18,141, this type of systems can he 

cast as LCS. Solutions of the system are spiraling 
towards the origin, which is an equilibrium. Since 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  & 
0 . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

1 

2, \ 

z( lz l ( t ) l  d + Izz(t) l)  = -2 when z ( t )  # 0 along tra- 
jectories z of the system, solutions reach the origin in 
finite time (see Figure 1 for a trajectory). Every cross- 
ing from one quadrant to  another corresponds to an 
event. Therefore, on a finite time interval there are 
infinitely many events, i.e., the system exhibits Zeno 
behavior. 

In the sequel, we show that for a class of LCS Zen0 
behavior can be ruled out. This will be done by em- 
ploying the passivity notion and the existing results on 
linear passive complementarity systems (LCS when the 
underlying linear system is passive). We shall first re- 
call the notion of passivity and summarize some of the 
previous results in order to be self-contained. 

4 Passive systems 

Ever since it was introduced in system theory by V. M. 
Popov, the notion of passivity has played an important 
role in various contexts such as stability issues, adap- 
tive control, identification, etc. Particularly, the inter- 
est in stability issues led to the theory of dissipative 
systems [19] due to J .  C. Willems. In this paper, we 
will utilize passivity in the analysis of a class of hybrid 
systems. First, let us recall what passivity means. 

Definition 4.1 1191 The system C(A,B ,C ,D)  given 
by (1) is said to be passive (dissipative with respect t o  
the supply rate uTy) if there exists a function V : R" + 
R+ (called a storage function), such that 

V M t o ) )  + St' uT(Mt )d t  z V(z(t1)) (4) 
t o  

holds for all to and t l  with t l  2 t o ,  and for all L2- 
solutions (u,z ,y)  E L~+"+"'(to,ti) of C ( A , B , C , D ) .  
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The inequality (4) is sometimes called the dissipation 
inequality. Next, we quote a very well-known charac- 
terization of passivity. 

Theorem 4.2 [19] Assume that ( 4 ,  B ,  C) is minimal. 
Let C(s) := C(s1-  A)-'B + D be the transfer matrix 
of C(A, B,C,D) .  Then the following statements are 
equivalent: 

1. C ( A , B , C , D )  is passive. 

2. The matrix inequalities 

) 1 0  ATK + K A  K B  - Ci 
B ~ K  - c -(D + oT) K = K T  > 0 and 

have a solution. 

3. G(s) is positive real, i.e., G(X) + GT(X) >_ 0 for 
all X E C with Re(X) > 0. 

Moreover, V(z) = $ z T K z  defines a quadratic storage 
function if and only if K satisfies the above system of 
linear matrix inequalities. 

The equivalence of the statements 2 and 3 is some- 
times called the positive real lemma or the Kalman- 
Yakubovich-Popov lemma (see e.g. [13, p.4061). We 
will often employ the following generalization of the 
passivity notion in the sequel. 

Definition 4.3 (31 A system C(A, B,C,D)  is said to  
be passijiable by pole shifting if there exists a p E R 
such that C ( A  + P I ,  B ,  C, D) is passive. 

Before giving necessary and sufficient conditions for 
passifiability by pole shifting, we state the following 
assumption which will often be used later on. 

Assumption 4.4 (A,B,C) is a minimal representa- 
tion and col(B, D + DT)  has full column rank. 

Necessary and sufficient conditions for passifiability by 
pole shifting are in order. 

Theorem 4.5 [2, Theorem 3.4.31 Consider a matrix 
4-tuple ( A , B , C ,  D) satisfying Assumption 4.4. Let E 
be such that ker E = {O] and im E = ker ( D  + DT),  
Then C ( A ,  B ,  C, D) is passifiable by pole shifting if and 
only if D is nonnegative definite and ETCBE is sym- 
methe positive definite. 

5 Solution concepts for LCS 

In this section, we work with two different solution con- 
cepts for LCS. The first one represents a physical sys- 
tem modelling point of view. 

Definition 5.1 A triple (u,z,y) E L~+m+"'([O,T]) 
is called an &-solution on [O,T] of LCS(A,B,C,D) 
with the initial state 20 if it is an &solution of 
C(A,B,C,D)  and for almost all t E [O,T], 0 5 u( t )  I 
y ( t )  L 0. 

In what follows, we will state a rather trivial fact about 
the time-reverse system. The time-reverse operator 
r e ~ [ ~ , , p ]  : L2([t ' ,  t"]) + Cz([ t ' , t " ] )  is defined by 

( r e ~ [ ~ , , ~ , , ]  v)(t) = v(t' + t" - t )  

Fact 5.2 If (u,z,y) E L~'"+"([O,T]) is an CZ- 
solution on [0, T ]  of C(A, B ,  C, D) then rev[O,TI(u, z, y) 
is an &-solution on [O,T] of C ( - A , - B , C , D ) .  

Another rather obvious fact concerning pole shifting 
will be used later. 

Fact 5.3 If the triple t H (u(t) ,z(t) ,y(t))  is an La- 
solution on some finite interval of LCS(A, B, C, D) with 
some initial state then t H eP'(u(t),z(t),y(t)) is an Cz- 
solution on the same interval of LCS(A + p l ,  B ,  C, D) 
with the same initial state. 

Our second solution concept represents a hybrid system 
point of view. We begin with the definition of the event 
times set. 

Definition 5.4 A set E c R+ is called an admissible 
event times set if it is closed and countable, and 0 E E.  
To each admissible event times set E ,  we associate a 
collection of intervals between events r .  = { ( t l ,  t 2 )  c 
R+ I t 1 , t z  E E U  {cm} and ( t l , t z )  nE = O}. 

Next, we define a hybrid solution concept that is 
enough to  cover the behavior of linear passive com- 
plementarity systems. 

Definition 5.5 A 5-tuple (E ,S ,u , z ,y )  where E is an 
admissible event times set, S : re + Z", and (U, x, y)  E 
F(R+,Rm+"+"') is said to be a hybrid solution of 
LCS(A, B, C, D )  with the initial state zo if the follow- 
ing conditions hold. 

1. x is continuous, piecewise differentiable and 
z(0) = zo. 
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2. For each r E TZ, 

hold for all t E r. 

Moreover, we say that a hybrid solution ( E ,  .,U, x,y) is 
redundant if there exists t E & and t’, 1” with t‘ < t < t” 
such that (u,x, y) is analytic on (t’, t”). It is said to be 
nonredundant otherwise. 

As stated in the following lemma, every hybrid solution 
is also an &solution. 

Lemma 5.6 Consider a matrix 4-tuple (A, B, C, D) 
satisfying Assumption 4.4. Suppose that C(A,  B, C, D) 
is  passifiable by pole shifting. If (.;,u,x,y) is a hy- 
brid solution of LCS(A, B, C, D) with some initial state 
then for any T > 0 (U, x, y) is an &-solution on [O, 2’1 
of LCS(A, E, C, D )  with the same initial state. 

Proof: 
Lemma 3.8.2 item 41.. 

We summarize some existence and uniqueness results in 
the following theorem. To do this, we need to introduce 
some nomenclature. First, a language for the (possible) 
accumulation points will be set up. 

Definition 5.7 An element t of an admissible set & is 
said to be a left (right) accumulation point if for all 
t‘ > t (t’ < t) (t,t’) n & ((t’,t) 0 E )  is not empty. An 
admissible event times set & is said to he left (right) 
Zen0 free if it does not contain any left (right) accu- 
mulation points. A hybrid solution is said to be left 
(right) Zen0 if the corresponding event times set con- 
tains at least one left (right) accumulation point and 
non-Zen0 if the corresponding event times set contains 
no left or right accumulation points. 

It follows from [2, Proposition 3.3.9 and 

The concept of the dual cone needs to be introduced as 
well. For a given nonempty set S, we say that the set 
{ U  I vTw 2 0 for all to E S} is the dual cone of S. It 
is denoted by S’. In particular, we will be interested 
in the dual cone of the set Q, = {v E R”’ 1 0 5 U I 
Dv 2 0) for a given D E RmXm. 

Theorem 5.8 Consider a matrix &tuple (A, B, C, D) 
satisfying Assumption 4.4. Suppose that C ( A ,  B, C, D) 
as passifiable by pole shifting. The following statements 
hold. 

There exists a nonredundant left Zen0 free hybrid 
solution of LCS(A, E ,  C, D )  if and only if Cxo E 
Q; . 

There exists at most one &-solution for a given 
initial state. 

There exists at most one nonredundant hybrid so- 
lution for a given initial state. 

Moreouer, the state trajectory of a hybrid (L2-jsolution 
of LCS(A, B, C, D) is uniformly continuous. 

Proof: I: It follows from 12, Corollary 3.4.4 and 
Proposition 3.3.71. 
2: It follows from (2, Corollary 3.4.41. 
3: It follows from the definition of hybrid solutions, 
Lemma 5.6 and the previous item. 
The uniform continuity of x-trajectories follows from 
the proof of (2, Theorem 3.3.31 and 12, Proposition 
3.4.41.. 

6 Zen0 behavior of LCS 

The lemma below rules out left accumulation points for 
systems that are passifiable by pole shifting. 

Lemma 6.1 12, Lemma 3.5.11 Consider a matrix 
4-tuple (A, B, C, D) satisfying Assumption 4.4. As- 
sume that C ( A ,  E ,  C, D )  is passifiable by pole shifting. 
Then, there is no nonredundant left Zen0 solution of 
LCS(A, B, C, D ) .  

As an implication of the previous lemma, passifiable 
systems for which the passifiability is invariant under 
time-reversion enjoy the non-Zenoness property. 

Lemma 6.2 Consider a matriz &-tuple (A, E ,  C, D). 
Suppose that (A, B, C) i s  minimal and D is positive 
definite. Then, there as no nonredundant Zeno solution 
of LCS(A,E,C,D).  

Proof: Since D is positive definite, col(B, D + 
DT) is of full column rank. Hence, Assump- 
tion 4.4 is satisfied by the hypotheses. Fur- 
thermore, positive definiteness of D indicates that 
both C ( A ,  B,  C, D )  and C ( - A ,  -B, C, D )  are passi- 
fiahle by pole shifting due to Theorem 4.5. Note 
that Qo = {0} and hence ‘2; = E“. Let 
(&*,S1,d,x1,y1)  and (E2,S2,u2,z2,y2) be hybrid s e  
lutions of LCS(A, B,C, D )  and LCS(-A, -B,C, D )  
with some initial state 50 according to  Theorem 5.8 
item 1. Lemma 6.1 implies that &’ is left Zeno 
free. Suppose that it is not right Zeno free, i.e., 
there exists a right accumulation point of E’. Our 
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aim is to construct a left Zen0 hybrid solution for 
LCS(-A, -B, C,  D) by using ( & I ,  S',  U', x', y ' )  and re- 
versing the time. Clearly, this would give a contradic- 
tion due to  Lemma 6.1 since C(-A, -E ,  C, D )  is passi- 
fiable by pole shifting. Let t' E E' be a right accumu- 
lation point. Define & = (t' - (E' n [O, t ' ] ) )  U (t' + E 2 )  
where t + X  denotes the set {t+t' 1 t' E X } .  Clearly, & is 
an admissible event times set and +E = T~.- (&I , , [~ ,~.~)  U 
r t t '+&z .  Define S as 

S'(t' ++) if T E T ~ . - ( E I , , ~ ~ , ~ . I ~  

S2(t* - T )  if T E T~.+E* r S(T) = 

and (U, 5,  Y )  by 

( u , x , ~ ) I p , t - ]  = revp, tq(u ' ,z ' ,~ ' )  (5 )  

(6) 2 2 2  (",x,Y)l( t . ,m) = (U ,z > Y  ). 

It can be verified that (&,S, u,z,y) is a nonredundant 
hybrid solution of LCS(-A, -B,C,  D) with the initial 
state x'(t').  Since C(-A,-B,C, D) is passifiable by 
pole shifting, Lemma 6.1 reveals that & is left Zen0 
free. By construction t' is a left accumulation point of 
& since it is a right accumulation point of E' .  We reach 
a contradiction therefore. H 

Remark 6.3 We can use input scaling to weaken 
the positive definiteness condition on the matrix 
D in Lemma 6.2. To do this, consider the 
LCS(A, BA, C, DA)  where A is a positive definite di- 
agonal matrix. Clearly, if ( u , x , y )  is a solution of 
LCS(A,B,C,D) then ( A - ' u , x , y )  is a solution of 
LCS(A, B A ,  C ,  DA)  and vice versa. So, Lemma 6.2 
can be applied to systems with a diagonally stable 
D matrix. One may also think of utilize output scal- 
ing to  weaken the condition more. However, as shown 
in 16, Theorem 3.3.91, it does not yield anything extra. 

Note that Zeno states (i.e., the states at the accumu- 
lation points) are well-defined due to  the fact that x 
is uniformly continuous (see Theorem 5.8) for a hy- 
brid solution (., ., ., x ,  .). Intuitively, the most natural 
candidates for Zen0 states are equilibrium states, in 
particular the zero state, of the system. The following 
theorem indicates that the zero state cannot be a Zen0 
state for a class of passifiable complementarity systems. 
The relation between the equilibrium states and Zeno 
states can be found in [18] for a fairly large class of 
hybrid systems. 

Theorem 6.4 Consider a matrix &tuple (A, B, C, D )  
satisfying Assumption 4.4. Assume that C(A, E ,  C, D) 
is passijiable b y  pole shifting and there exists an in- 
dex set J & iii such that DJJ is positive definite, 

' A  matrix A is said to be dingonally stable mat* if  there 
exists a positive definite diagonal matrix X such that A X  is 
positive definite. See [ I ]  for a detailed discussion of this class of 
matrices. 

DJ,rii\J = 0, Drii\J,J = 0 and Drii\J,,\J is skew- 
symmetric. Let (&, ., ., x ,  .) be a nonredundant hybrid 
solution of LCS(A,B,C, D) with some initial state. If 
t' is a right accumulation point of & then x ( t ' )  # 0.  

Proof: Let ( & , S , u , x , y )  be a nonredundant hybrid 
solution of LCS(A, B, C, D) with some initial state such 
that t' is a right accumulation point of & and z ( t * )  = 0. 
According to  Lemma 5.6, ( u , z , y )  is an &solution on 
[ 0 , t * ]  of LCS(A,B,C,D) with the same initial state 
and hence 

Ui(t)Yi( t )  = 0 (7) 

for almost all t and for all i E iii. Define ( f i ,%,y)  = 
revpt.l(u,z,g). From Fact 5.2, we know that ( i i , Z , g )  
is an &-solution on [0, t*]  of C(-A, -B,  C, D )  with 
the initial state S(0) = z ( t * )  = 0. Define Z J  = 8~ and 
ZJ-  = - g ~ =  where J c  = iii \ J .  Clearly, the triple 

is an &solution on [O,t*] of the system E; where 

= C ( - A  +,d, (-&J -B.J.) , 

(-%:J=) ' rdJ -DJ.J. >)  

On the other hand, the passifiability of C(A, B ,  C, D) 
immediately implies that the system (obtained by 
renumbering of inputs and outputs) 

is passifiable. This means that  the system E; is also 
passifiable since DJ.J= is skew-symmetric. Let p be 
such that C; is passive. It follows from Fact 5.3 that 
e P ( u * , x * , y * )  is an C2-solution of C; with zero initial 
state. Then, the dissipation inequality shows that for 
all t E [O, t'] 

~ t e 2 p ' ( u . ( s ) ) T y ' ( s ) d s  _> e 2 p t ( x f ( t ) ) T K x * ( t )  (8) 

where z H x T K x  is a storage function for the system 
E;. It follows from (7) and the definition of y' that 

= 0.  (9) 

Therefore, x' ( t )  = 0 for all t E [O, t'] due to (8) and 
the positive definiteness of K .  However, this means 
that x ( 0 )  = x ' ( t * )  = 0 and hence ( u , x , y )  s 0 since 
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(U, 2 ,  y )  is the unique Lcz-solution of LCS(A, B, C, D )  
with the zero initial state. Consequently, E = {0} since 
the hybrid solution is nonredundant. Hence, we reach 
a contradiction. 

Although the hypothesis of the above theorem on the 
special structure of the D matrix is rather restrictive, 
it is satisfied for instance when D is skew-symmetric. 
In particular, lossless systems (see [19]) are covered. 

7 Conclusions 

Two solution concepts for linear complementarity sys- 
tems are discussed briefly. After establishing existence 
and uniqueness of solutions for a class of LCS for which 
the underlying linear system enjoys the property of pas- 
sifiability by pole shifting, we have shown that Zen0 
behavior cannot arise for a suhclass of systems that 
are passifiable by pole shifting and for which passifi- 
ability is invariant under time reversion. For a larger 
subclass, it has been shown that the zero state, which 
is the most natural candidate, cannot be a Zeno state. 
The problem of showing absence of Zen0 behavior of 
linear complementarity systems in general is currently 
under consideration. 
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