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PERSPECTIVES

A
major challenge of biology is to un-

ravel the organization and interactions

of cellular networks that enable com-

plex processes such as the biochemistry of

growth or cell division. The underlying com-

plexity arises from intertwined nonlinear and

dynamic interactions among large numbers of

cellular constituents, such as genes, proteins,

and metabolites. As well, interactions among

these components vary in nature (regulatory,

structural, and catalytic), effect, and strength.

The reductionist approach has successfully

identified most of the components and many

interactions but, unfortunately, offers no con-

vincing concepts and methods to comprehend

how system properties emerge. To understand

how and why cells function the way they do,

comprehensive and quantitative data on com-

ponent concentrations are required to quantify

component interactions. On page 593 of this

issue, Ishii et al. (1) provide unsurpassed com-

plete and quantitative data of components at the

various constituent levels in a bacterial cell.

Rather than a reductionist viewpoint (that

is, a deterministic genetic view), the pluralism

of causes and effects in biological networks is

better addressed by observing, through quan-

titative measures, multiple components simul-

taneously, and by rigorous data integrat-

ion with mathematical models (2). Such a

systemwide perspective (so-called systems

biology) on component interactions is re-

quired so that network properties, such as a

particular functional state or robustness (3),

can be quantitatively understood and ration-

ally manipulated. 

The technical challenges of the systems

biological approach (4) are mainly along

four lines (see the figure): (i) systemwide

component identification and quantification

(“omics” data) at the level of mRNA, pro-

teins, and small molecular weight metabo-

lites; (ii) experimental identification of phys-

ical component interactions, primarily for

information processing networks; (iii) com-

putational inference of structure, type, and

quantity of component interactions from

data; and (iv) rigorous integration of hetero-

geneous data. The last step is required to

achieve a holistic, quantitative, and predic-

tive understanding through mathematical

models that enable an iterative cycle be-

tween prediction and experiments, the hall-

mark of systems biology. 

The development of experimental meth-

ods relating to the first challenge has made

tremendous advances in the past decade, but

the level of sophistication and the associated

costs have led to a situation where primarily

single-component data—that is, data solely on

genes, proteins, or metabolites—are available.

Until the study by Ishii et al., at best two dif-

ferent types of component data were reported

for a given experiment, which severely limited

progression along the iterative cycle between

experiments and theory. 

By joining forces among specialized labs,

Ishii et al. report systemwide data on three

main component layers of cells—transcrip-

tome (mRNA), proteome (protein), and meta-

bolome (metabolites)—with a particular

focus on central carbon metabolism of the

model bacterium Escherichia coli. Beyond

component concentrations, the functional

endpoint of gene, protein, and metabolite

interactions—the intracellular metabolic

fluxes—were quantified from 13C-labeling

experiments (5). In a laborious procedure,

data on steady-state growth were collected

from 24 mutant strains of E. coli in which a

different gene that functions in carbon metab-

olism was removed from each strain. All

mutants were grown at the same specific rate

(6), thus minimizing indirect effects of the

A quantitative data set of RNA, proteins,

and metabolites provides an unprecedented

starting point to understand, at a systems

level, the effects of perturbations on a cell.
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A systems roadmap. The comprehensive component concentrations reported by Ishii et al. provide input data for inferring component interactions using computa-

tional methods. The challenge for computational modeling methods yet to be developed is to predict the functional network state from the concentrations and to infer

the information processing network that controls the functional state. 
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largely different mutant physiology that would

otherwise hamper data interpretation from

batch cultures. 

The highly reproducible results from these

genetic perturbation experiments were com-

plemented with steady-state growth data from

the wild-type bacterium grown at a range of

growth rates in the same culture conditions,

with the extreme cases of near starvation and

almost unlimited supply of glucose (the limit-

ing nutrient). An interesting observation is the

active response of the bacterium’s metabolic

system to environmentally dictated changes in

growth rate. There were global alterations in

the expression level of many mRNAs and pro-

teins. By contrast, upon genetic perturbation

of the metabolic system, surprisingly few

changes were observed at any component

level (besides some obvious and inevitable

local perturbations such as altered educt and

product concentrations due to a deleted reac-

tion). These results indicate that metabolic

networks employ fundamentally different

strategies to maintain active operation in the

face of genetic or environmental perturba-

tions. However, many important questions

remain unanswered. Why does this particular

distribution of flux in metabolism emerge

from the determined component concentra-

tions? What is actively regulated and by which

mechanisms? Which mechanisms contribute

to the observed robustness?

These questions remain open because the

known component interactions have not yet

been considered and because the regulatory

network that controls metabolism is only

partly known and qualitatively understood at

best. But Ishii et al. provide, for the first time,

a quantitative data set that includes both the

constituting components and the functional

state of a metabolic network. From these data,

we can begin to unravel the conditional and

quantitative relevance of regulatory interac-

tions and discover new circuits, thereby

addressing the question of how a functional

state arises from the components. The call is

thus open to integrate this heterogeneous data

set into a coherent whole from which testable

hypotheses on general principles and network

regulation can be derived. Although this par-

ticular data set will not be sufficient—for

example, it lacks time-resolved dynamic data,

and the conditions studied are limited—its

unprecedented completeness has the potential

to become a cornerstone for computational

systems biology.

A number of computational approaches

are already available to integrate subsets of the

Ishii et al. data. Statistical analyses of meta-

bolic and transcriptional data, for example,

can identify key features that are important for

respiratory oscillations (7). Alternatively, com-

putational mapping of transcriptome and

metabolome data onto a graphic model of

component interactions can provide guidance

for dissecting control at the level of genetic

regulation from regulation of protein activity

(8). In contrast to statistical analyses, a me-

thod rooted in constraint-based modeling (4)

allows combining metabolite concentrations

with metabolite flux data using thermody-

namic principles to derive hypotheses about

active or new regulatory mechanisms (9).

The extensive data set reported by Ishii et

al. now opens the way to use existing com-

putational approaches and to develop new

ones to extract new biological insights about

a fundamental physiological process. From

this starting point, model-based design of

targeted experiments for further conditions

will reduce the unrealistically tedious and

expensive collection of large-scale data sets

while working toward a truly holistic under-

standing of cellular behavior. We are one

step closer. 
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T
he basis of almost all communication

between neurons relies on vesicles

containing chemical neurotransmit-

ters. At the junction, or synapse, between two

neurons, synaptic vesicles laden with neuro-

transmitter release their contents (exocytosis)

from terminals of one neuron. The chemicals

act on the opposing neuron, propagating a

specific signal. Replenishing the presynaptic

neuron with synaptic vesicles is critical to the

signaling that underlies processes such as

learning, and failure to control this cycle of

vesicle formation and deployment can lead to

conditions such as epilepsy. On page 570 of

this issue, Ferguson and colleagues (1) show

that the mechanism producing new synaptic

vesicles is not as simple as once envisioned,

but involves a family of proteins that manages

the supply of vesicles both during and after a

neuron is stimulated. Their discoveries reveal

how a synapse maintains its full complement

of synaptic vesicles to support all functions of

the nervous system.

A protein called dynamin 1 has generally

been considered the great ensurer of neuro-

transmitter-filled synaptic vesicles in a presy-

naptic nerve terminal. These vesicles are

poised to fuse with the plasma membrane

when the neuron is stimulated. Dynamin 1

acts after fusion and neurotransmitter release

in a process called endocytosis. After the

plasma membrane invaginates, dynamin 1

forms a helix around the neck of the new bud-

ding vesicle, acting as a spring. As dynamin 1

expands and twists, it pinches the membrane

into a synaptic vesicle that can subsequently

be filled with newly synthesized neurotrans-

mitter (see the figure). But Ferguson et al.

show that, unexpectedly, synaptic vesicles

can form in the absence of dynamin 1. By

genetically engineering mice that lack dy-

namin 1 (knockout mice), they performed

experiments that few thought would be fruit-

ful. The mice appear normal at birth, with

near-normal numbers of neurons and synaptic

vesicles. However, the mice barely survive the

first week after birth, and none survive two.

The data of Ferguson et al. are full of sur-

prises. The first is that nerve terminals in the

synapses of dynamin 1 knockout mice contain

these vesicles at all. This reveals that another

endocytosis mechanism can generate these

vesicles. The next surprise is the heteroge-

neous size of the synaptic vesicles that are

formed in the absence of dynamin 1. Synaptic

vesicles are considered the smallest cellular

Knockout of a member of a family of proteins that support neuronal signal transmission reveals a

number of unexpected pathways at work at distinct times during neuron stimulation.
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