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VARIATIONAL PRINCIPLE FOR
FUZZY GIBBS MEASURES

EVGENY VERBITSKIY

Dedicated to the memory of R. L. Dobrushin

ABSTRACT. In this paper we study a large class of renormalization
transformations of measures on lattices. An image of a Gibbs measure
under such transformation is called a fuzzy Gibbs measure. Transforma-
tions of this type and fuzzy Gibbs measures appear naturally in many
fields. Examples include the hidden Markov processes (HMP), memory-
less channels in information theory, continuous block factors of symbolic
dynamical systems, and many renormalization transformations of sta-
tistical mechanics. The main result is the generalization of the classical
variational principle of Dobrushin—Lanford—Ruelle for Gibbs measures
to the class of fuzzy Gibbs measures.

2000 MATH. SUBJ. CLASS. Primary: 82B20; Secondary: 82B28, 37B10, 37A60.

KEY WORDS AND PHRASES. Non-Gibbsian measures, renormalization, determi-
nistic and random transformations, variational principle.

1. INTRODUCTION

Let d >1and 2 = ,szd7 W = %’Zd7 where &7, % are finite alphabets. Suppose
|| > |%| and 7: o — B is onto. We refer to m as a fuzzy coding or factor map.
We will use the same letter m to denote the componentwise extension of 7 to a
mapping from &7V onto Y for any subset V C Z¢. Note also that if T},: 2~ — %,
Si: % — %, k € Z%, denote the natural translations by k, then the diagram

r g

wl lﬂ
Sk
Y —
commutes. Therefore, if p is a translation invariant measure on 2, then v =
pwom~t the image of 4 under T, is a translation invariant measure on %. The sets

of translation invariant measures and Gibbs measures on 2 and % are denoted
by Mr(Z"), Ms(#), G2 and Gg, respectively. In this paper we consider only
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812 E. VERBITSKIY

translation invariant Gibbs measures, therefore we assume Go C Mr(2"), Go C
Mg (#).

If 1 is a Gibbs state (u € Go), and v = pon™ !, we refer to v as a fuzzy Gibbs
state. The set of all fuzzy Gibbs measures on % obtained from Gibbs measures on
Z under 7, will be denoted by

1

5y = (v eMs(@): v =por ', pe ).

The study of transformed (renormalized) Gibbs states is an active area of re-
search. Many of renormalization transformation considered in the literature can
be represented as fuzzy factors. For example, hidden Markov models (d = 1) and
functions of Markov chains (d = 1) [23]. Moreover, in higher dimensions (d > 2),
fuzzy Potts measures [14], [7]; decimated Ising models [21], [12], “copy-with-noise”
(Griffiths—Pearce transformation) [21], [9]. Finally, infinite temperature spin-flip
dynamics [20] also leads to fuzzy transformations.

One has to mention that there exist also important transformations of Gibbs
states studied in the literature which cannot be represented as fuzzy factors: namely,
projections on lower-dimensional sublattices (e.g., Z¢ +— ZV for v < d), see [18],
[13], [5].

Transformations of Gibbs states often produce measures which are strictly speak-
ing non-Gibbsian. Examples mentioned above demonstrate that in many cases
transformed measures are not that bad: namely, Gibbsian property fails on a set
of configurations which is exceptional, typically of measure 0.

Dobrushin proposed a restoration program consisting of two important ingredi-
ents [19], [10]. Firstly, he asked for an extension of a classical definition of Gibbs
states to incorporate the new “nearly” Gibbs examples. Dobrushin himself intro-
duced the notion of a weakly Gibbs state [3]. Latter, other notions such as almost
Gibbs and intuitively weak Gibbs were introduced.

As a second step, one would like to recover some the of the thermodynamic
results valid for Gibbs states; most importantly, the variational principle. The
“classical” variational principle provides a characterization of the simplex of Gibbs
states for a given potential: if p is a Gibbs state for some potential and A is
an arbitrary translation invariant state, then the functional ¢(\|u) known as the
relative entropy density, vanishes if and only if A is Gibbs for the same potential.

Variational principle was extended to some classes of generalized Gibbs states
under additional assumptions, e.g., [4], [8], [22]. Without additional assumptions,
variational principle might fail, as demonstrated by a weakly Gibbs example con-
structed in [3].

In the present paper we prove that the variational principle remains valid for
fuzzy Gibbs states in complete generality. Specifically, suppose p is Gibbs for
potential ®, and v = p o 7! is the fuzzy image of u. Then i(p|v) vanishes if
and only if p is fuzzy Gibbs, p = Ao m~! for some A which is Gibbs for the same
potential ®. Note that v itself is not necessarily Gibbs, as the examples cited above
demonstrate.

The key tools used in the proof are the notion of compensation function and the
relativized variational principle, originating in dynamical systems.
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Finally, the validity of the variational principle for fuzzy Gibbs states strongly
suggests that the possible singularities are not very severe. It would be interesting
to understand what sort of non-Gibbsianity might the fuzzy Gibbs states exhibit.

2. LARGE DEVIATIONS FOR Fuzzy GIBBS MEASURES:
MOTIVATION FOR VARIATIONAL PRINCIPLE

Let us discuss briefly the large deviation (LD) principle for fuzzy Gibbs mea-
sures. Suppose f: % — R is some function. We say that (v, f) satisfies the large
deviations principle with a rate function I, () if for all closed F' and open G,
F, G C R, one has

1
lim sup —— logu({y e

1 1
e 1 R S
liminf logV({y €V > F(Sky) € G}) >~ inf I, y(a),
where A,, = [0, n]<.

Note that since v = ppor~! and Sy om = o T}, for all k, one immediately obtains
that for all C C R

V({y €Y. Vi};\f(é'ky) € C}): ,u({x eZ: |/1\|l§\(fo7r)(Tky) € C})

Therefore, if (1, f o m) satisfies a LD principle with a rate function I, for, then so
is (v, f), and
IV,f<a) = u,fon-(a) for all .

The opposite is of course also true.
Typically, for a Gibbs measure g on 2 and f: £ — R such that the LD
principle holds for ergodic averages of g one has

Iu,f(a) Z()\|,LL),

= in
AEMp(Z): [ fdr=a
where i(\|u) is a relative entropy density (see Definition 5 below), which is a well
defined quantity for all translation invariant measures A.
One can show [16], [1] that

Ljla) = i(plv),

inf
PEM(¥): [ fdp=a

thus extending the LD formalism to fuzzy Gibbs states. Moreover,

I, () = inf i(plv
() pern G} fdpma (plv)
=1, tor = inf 1)
wopon(@) )\EMT(%I)I:lffowd)\=aZ( 2

inf inf (A ).
PEM(Z): [ fdp=a NEMr (X ): domr—1=p
This suggests that

) = inf (A ).
Z(p|l/) )\EMT(:%{I)I:Aowflsz( ‘M)
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In Section 4 we show that this is indeed the case, and this equality is in fact very
useful, as it helps to extend the full classical variational principle for Gibbs measures
to the fuzzy Gibbs case.

3. THERMODYNAMIC FORMALISM AND GIBBS MEASURES

In this section we introduce the pressure, relative entropy density, potentials,
Gibbs measures and formulate the variational principles. We do it for the space
2 = /%" with a finite alphabet 7. As above, T}.: 2" — 2 are the translations
by k € Z%. For the space % = B~ the same definitions clearly apply with an
obvious substitution of T} by Sg. All the definitions and results of this section are
well-known and can be found in [17], [6], [21].

For a point € 2 and any finite A, let z, := 2|y € & and

[Zp]l ={2 € X3\ =z}

For any n € N, A,, = [0, n]? C Z¢. C(2") denotes the set of real-valued continuos
functions on %

3.1. Entropy

Definition 1. Suppose p is a translation invariant measure on 2, the entropy of
s

n—oo

h(w) = lim fﬁzuqmbmgu(mnb.

x
An

It is well known that the limit exists, h: Mp(Z) — [0, log|</|], and h is a
convex functional on Mr(Z2").

3.2. Pressure

Definition 2. For any continuous function f: 2~ — R define the pressure of f as
follows

P(f) = lim 1loglz sup eXp(Z f(kac)) . (1)

n—o0o |An| @, iG[zAn} kEA,

Note that in dynamical systems literature one usually defines the pressure as
limsup. However, for symbolic space 2~ = & Zd, &/ is finite, the limit exists.
Pressure P(-): C(Z") — R is a finite Lipschitz continuous convex functional.

Theorem 3 (“Weak” variational principle). For any continuous function f on 2
P(f)= sup [h(u)+/fdu]-
HEMT (X))

Definition 4. A measure p € Mr(2") is called an equilibrium state for f if h(u)+
J fdu=P(f). The set of all equlibrium states for f is denoted by E87(X, f).
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3.3. Pressure relative to a measure. Important quantity for the large devia-
tions of ergodic averages and the variational principle, is the pressure of f relative
to u denoted by p(f|p). For f € C(Z) and pu € Mr(Z), p(f|p) is defined as
(provided the limit exists)

p(flp) = nh_)rrgo ﬁ log /gr eXp( Z f(Tkx)) dp. (2)

ke,
3.4. Relative entropy density

Definition 5. Let A\ and p be translation invariant probability measures on 2
The relative entropy density is defined as

. . 1 A
i(Alp) = lim I Z Awa,, ) log

provided the limit exists.

A natural question is under what conditions does the relative entropy density
exist. There are examples when it is not the case, e.g., [21]. When establishing
variational principles, one is usually interested in measures p with the property that
i(A\|p) exists for all translation invariant measures A. Gibbs measures are known
to have this property, as well as the asymptotically decoupled measures introduced
by Pfister [16], which form the most general class with such property discovered so
far.

3.5. Potentials, Hamiltonians and Gibbs measures. A potential
@ ={P(A, )}res(za)

is a family of functions indexed by finite subsets of Z? (A € §(Z¢)) with the property
that ®(A, x) depends only on x,. We say that a potential ® is translation invariant
if

O(A+k, x) = ®(A, Tpx) for all z € 2 and every finite A C Z¢.
Denote by B1(2") the set of all absolutely summable potentials, i.e., ® € B1(Z2")
if
Z sup |®(A, z,)| < oo.

0eAes(zd) A

A Hamiltonian Hpy = H{ is defined by
HY(@)= Y &, ).
NOA£D

For a potential ® € B;(Z"), the Hamiltonian Hy is convergent in all x € 2 i.e.,
the sum on the right hand side is convergent in the net convergent sense.
For a potential ® € B,(X), put

o) =— 3 oA, x).

0eAeS(Z4) A



816 E. VERBITSKIY

It turns out that fe is well defined for all x and is a continuous function of x.
Introduce the following semi-norm on B1(2):

121 — Lol 2 = [[fo, — fosllo@), s cons
where for a continuous function f the semi-norm is given by

= inf — (g + ,
[ fllec2) ) seons Ceﬁ}gallf (g+llew@

here J is set the of continuous functions g such that
/ gdpu =0 forall peMp(Z).
x
The Gibbs specification 7® = {§ }res(z¢) is defined by
exp(—H{ (2, 7))

) ~
Ya (7| Tpe) = = .
> eXP(—HE(l"AxAc))
N

Definition 6. A measure p € Mp(2") is called a Gibbs measure for potential
® € B, (2), if for all A € §(Z?), one has

plrplepe) =78 (Tplzpe)  (pmas.).
or, equivalently, for all f € C(%),
/ f(z)du(z / Z f(@pzpe) 7A($A|$Ac)dﬂ( )-
R
3.6. Variational principles for Gibbs measures

Theorem 7. Suppose ® € B1(Z"). Then p € Mp(Z) is a Gibbs measure for @
if and only if u is an equilibrium state for fe.

Theorem 8. Suppose p € Mp(Z") is a Gibbs measure for a potential ® € B1(Z).
Then for all \ € Mp(Z'), f € C(Z), i(Mp) and p(f|p) exist and are given by
i(Alp) = / fa dA,
p(flpw) = P(f + fe) -

Moreover,

p(flu) = sup [/deA—imu)],

AEMT (X))

ol = s [ [ rav=p(rin].

fec(x)

Theorem 9. Suppose pp € Mp(Z") is a Gibbs measure for a potential & € %1(Z")
and A € Mqp(Z). Then i(Ap) = 0 if and only if X is a Gibbs measure for poten-
tial ®.
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4. THERMODYNAMIC FORMALISM FOR Fuzzy FACTORS

In this section, we discuss the relation between thermodynamic quantities defined
d d
on 2 and % in case # = B~ is a fuzzy factor of 2~ = /%",

4.1. Entropy. If v is a fuzzy image of i, then the entropies of 11 and v are related
by the following result of Walters and Ledrappier [11].

Theorem 10. If p € M7p(2') and v € Mg (%) are such that v = pon1, then
h(p) = h(v) + hx (1),

where
1
hx(p) = lim —H(An\ﬂ'_an),

n— o0 |An|

where A, and By, are partitions into cylinders
An ={[zp,]: 25, € ™Y, Bp= {lua,l: ya, € e

In general, computation of h(v) is not an easy task, even for Markov measures
in dimension one (d = 1). In information theory one often has to deal with such
questions, and special methods have been developed [15], [25].

4.2. Pressure and relative pressure. If f € C(#%), then for € C(Z"). Tt
turns out that for fuzzy factors m, there exist functions F' € C(Z") such that

P(fy=P(F+ fom) forall feC(#).

Such function F' is called a compensation function. This notion was introduced by
Boyle and Tuncel [2], and further developed by Walters [24] in d = 1. However, the
results are readily generalized to higher dimensions.

For fuzzy factors m, at least one compensation function is easily identified:
namely,

F(z) = —log |7r_1(7rm0)|,

i.e., F(z) is minus the logarithm of the number of symbols in & which are mapped
into 7(xg) € AB. Note that F(z) = G o m(z), where G(y) = —log|r~1yo|. Such
compensation functions are often called saturated.

Definition 11. Let f € C(2"), define the relative pressure of f at point y € ¥ as
follows

P(f, m)(y) = limsup 1 log Z sup exp( Z f(TkCL‘)),

n—oo |An| Ty TT =Yy iE[mAn] ke,
where A, = [0, n]?.

The relative pressure P(f, 7) is also can be seen as the pressure of f restricted
to a fibre

Zy=7ty={ze 2:7(z) =y}

Note that Z} is a closed, but not necessarily translation invariant subset of 2"
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Theorem 12 (Walters, [24]). The relative pressure has the following properties:

(a) P(f, m)(y) is a measurable function of y; moreover, P(f, 7) is translation
invariant: for ally € % and k € 74

P(f, m)(y) = P(f, 7)(Sky);
(b) P(-, m)(y): C(Z) — R is a convex, real-valued function on C(Z") for
every y € ¥';

(C) fO?” f7 g €& O(%)7 |P(.f7 7T') _P(g’ 7T)| < ”.f_gHC(é’?f);
(d) forceR, f,ge C(X), one has

P(f—|—gOTk,—g+C, 7-‘-):})(fv 7T)+C;
(e) denote by % the set of points y such that
. 1
P(fm) = lim ——log > sw exp( Y. f(Tia)),
n—o0 |An| T, ima, =y ie[mA ] kEA
An An=YAn n n
then % is a total probability set, i. e., for every v € Mg(%)
v(%) = 1.

An important result is the relativized variational principle of Ledrappier and
Walters, [11].

Theorem 13. Let m: 2" — % be a fuzzy factor. Then for an arbitrary f € C(Z")
and every translation invariant measure v on %

v+ [ PGt = sy fi+ [ raf @
where M (2, v) is the fibre over v
Mpr(Z,v)={peMp(2):v=pon'}.

This result has been established in [11] for subshifts 2~ C @/ and % C %% and
continuous factors m commuting with shifts. Again, generalization to lattices Z<,
d > 1, in case of full shifts is straightforward.

Definition 14. If y attains maximum in right-hand side of (3), then p is called a
relative equilibrium state for [ over v.

The relative pressure P(f, 7) is not a continuous function on #. Nevertheless,
we can define equilibrium states for P(f, 7).

Definition 15. A measure v € Mg(%/) is an equilibrium state for P(f, 7), denoted
IS é;:8.‘5’(@/7 P(fa 77))3 if
v+ [ PUmmtan = s fu)+ [ PG mwsan
Y pEMs(@) Y
The following result seems to be new, however, it is quite similar in spirit to the
result of Walters [24], for measures of relative maximal entropy.
Theorem 16. A measure p € Mr(Z") is an equilibrium state for f, f € C(Z),

if and only if v = pon~t € E85(%, P(f, 7)) and p is a relative equilibrium state
for f over v.
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Proof. Let € Mr(2") be an equilibrium state for f, v = po 7w~ ! and p be an
arbitrary measure in Mg(#). Then

h(v) + /@/ P(f, 7)) dv = h(w) + /% fdu

Ypn9 sup [h()\)—k/%fd)\]

AeMp(Z)

> sup [h()\)—i—/xfd)\]

AEMp (X ): domr—1=p
@
= h(p) + YP(f, ) dp,

where we have used (a) relativized variational principle (Theorem 13) applied to
vand f, (b) p € E8r(X, f), (c) variational principle (Theorem 3), (d) relativized
variational principle for p and f. Therefore, v € £85(#, P(f, w)). But also, p is a
relative equilibrium state for f over v. Indeed, on one hand ((a) and (b) above)

h(z/)Jr/gP(f, ) dv = P(f),

and on the other, by the relativized and classical variational principles,

h(V)+/ P(f,m)dv < sup {h(/\)—l—/ fd/\} = P(f).
& AEMT (X)) X
Therefore 1 attains a maximum in (3), and hence p is a relative equilibrium state
for f over v.

To prove the opposite implication assume that v € E8g(#, P(f, 7)), and p is a
relative equilibrium state for f over v.

Suppose A € Mp(Z'), and let p = Ao ~1. Then

W+ [ g nw)+ [ P 2 hp)+ | Pi.mdo S+ [ s

X

where we used (a) p is a relative equilibrium state for f over v, (b) v is an equi-
librium state for P(f, 7), (c) relativized variational principle applied to p and f.
Therefore

W) + /y Fdu > h\) + /% fdx

for any A € My (Z"), and hence u is an equilibrium state for f. O

4.3. Pressure relative to a measure. Again, since for € C(Z) for f € C(%),

we are able to relate p(f|v) and p(f o7|u) for v = pon=1.

Lemma 17. If v = pow !, then p(f|v) is defined if and only if p(f o w|u) is
defined, and they are equal.

Proof. For any g € C(#) one has

/gdl/:/ gomdu.
22 X
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Take g(y) = exp(d_,ca f(Sky)), then

gon(z) =exp(Y f(Syon(x)))

keA
= exp(}% f(mo Tk(x))) = exp(’%(f o W)(Tkl')))a

where we used that moT}y, = Syom for all k. Therefore, the integrals (see Definition 2)
are equal for any finite A, and the corresponding limits exists or do not exists
simultaneously. O

Corollary 18. If v is fuzzy Gibbs, then p(f|v) is defined for all f € C(¥).

Proof. Follows from the previous lemma and the fact that for Gibbs u, p(g|u) is
defined for all g € C(Z") (Theorem 8). O

4.4. Relative entropy density

Theorem 19. If p € M7 (Z") is a Gibbs measure for potential ® € B1(Z) and
v=pon t theni(p|v) exists for all p € Ms(%) and given by

i(plv) = P(fa) = hip) = | Plfa. ) dp

Moreover,

) = | nep i omr, A (4)
Proof. The existence of relative entropy density i(p|v) for fuzzy Gibbs v and ar-
bitrary p was first observed in [4]. In fact, it is easy to show that fuzzy Gibbs
measures inherit the property of being asymptotically decoupled from their Gibbs
“parents”, and hence by Pfister’s general result [16] for such measures the relative
entropy density exists. On the other hand, direct treatment of relative entropy den-
sities of fuzzy Gibbs measure leads to a new result (4), which gives better insight
into the nature of fuzzy Gibbs states and leads to the variational principle.
For a Gibbs measure p a with potential ® € B1(2") we have the following

estimate ([0, Theorem 15.23], [21, Proposition 2.46)):
sup |log [z, ]) = D fo(Tix) + |AnlP(fa) | = o(|Anl). (®)
€ ke,

Therefore, since v([y, ]) = ZxA enly, p([z, 1), we conclude that

1 plya,)) 1
A Z]pqu,J) mm = A [Z p(lya,))1og p(lya, ) —

Wa, Ya,]

1 ~
T Z]P([yzxn])log > sup exp(z J"<1>(Tk:p)f|An|p(f<I>))Jr I

_ T€(T
Wa,, Ty, ETT MY, [z, ke,
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The first term on the right hand side converges to —h(p) and the last term converges
to 0. By the Lebesgue theorem on bounded convergence and Theorem 12, the
second term converges to

/ P(fo — P(fs), 7) dp = / P(fo, 7)dp— P(fa).
(28 y

As a corollary, we also obtain that if 1 € G (1) and pa € G (P2) are such that
piom t = pyom~ !, then

/ P(fay. ) dp— P(fa,) = / P(fa,. ) dp — P(fa,)
(274 aq
for every p € Mg(%).

Let us now prove the variational formula (4). Indeed, if u € G2 (P) is such that
1

pom ' =w, then by relativized variational principle for fe and p, one has
v+ [ PUemdp= s [y [ )
% AEMp(Z): dow—1=p x
Therefore,

il = PUfe) = (1o + [ Plam) )

= inf |:P(f<1>) —h(A) - /% fo d)\}

AEMp (Z): Ao —t=p

= inf (A ),
)\EMT(.QI”I)I:)\owflsz( |’u)

where for the last equality we used the variational principle for Gibbs measures
(Theorem 8). O

4.5. Variational principles for fuzzy gibbs states

Theorem 20 (cf. Theorem 7). A measure v € Mg(¥) is a fuzzy image of an
equilibrium state for f, f € C(Z"), if and only if v is an equilibrium state for
P(f, ).

Theorem 21 (cf. Theorem 8). Suppose v € Mg(¥) is a fuzzy Gibbs measure.
Then for all p € Mg(#), f € C(¥), i(p|lv) and p(f|v) ezist and given by

i(p|v) = P(f) — h(p) - / P(osmdp= il i),

(Z):dom=1=p
p(flv) =P(for+ fs) — P(fo) =p(for|un),

where p € Mq(Z') is an arbitrary Gibbs measure such that v = pon~! and
b € B1(Z) is the potential for p. Moreover,
p(flv) = sup [/ fdp—i(pIV)} (6)
pPEMs(#) L/ ¥
o) = sw [ [ gdo=pisi]. )
fec) Ly
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1

Theorem 22 (cf. Theorem 9). Suppose p € G2 (®) and v = pon™" is a fuzzy

image of w. Then for any p € Mg(¥)
i(plv) =0 if and only if p=Non ' for some A € G o (®).

Proof of Theorem 20. In Theorem 16 we already established that if © € Mp(Z") is
an equilibrium state for f, then v is an equilibrium state for P(f, 7). We now have
to show that if v is an equilibrium state for for P(f, m), then there exists a measure
p € E87(Z, f) such that v = pon~!. By the relativized variational principle for
v and f

h(v) +/ P(f, m)dv = sup [h(u) +/ fdu].
& PEMp (Z): por—1=v Fa
Moreover, using the upper semicontinuity of the entropy function, one can easily
show that the supremum is achieved. Suppose p is relative equilibrium state for f
over v. But then

m+ [ au=no)+ [ P mdr = suw | [h(p) + [ Piom dp]

pEMs(@/

= sup sup [h(A) + /% f dA]

PEMs(Z) NeMp (X ): don—1=p

sup )[h(A)JF/%fdA} = P(f).

XM (X

Therefore p is an equilibrium state for f. This finishes the proof. U

Proof of Theorem 21. Existence of p(f|v) and i(p|v) has been established in Corol-
lary 18 and Theorem 19. Equality p(fon|u) = P(fonm + fo) — P(fs) follows from
the variational principle for Gibbs measures. Now let us show that p(f|v) and
i(p|v) are convex conjugated.

In fact we only have to show that p(-|v) is a convex conjugate of i(-|v), i.e.,

s = s [ fap=iol].

PEMs(¥)

Since, i(-|v) is a convex lower semicontinuous functional on Mg(%), the convex
conjugate of p(-| f) is equal to i(-|v), see, e.g., [I, Theorem 4.4.2]. This gives us (7).

Suppose v = po7 !, where u € Gx. Consider an arbitrary function f € C(%),
a measure p € Mg(%) and a measure A € My (2") such that p = Ao ~1. Then

/fdp—p(f\V)z/ (f o) dr — p(f o |p). (8)
(24 X

Since p is Gibbs, and for Gibbs measures we do have the variational principle, we
obtain

sronl = sw | [ (fomas—ioln|> [ (romar-icin.

0eMr(X)
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Using this inequality and (8), we conclude that for any f € C(#) and any A such
that p = Ao7 !, one has

[ o= i3l < pl 1)
2

Taking first the supremum over all A € M7 (2"), Aon~! = p, and then supremum
over all p € Mg(#'), we conclude that

sup [/ fdp—i(pV)} <p(fIv),
pEMS(¥) LI

where we also used the variational characterization of i(p|v) from Theorem 19.
Let us prove the opposite inequalities. Using the variational principle for the
Gibbs measure p, o m ! = v, we have

P(f1) = p(forli) =  sup [/ (fom)do—i(Ap)|.
MM (X)L Z

Therefore there exists a sequence of measures {A, }n>1 C Mr(Z") such that

/X(fOW)dAn—i(Anlu)>p(f07r|u) L () - L

n n

Let p, = A, oL, Since i(An| i) = i(pn|v), we obtain that

' 1
/ Fdpn —i(palv) = p(flv) — =
” n
Therefore

o [ tan=itol)| = pts10)

PEM s (
This finishes the proof. U

Proof of Theorem 22. If p = Ao ~! for some A € G4 (®), then obviously
i(plv) <i(Alp) =0,
by Theorem 19 and the Gibbs variational principle (Theorem 9) for A, . Since

i(plv) = 0, we conclude that i(p|v) = 0.
Suppose p € Mg(#) is such that i(p|v) = 0. Then

0=i(p| ) 2 P(fa) — h(p) - /@ P(fo, 7)dp

b

© p(fe) - sup {h()\) +/ fo d)\],
AEMp (X ): don—1=p X

where we used (a) the result of Theorem 19 for fuzzy Gibbs measures, (b) the

relativized variational principle for fg and p. It is not very difficult to see' that the

IFollows from upper semi-continuity of an entropy function A — h(}). Indeed, let {An} be a
sequence of measures such that A, o™ = p and P(fg) = limn— oo (h(An) + f% fadAn). Let A be
any limit point of the sequence {A\,}. Then clearly, A o m~1 = p, and by upper-semicontinuity of
the entropy h(X) + [o fdA > limsup,, , o (h(An) + [o fodAn) = P(f3).
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supremum is achieved for some measure A with p = X o 7!, This means that

B\ + /% fodA = P(fs),

and hence A is an equilibrium state for fg. By the Gibbs variational principle
(Theorem 7), this implies that A is a Gibbs measure for ®. This finishes the
proof. O

5. APPLICATIONS OF VARIATIONAL PRINCIPLE
FOR Fuzzy GIBBS MEASURES

5.1. Three fundamental theorems. In the seminal paper [21], which formal-
ized the treatment of renormalization transformations of Gibbs measures, two fun-
damental theorems (Theorems 23 and 24) have been established. We formulate
these results for fuzzy transformation and give short proofs using the variational
principles established in the previous sections.

Theorem 23 (First fundamental theorem: single valuedness of the fuzzy trans-
formations). Let u, A € Mp(Z") be Gibbs measures for potential ®, & € B1(Z).
Then v = pon™! and p = Non~! are either both Gibbs for the same potential
U € B1(¥), or not Gibbs.

Proof. By the previous results i(p|v) = i(v|p) = 0. If v is Gibbs for some potential
¥, then i(p|r) = 0 and by the Gibbs variational principle, p is Gibbs with the same
potential V. O

Theorem 24 (Second fundamental theorem: continuity of the fuzzy transforma-
tions). If G (®;) o™ C G (), i = 1, 2, then

W1 = Wallor < K|[®1 — Poff 2, 9)
for some constant K.
Proof. There are several ways to establish this fact. One could repeat the original
proof of Theorem 3.6 in [21], and use the results above to strengthen the claim by
showing that in fact K can be set to 1. Alternative derivation (again with K = 1)

is based on part (a) of Theorem 26 below: namely, for every i = 1, 2 there exists a
constant c¢; such that

9i = fo, — fo,om+ ¢

is a compensation function. Important fact is that by the result of Walters [24,
Theorem 3.3],

/ P(g;, 7)dm =0
22

for all m € Mg(%'). Hence, P(g;, 7) is the so-called co-boundary, and can be well

approximated by elements of J. Note that fg,(y) = P(fe,, 7)(y) — P(g:, 7)(y)+ci,

and using the result of Theorem 12 (c), one can compare both sides of (9) with
||P(f<1>1, "T) - P(f<1>27 7T)HC’(@)/J+const

and derive desired result. O
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Results below actually show that we have a fuzzy isometry:

[y = Wafzr = inf [[®1 — Doff 2
4>7,¢'7~>‘1J1
Hence, we obtain another way to derive previous result:
W1 = Wsflzr = inf [|®] — P52
o 5T,
= inf [|®] = ol < |01 — P2f|
AR SN Y

As we have seen above (the first fundamental theorem), if a Gibbs measure for
potential @ is transformed by 7 into a Gibbs measure for potential ¥, then so is
the whole simplex G4 (®). The following result states that this transformation is
surjective on simplexes of Gibbs measures.

Theorem 25 (Third fundamental theorem: morphism of Gibbs simplexes). If
w€SG9(®),veGy(V), andv=port. Then G5 (®) 2 X = Norw ! € Gy (V)
18 onto.

Proof. By the first fundamental theorem,
(G (@) ={p:p=Aon ' =m A\ A€ G2 (®)} C Ga (D).
By the fuzzy Gibbs variational principle 7, is onto. O

A plausible strengthening of the previous result would be that in case u € G (D),
v € Gy (¥), and v = ponw~ !, the map A — Ao m ! is not only surjective as a map
from G4 (®) to G (P), but is injective as well.

Following [21], denote by R, the set of all pairs (®, ¥) € B1(2Z") x B1(#) such
that there exists a Gibbs measure u with potential ® and v = pu € 7! is Gibbs
for W:

Ry = {((I), \I’) S %1(%‘) X %1(@)
3 € G (®), v € Go (V) such that v = pon'}.

Theorem 26. For each pair (®g, Vo) € R, the following holds:

(a) There exists ¢ € R such that fo, — fw, o™+ ¢ is a compensation function.
(b) For W € B1(¥), let @ := Dg—PVoor+Torm € B1(Z). Then (P, ¥) € R,.
In other words, there exists u € Gar (®) such that v =pon~t € Go (V).
(¢) Let
R (V) ={P e By(Z): (P, V) € R, },

then for all U, U € B1(¥), R (V) and R (V') are isomorphic.
Before we proceed with the proof of the Theorem 26, let us establish two rela-
tively simple facts.
Lemma 27. The following holds:
(a) For every f € C(Z'), g € C(¥) and any v € Mg(¥)
/ P(f+gom, 7r)d1/:/ P(f, ﬂ')dl/Jr/ gdv.
% %

2
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(b) If f € C(X') is such that for every v € Mg(¥)

/ P(f, 7)dv =0, (10)
&
then f is a compensation function.

Proof. (a) Applying the relativized variational principle first for v and f + g o,
and then for v and f one has

h(y)—i—/@P(f—kgow, ) dy = sup {h(u)+/%fdu+/%gowdu}

HEM (X ): por—t=v

= sup {h(u)Jr/ fdu}Jr/ gdv
PEMp (X ): por—1=v x 24

h(u)—i—/@/ P(f, ) dl/—l—/@gdu,

and the result follows.
(b) Suppose f € C(Z") is such that (10) holds for any v € Mg(#'). Take an
arbitrary g € C(#/). Then

Pirtgomy= s dng+ [ (4goman

REMT (X))

= sup sup {h(u)-i—/ fdu+/ gdu}
vEMg(Y) peMp (X ):por—1=v x &

= sup {h(l/)+/ P(f, 7r)d1/+/ gdu}
veEMs(¥) 28 2

N ueJS\/tiI)(@){h(y) " /@/gdy} =

Hence, f is a compensation function. O

Proof of Theorem 26. (a) Since (g, ¥g) € Ry, one can find u € G4 (Pg) and
v € G (¥y) such that v = pon~!. Let p be an arbitrary translation invariant
measure on %, and let us compute the relative entropy density i(p|v). In fact we
can do so in 2 ways. First of all, we can use the Gibbs variational principle for v
and ¥y (Theorem 21), and secondly, since v is a fuzzy image of i, we can use the
result of Theorem 19. Therefore

i(p]v) = Pa(fuy) — hlp) — /@ fao dp
= Po(fog) =hp) = [ Plfay. ) dp

Finally, the previous equality implies that for

FZf@O—fWUOW_P%(f¢o)+P@(f\Po))
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we have

/ P(F,m)dp=0 (11)
22

for any p € Mg(#), and hence F' is a compensation function by previous lemma.

(b) The proof of this statement is completely analogous to the proofs of [2]
and [24, Corollary 3.3]. Let (®g, ¥g) € Rr. Then F = fo, — fe, om +cis a
compensation function for some c¢. Suppose ¥ € B1(#'). We have to show that
® =Dy — PUyonm+ o is such that (P, ¥) € R,, i.e., for some (and hence all)
p € Ga(P), v = pom ! is a Gibbs measure for ¥. Note that for any ¢ € R, ®
and ® + ¢ are physically equivalent, and hence define the same simplexes of Gibbs
measures. Hence, p € G2/ (® + ¢). Take ¢ € R such that F' = fo, — fo,om+cis a
compensation function. Therefore

Po(fu) = Por(P+ fuom) =k + [ Fdu [ foormdn

= sup {h()\)—i-/ Fd)\—l—/ f\pO’le)\}
AEMp (X ): Ao~ l=pomr—1 X X

= h(A d\ d
)\EMT(;I)I:p)\Oﬂl_V{ ( ) - /5{ " } * »/@/ f\ll Y
= h(v) + /@ P(F, m)dv + A}/ fodv="h{v)+ /@ fodv,

where we have used the variational principle for u, the relative variational principle
for v and F', and finally, the equality (11). The previous equality shows that v is an
equilibrium state for fg, and hence by the variational principle, v is also a Gibbs
state for .

(c) The fibre isomorphism was first observed in [2] in d = 1 with the transfor-
mation given by

Re(T) = Re(V): @5 D —Tor+ T o,

Part (b) establishes that the same map works in any dimension. O

6. CONCLUDING REMARKS AND OPEN PROBLEMSX

6.1. Identification of potentials of fuzzy Gibbs measures. Suppose p is a
Gibbs measure on 2~ for a known potential ® € B1(2"), and let v = pon~ 1. Isv
a Gibbs measure? And if so, can one identify the potential ¥ for v? Let us assume
that @ is such that P(fs) = 0, and we will be looking for a potential ¥ € B,(%)
with P(fy) =0 as well.

In the preceding sections we showed that v is an equilibrium state for P(fe, 7)(y).
Moreover, in the case, v is Gibbs for some ¥

/ P(fa 7)(y)pldy) = / Fuw)o(dy) (12)
W @
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for any translation invariant measure p. Note that P(fg, 7) : & — R is “severely”
discontinuous. On the other hand, (12) implies that for any p € Mg(#') one has

/ P(fa. 7)(y)p(dy) = / Fow)p(dy), (13)
W @

where

if the limit exists, and say oo, if the limit does not exist. Note that by ergodic
theorem, f3 (y) is well defined on a total probability set and is an invariant function.
Hence, for Gibbs v and for every p € Mg (%)

P(fe, m)(y) = fa(y) for p-aa yeY.

The relative pressure P(fg, 7) was defined as an upper limit. If we introduce

P*(fe, m) = lim |A—l|log Z sup exp(Z f(Tka:))

n—oo _
. — TE|T
Ty TET =Yy [ An] keEA,

provided the limit exists, and P*(fg, ) = +00 otherwise, then a slightly stronger
statement is true.

Theorem 28. Measure v = pon 1, u € G4 (®) with P(fs) = 0 is a Gibbs measure
for potential ¥ € B1(%), P(fv) =0, if and only if

P*(fo, m)(y) = fo(y) forallye .
Proof. Define a local entropy of v at y € % as

n—oo

. 1
h(v, y) = lim —mlogu([yAn]),

provided the limit exists. It is not very difficult to see that h(v, y) exists if and
only if P(fs, 7)(y) exists. Similarly, since v is Gibbs for ¥, h(v, y) exists if and
only if f3 (y) exists. Hence, the statement follows. O

6.2. Open questions. The problem of finding necessary and sufficient conditions
for v = po w1 to be Gibbs in terms of potential and the fuzzy factor map ,
remains open. Some indications how these conditions should look like is given in
[21]. However, at the present moment this question is far from being resolved. One
would also like to have a practical test for Gibbsianity of a transformed measure
which covers most of the known examples.
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