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The scientist is not a person who gives the right answers,
he is one who asks the right questions.

– Clause Levi-Strauss (French Philosopher, 1908 – 2009)

We have to abandon the idea that schooling is something
restricted to youth. How can it be, in a world where
half the things a man knows at 20 are no longer true at
40 – and half the things he knows at 40 had not been
discovered when he was 20?.

– Arthur C. Clarke (English Writer of science fiction, 1917 – 2008)

The secret of success in life is for a man to be ready for
his opportunity when it comes.

– Benjamin Disraeli (England’s prime minister, 1804 – 1881)

Some men give up their designs when they have almost
reached the goal; while others, on the contrary, obtain
a victory by exerting, at the last moment, more vigorous
efforts than ever before.

– Herodotus (Greek Historian, 484 BC – ca. 425 BC)

A mis padres
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1
Introduction

On a typical clear night in the north of Chile, like the one captured in Fig. 1.1, it
is possible to see in the sky above the Atacama desert an elongated dark cloud

covering a bright kind of bulge, surrounded by countless stars. This white and fuzzy
bulge, simply appreciated with the naked eye, is the center of our Galaxy, the Milky
Way (translation of the Latin Via Lactea). As described in the original picture∗,
taken by Stéphane Guisard (in his work Los Cielos de Chile), Fig. 1.1 shows the
Southern Cross and Coal bag in the far top right corner, and the Galactic Center,
Scorpius and Sagittarius constellations in the middle of the picture. The dark lane
obscuring the Galactic center is formed by numerous clouds of interstellar gas and
dust found in the spiral arms and bar of the Galaxy (e.g., Churchwell et al., 2009).

Figure 1.1: The Southern Hemisphere Milky Way and Echinopsis Atacamensis (cactus specie) with
the rich Galactic center in the middle of the picture, as seen in the sky above San Pedro de Atacama, in
the north of Chile. This is a 2 minute one-shot image taken with a digital camera by Stéphane Guisard,
for his work Los Cielos de Chile.

∗ http://www.astrosurf.com/sguisard/Pagim/Milky-Way-Echinopsis-Atacamensis.html



2 CHAPTER 1. INTRODUCTION

The center of the Milky Way (MW) is seen nearly edge-on from the Earth, since
the Galactic plane is inclined by about 60 degrees to the ecliptic (the plane of the
Earth’s orbit). Therefore, all the interstellar medium that fills the Galactic disk,
obscures the bright Galactic center and the light emitted from stars that lie within
the Galactic plane. Indirect methods, and observations at other wavelengths than
the visible region of the spectrum (e.g., mm and sub-mm wavelengths, infrared,
and X-rays), are required to study the center of the Galaxy.

Estimates of the motions of material around the Galactic center suggest the
presence of a compact object of very large mass at the center of the MW (e.g., Jones
& Lambourne, 2004, and references therein). The Galactic center is commonly
considered to be demarked by the radio source Sagitarious A∗ (Nord et al., 2003).
This source has recently been confirmed to be a supermassive black hole using
X-ray observations (e.g., Aharonian et al., 2008, and references therein).

Most galaxies are believed to have a supermassive black hole at their center
(e.g., Blandford, 1999), and they show different levels of brightness, star formation
activity and accretion rates of matter into their black holes. However, the MW is
less bright and active than many other galaxies undergoing strong star formation
activity and emitting large amount of non-thermal radiation from their nuclear re-
gions (e.g., Robson, 2004; Carroll & Ostlie, 2006). This can be interpreted as either
the MW has already gone through an episode of strong star formation and accre-
tion activity, and that nowadays is in a rather quiet state, or that it will eventually
become more active in the future. Intense star formation, black hole accretion and
the coalescence of active galactic nuclei are crucial phases in galaxy evolution. Dif-
ferent types of active galaxies and their connection with star formation activity are
briefly described in Sec. 1.4.

The irradiation by UV and X-ray photons, as well as other thermodynamical
processes (e.g. turbulence and shocks) occurring in the star forming regions and
near the center of active galaxies, drive the excitation of atomic species, as well
as the formation of several molecules (cf., Maloney et al., 1996; Martin-Pintado
et al., 1997; Hollenbach & Tielens, 1999). Studies of atomic and molecular emission
triggered by these processes can advance our understanding of the interaction (and
feedback) of these processes in galaxy centers, and the impact that they have on
the (mostly dense, molecular) interstellar medium and star forming gas.

Most interstellar molecules are detected by spectroscopic analysis (see Secs. 1.1
and 1.2) that measures absorption or emission at radio, (sub-)millimeter and mi-
crometer (IR) wavelengths, rather than those corresponding to visual light. Single-
dish and interferometer, (sub-)millimeter and IR facilities, both ground- and space-
based, provide a wealth of new data. These observations reveal a wide range of
physical conditions ranging from the cold, pre-collapse stage, where key molecules
are depleted onto grains, to warmer, more evolved phases where ices evaporate
and drive a rich chemistry (see Sec. 1.3).

High spatial resolution observations of Galactic star-forming regions (e.g., Orion
Nebula, M17, S140) and the Galactic center are particularly important since molec-
ular clouds of the size of maps (∼ 3 × 3 pc2) recently reported (e.g., Kramer et al.,
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2004; Pérez-Beaupuits et al., 2010) will be resolved spatially by ALMA∗, at the dis-
tance of nearby galaxies like the prototypical Seyfert NGC 1068 (∼ 14 Mpc away).
As such, star-forming regions in our own Milky Way can serve as a direct compar-
ison for such regions in active galaxies that will become observable with ALMA in
the coming years.

The following sections describe the main theoretical tools applied in the studies
presented in this thesis. They are meant to give the casual reader the basic knowl-
edge needed to understand the purpose of the observations performed, and for
the interpretation, analysis and modelling of the data reported. A comprehensive
introduction to each particular study is given in the respective chapters.

1.1 Spectroscopy: a powerful diagnostic tool

Atomic and molecular line observations are of great importance in astrophysics.
They show the existence of certain chemical compounds in the interstellar medium
(ISM). Several reaction chains have been proposed as the origin for the observed
molecular species like [N II],[C I],12CO, and HCN (e.g., Turner & Ziurys, 1988;
Herbst, 2005, and references therein). Atomic and molecular lines can be used
to probe the physical conditions of the ISM.

The density and the temperature of the interstellar gas are quantities that must
be known for any succesful modelling. These two parameters influence differently
the chemistry of molecular clouds, which introduces uncertainties in the interpreta-
tion of the measurements. These uncertainties can be reduced by observing several
species or several transitions of a single species.

The intensities of the emission lines obtained with a spectrometer correspond
to a measure of the number of molecules in, say, each rotational state (level popu-
lation). By seeing how the molecules are distributed among the rotational energy
states, so the relative intensity of the different emission lines, the temperature and
density of the gas can be deduced. The sum of all the level populations, which
can often be deduced from observations of just a few lines, gives the total number
of molecules along the line of sight (the column density). Using observations of
several emission lines, the temperature, density and column density of the gas can
be estimated with radiative transfer algorithms (e.g., Hogerheijde & van der Tak,
2000; Poelman & Spaans, 2005, 2006; Elitzur & Asensio Ramos, 2006; van der Tak
et al., 2007). The Doppler shift and shape of spectral lines yield information about
the motions of the gas.

1.2 Radiative transfer

The essential physical ideas behind radiative transfer can be showen through the
problems related multi-level line formation. The formulation discussed here fol-
lows the prescription given by Rybicki (1984), with some additional contributions

∗ http://www.almaobservatory.org/
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inspired by Rybicki & Lightman (1986) and Kutner (1984). Further information and
treatment of more complicated cases can be found in, e.g., Chandrasekhar (1950);
Kourganoff (1952); Sobolev (1963); Rybicki (1972); Mihalas (1978); Kalkofen (1984);
Rohlfs & Wilson (2004), and references therein.

Solutions of the multi-level line formation problem allows one to infer the num-
ber of molecules in the levels involved in the transitions of interest (i.e., the level
populations). In general the excitation and radiative transfer are strongly coupled
and special methods are needed in order to solve the system of coupled equations
(e.g., Stutzki & Winnewisser, 1985; Hogerheijde & van der Tak, 2000; Juvela et al.,
2001; Poelman & Spaans, 2005, 2006; Elitzur & Asensio Ramos, 2006; van der Tak
et al., 2007; Hegmann et al., 2007).

In the excitation calculations it is assumed that the level populations respond
mainly to the temperature and density in the ISM. Generally two sources of exci-
tation are considered: (1) the kinetic energy of the gas, to which the molecules
are coupled by collisions, and (2) a radiation field like line emission (photon trap-
ping) and background continuum (IR pumping), to which the molecules are coupled
by the emission and absorption of photons. The level of excitation of a particular
species is determined by the relative coupling to these sources.

1.2.1 Equations of statistical equilibrium

In the multi-level line formation it is assumed that the net transition rate out of
each level is balanced by the net transition rate into that level. This leads to the
equations of statistical equilibrium for a multi-level molecule. For each bound level
i, with population ni, and energy Ei, there is an equation of the form

ni
∑
j

Rij =
∑
j

njRji, (1.1)

where the sums are over all other bound levels j. The rate coefficients Rij from
level i to level j are given by

Rij =

 Cij +BijJ
t

ij +Aij , Ei > Ej ,

Cij +BijJ
t

ij , Ei < Ej .
(1.2)

The total collision rate coefficient Cij (per molecule in state i) is usually assumed
to be governed by H2, the most abundant interstellar molecule. This coefficient
settle the coupling between the excitation and the kinetic energy of the gas, and is
defined as Cij = n0〈vσij(v)〉, where n0 is the number density (cm−3) of the collision
partner, v is the speed (cm s−1) of the colliding particle and σij(v) is the collision
cross section (cm2) for a transition from the state i to the state j. These cross sec-
tions are very important for the excitation calculation, but theoretical and empirical
values are available only for the simpler interstellar molecules. The 〈〉 indicates an
average over the velocity distribution of the colliding particles, thus introducing
the dependence of the excitations on the kinetic temperature (Tk) of the gas. The
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product 〈vσij(v)〉 is the parameter usually given in atomic and molecular databases
(e.g., the LAMDA∗ database; Schöier et al. 2005).

1.2.2 The radiation field

The coupling to the radiation field is governed by the Einstein coefficients, Aij
and Bij . The spontaneous emission rate is given by the A-coefficient while the
rates of stimulated emission and absorption are given by the product between the

corresponding B-coefficient and the integrated mean intensity J
t

ij defined by

J
t

ij =
1

4π

∫
dΩ
∫ ∞

0

ϕij(ν)Itij(ν)dν, (1.3)

where Itij(ν) = Itji(ν) is the total monochromatic specific intensity or brightness
and ϕij(ν) is the line profile function at frequency ν for the line connecting levels
i and j, ∆ is the characteristic width, ϕ(ν) = 1

∆φ(x), where φ(x) is a dimension-

less line profile function, and x is the dimensionless frequency variable x = ν−νij
∆ .

Here νij is the line center frequency, which is equal to the rest or comoving frame
frequency.

The total monochromatic specific intensity for the ij line (Ej > Ei) is obtained
from the equation of radiative transfer, which can be writen (in the fixed observer’s
frame) as

dIt(ν)
d`

= −κ(ν)It(ν) + j(ν), (1.4)

where ` is the distance measured along the ray, with the line emission coefficient
j(ν) and the absorption coefficient κ(ν). The absorption coefficient κ(ν) contains
all the information about the intrinsic properties of the absorbing material the ra-
diation must pass through.

1.2.3 The optical depth and source function

The dimensionless monochromatic optical depth τν is defined by the absorption co-
efficient as dτν = −κ(ν)d`. A medium is said to be optically thick when τν integrated
along a path through the medium satisfies τν > 1. When τν < 1 the medium is said
to be optically thin. In an optically thin medium a photon of frequency ν can tra-
verse the medium without being absorbed. Whereas in an optically thick medium
the average photon of frequency ν cannot traverse the entire medium without being
absorbed.

Dividing the transfer equation (1.4) by κ(ν) we have

dIt

dτν
= It − S. (1.5)

where the line source function S ≡ j(ν)
κ(ν) = njAji

niBij−njBji is defined as the ratio be-
tween the emission coefficient and the absorption coefficient.

∗ http://www.strw.leidenuniv.nl/ moldata/
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1.2.4 Solving the radiative transfer equation

By expressing the intensity along a ray as a function of τν , we can integrate equa-
tion (1.5) to give the formal solution for the total intensity It at a given point, in a
given direction, and at a given frequency

It = Ibe
−τνb +

∫ τνb

0

e−τ
′
νS(τ ′ν)dτ ′ν . (1.6)

Here the optical depth scale is defined to be zero at the point where It is evaluated
and to increase backwards along a ray to the boundary b of the medium, where it
equals τνb and where there is an incident radiation field Ib.

As a reasonable first approximation, it is common to consider S(τν) independent
of the position in the medium. That is, the source function S does not depend on
τν , so it can be taken out of the integral. This assumption leads to the simple form
of equation (1.6)

It = Ibe
−τνb + S(1− e−τνb) = S + e−τνb(Ib − S), (1.7)

which describes the specific intensity at any frequency. In radio and (sub)mm as-
tronomy we are interested in the difference between a line intensity and the back-
ground continuum source (e.g. HII regions at centimeter wavelengths and the cos-
mic background radiation at millimeter wavelengths). Then, by substracting Ib in
(1.7) we get the line intensity as

∆I = (S − Ib)(1− e−τνb), (1.8)

from where it is clear that if S−Ib > 0 we have an emission line, and if it is negative
then we have an absorption line.

Equation (1.2) implies a system of L homogenous coupled linear equations,
which in turn are coupled to the radiative transfer problem by the source func-
tion. The common numerical approach to solve this system of equations is an iter-
ation scheme called lambda-iteration, in which one starts with an initial guess for
the population densities (which give the corresponding source functions), obtained
from some limiting case (e.g., thermal equilibrium), and then alternate between
the statistical equilibrium equations (1.2) and the radiative transfer equations (1.6)
until convergence is reached. The difficulty with these iterations lies in the coupled
nature of the source function S.

1.3 Astrochemistry

Spectroscopy allows to determine the chemical composition of the ISM. Astrochem-
istry gives hints on how the chemical composition may vary, and how it may affect
the evolution of the ISM. The chemical composition depends mostly on the density,
the temperature, the radiation field and the elemental abundances of the gas. Since
the chemical composition varies on astrophysical time scales, astrochemistry can
eventually be used to determine cloud ages.
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Numerous atoms and molecules tracing different gas chemistry have been de-
tected in nearby galaxies (e.g., Henkel et al., 1987; Nguyen-Q-Rieu et al., 1991;
Martín et al., 2003; Usero et al., 2004; Baan et al., 2008). These studies have shown
that chemical differentiation, usually observed within Galactic molecular clouds, is
also seen at larger scales (∼ 100 pc) in extra-galactic environments.

Besides density and temperature, the chemistry of the gas is driven mainly by
the intensity (or energy) of the impinging radiation field, or by mechanical pro-
cesses like turbulent dissipation and shocks (e.g., Loenen et al., 2008). The ISM
irradiated by Far-UV photons (6 − 13.6 eV) emitted by O and B stars is charac-
terized by emission of atomic and molecular lines typical of a photon-dominated
region (PDR) (e.g., Hollenbach & Tielens, 1999; Kaufman et al., 1999; Meijerink &
Spaans, 2005). PDRs are commonly found in Galactic molecular clouds (e.g. Orion,
M17SW, S140) and in galaxies with strong star formation activity (starbursts; see
Sec. 1.4.1).

On the other hand, the chemistry driven by hard X-ray photons (> 1 keV) emit-
ted during the accretion proccess in the proximity of active galactic nuclei (AGNs;
see Sec. 1.4), corresponds to that of an X-ray Dominated Region (XDR) (e.g., Mal-
oney et al., 1996; Lepp & Dalgarno, 1996; Meijerink & Spaans, 2005). These high
energy photons can also be emitted by X-ray binaries (e.g., Barnard et al., 2008,
and references therein), and other stellar sources of X-rays where XDRs can be
expected as well (see Chap. 7).

Depending on the radiation field and density of the gas, the abundance of some
species can be enhanced or suppressed (e.g., Meijerink & Spaans, 2005; Meijerink
et al., 2007). Different atomic and molecular lines, and their role as diagnostic
tools, are discussed in the next sections.

1.3.1 Atomic lines

Since the gas phase cools mainly via the atomic fine structure lines of [O I], [C II], [C
I], as well as the many 12CO rotational lines, (e.g., Kaufman et al., 1999; Meijerink
& Spaans, 2005), these species are very important diagnostics for the cooling of
the ISM in Galactic star forming regions, the Milky Way as a galaxy, and external
galaxies up to high redshifts (e.g., Fixsen et al., 1999; Weiß et al., 2003; Kramer
et al., 2005; Bayet et al., 2006; Jakob et al., 2007).

PDRs are characterized by strong emission in the fine-structure lines of [C I]
609 µm, [C II] 158 µm and [O I] 63 µm; rotational lines of 12CO; ro-vibrational
and pure rotational lines of H2; many H2O lines, as well as many broad mid-IR
features associated with Polycylic Aromatic Hydrocarbons (PAHs) (e.g., Tielens &
Hollenbach, 1985; Hollenbach & Tielens, 1999; Kaufman et al., 1999; Meijerink
& Spaans, 2005; Poelman & Spaans, 2005, 2006). On the other hand, the fine-
structure lines [Si II] 35 µm, the [Fe II] 1.26, 1.64 µm, as well as the 2 µm ro-
vibrational H2 transitions are also bright in XDRs (e.g., Lepp & Dalgarno, 1996;
Maloney et al., 1996; Meijerink & Spaans, 2005; Meijerink et al., 2007).

The atomic lines Hα, Hβ, [N II] [O I], [O III], [Ne II], [Ne V], [S II], and [S III], and
flux ratios between them, have been used to characterize different kinds of active
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galaxies and sources of excitation (e.g., Veilleux & Osterbrock, 1987; Moorwood
et al., 1996a; Spoon et al., 2000; Armus et al., 2006; Brandl et al., 2006; Farrah
et al., 2007, and references therein). A brief description of active galaxies, in par-
ticular Seyferts and starbursts, is given in Sec. 1.4.

Galaxies with an AGN have typical [Ne V]/[Ne II] line flux ratios of 0.8− 2, and a
[O IV]/[Ne II] flux ratios of 1− 5 (e.g., Sturm et al., 2002; Armus et al., 2004). On the
other hand, starburst galaxies have a strict upper limit < 0.01 for the [Ne V]/[Ne II]
flux ratios, and 0.01 − 0.2 for the [O IV]/[N II] flux ratios (e.g., Sturm et al., 2002;
Verma et al., 2003).

Low ionization lines (e.g., [Ne II] or [Si II]) tend to be enhanced in shocks (Voit,
1992). A line flux ratio [Ne II]/[Ne III] ≥ 10 is expected to be found in shocks as well
(Binette et al., 1985).

1.3.2 Molecular lines

In astrophysics it is considered that molecules can form, under nonequilibrium con-
ditions, in four separate schemes: shock-front chemistry, surface chemistry on dust
grains, circumstellar chemistry, and gas-phase chemistry (which involves radiative
association, ion-molecule reactions, dissociative recombination and neutral-neutral
reactions). A detailed description of molecules in space, and the four basic schemes
of interstellar chemistry, can be found in (e.g., Turner & Ziurys, 1988; Herbst, 1999,
2005, and references therein). Molecules can be rotationally and vibrationally ex-
cited, besides the electronic excitation common to atoms. Since excited rotational
states have typical energy levels of 1 − 100 K, vibrational states several 103 K and
electronic states 5 × 103 − 105 K, observation of molecules opens the possibility to
probe a wider range of interstellar excitation conditions than using atoms.

The most abundant molecule in the universe after H2 is 12CO (carbon monoxide).
It has a non-zero dipole moment and its different transitions are triggered mainly
by collisions with H2. Therefore, it has extensively been used as a tracer of molec-
ular gas and mass in Galactic and extra galactic sources (e.g., Scoville & Sanders,
1987; Tennyson, 2005). Other molecular tracers like 13CO and C18O are usually
optically thin, and have been used to estimate the total 12CO and H2 column densi-
ties in Galactic molecular clouds, assuming typical [12CO]/[13CO] or [12CO]/[C18O]
abundance ratios (e.g., Stutzki & Guesten, 1990; Kramer et al., 2004).

Since cold and dense gas is turned into stars under the influence of gravity,
tracing the dense regions of molecular clouds and galaxies is one of the most im-
portant tasks in modern astronomy. Rotational transitions of molecules (observed
at mm and sub-mm wavelengths) are especially important when studying cold and
dense molecular clouds (Kutner, 1984). Molecular tracers, usually excited by colli-
sions with H2, He and electrons, are used to probe temperatures, densities, velocity
fields and other insterstellar physical parameters in dense interstellar regions as
described above. In this, elemental abundances can be quite different compared to
Galactic molecular clouds, e.g., larger than 2 − 4 solar in Quasars, or sub-solar in
the Large and Small Magallanic clouds.
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Some of the most common high density tracers are CN, CS, HC3N, HCO+,
HCN and HNC, and each of them traces somewhat different dense regions due
to their different critical densities and energy levels. This work gives special at-
tention to HCN, HNC, CN, and HCO+, to study the dense regions in the centers
of active galaxies. They are thought to be good tracers of AGN-driven interstellar
clouds, according to, e.g., Phillips & Lazio (1995); Kohno et al. (2001); Aalto (2004);
García-Burillo et al. (2004); Usero et al. (2004); Aalto et al. (2007b), and references
therein.

Other molecules can be used as thermometers (e.g., NH3, CH3CN, CH3C2H, and
mid- and high-J 12CO lines). However, these often give discrepant temperatures for
the same cloud due to their chemistry being affected by different temperatures and
density conditions (i.e., gradients). This means that they likely do not sample the
same regions inside the cloud. For instance, CH3CN is often found in the warm
and dense core of a cloud, while CH3C2H is found in the cooler and less dense halo
surrounding the core.

High speed shocks (> 20 km s−1) can be traced through emissions of the SiO
molecule from sputtered grains (e.g., Lada et al., 1978; Martin-Pintado et al., 1997;
Usero et al., 2006), while the NS/CS, SO/CS and HCO/H2CO line ratios are expected
to be good tracers of low speed shocks (10−20 km s−1) in hot cores (Viti et al., 2001).

1.4 Active galaxies and active galactic nuclei

A galaxy is considered ordinary if it shows a spectrum dominated by thermal emis-
sion and a spectral shape corresponding to a composite of black-body radiation
(with a maximum usually in the visible or near-IR region of the spectrum) emitted
by billions of stars, interstellar gas and dust. Active galaxies instead show signifi-
cant contribution to its overall luminosity (or energy output) by some process other
than thermal emission, which is mainly associated with synchrotron radiation (Car-
roll & Ostlie, 2006). Usually they exhibit higher luminosities (& 10× LMW

∗) than a
normal galaxy, emitted mainly from their central regions. Depending on the type of
active galaxy, its emitted energy can be observed in the infrared, radio, UV, X-ray
and gamma-ray regions of the electromagnetic spectrum. Due to this particular
feature, simultaneous observations in a multi-wavelength manner are useful to fol-
low the behaviour of active galaxies, as it changes on short (from weeks to months)
timescales.

There are several different, and often overlapping, classes of active galaxies:
e.g., Seyferts, Markarians, Radio Galaxies, Quasi-Stellar Radio Sources (Quasars),
Quasi-Stellar Objects (QSOs), Starbursts (SBs), and Radio-Loud Quasars. A de-
tailed description of these, and other type of active galaxies, can be found in, e.g.,
Robson (2004); Carroll & Ostlie (2006).

What most active galaxies have in common is an Active Galactic Nucleus (AGN).
The generally accepted model of an AGN (Fig. 1.2) assumes the presence of a su-
permassive black hole of between 106 and 109 M� located at the center of the

∗ where LMW is the luminosity of the Milky Way ∼ 2× 1010 L�
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Figure 1.2: Schematic of an Active Galactic Nucleus and the interpretation of the unification theory.
source: http://cassfos02.ucsd.edu/public/tutorial/AGN.html

galaxy. A torus of gas and dust, obscuring the central part of the galaxy, feeds
the black hole through a flat accretion disk of dense material. Large amounts of
gravitational energy are frequently released from the accretion disk in the form of
powerful outflowing jets of hot plasma. This model of galaxy nuclei suggests that
the differences observed between different types of active galaxies are simply a
consequence of different viewing angles and different accretion rates – this is the
unification theory of active galaxies. In contrast to the widely accepted view of
a homogenous obscuring torus, recent high resolution observations and hydrody-
namical simulations suggest that the nuclear obscuration may be due to a rather
clumpy and filamentary molecular/dusty structure (e.g., Sánchez et al., 2009; Wada
et al., 2009).

Many Seyfert galaxies (e.g. the prototypical Seyfert 2 galaxy NGC 1068) have
circumnuclear starburst and hidden nuclear (within a few hundred parsecs from
the center) starburst activity (e.g., Imanishi, 2002, 2003; Rodríguez-Ardila & Vie-
gas, 2003). On the other hand, deeply buried AGNs have been found in many origi-
nally classified as starburst galaxies, like the exotic NGC 4945 (e.g., Marconi et al.,
2000; Brusa et al., 2010). It has been argued that the AGN type could be discrim-
inated not only by the viewing angles but also by the evolution and morphology of
the circumnuclear starbursts (e.g., Umemura et al., 1999; Hunt & Malkan, 2004).
However, it is not clear whether a specific relationship exists between AGN mass
accretion and starbursts at various scales. What is understood is that intense star
formation, black hole accretion and the coalescence of active galactic nuclei, like
Arp 220, are crucial phases in galaxy evolution. Therefore, a brief description of
Seyfert galaxies and starbursts is given in the next section.
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1.4.1 Seyfert galaxies and Starbursts

Seyfert galaxies are mostly spiral galaxies with a tiny core that is about ten times
more luminous than the whole Milky Way. Their brightness can fluctuate on time
scales of about one month, and their spectra show broad forbidden emission lines
(e.g., [O II], [O III], [N II], [Ne III], [S II], [S III]) corresponding to highly ionized gas.
Seyfert galaxies also show strong emission in the infrared, ultraviolet, and X-ray
spectral regions, whereas only less than 5% are radio loud (e.g., Seyfert, 1943;
Osterbrock & Ferland, 2006).

Seyfert galaxies are first classified only on the spectral shape of the emission
lines. Type 1 Seyferts are viewed mostly face-on and show both narrow and broad
emission lines. Detailed descriptions of a subclassification of type 1 Seyferts can be
found in Robson (2004) and Osterbrock & Ferland (2006). Instead, type 2 Seyferts
exhibit only narrow lines since the broad line region (accretion disk and jets) is
obscured by the surrounding molecular and dusty structure due to their mostly
edge-on viewing angle (Khachikian & Weedman, 1974). Because the obscuring ma-
terial is heated by the absorbed emission, type 2 Seyfert galaxies are also powerful
infrared sources.

Several studies of the circumnuclear ionized regions of Seyferts indicate that
many Seyfert galaxies have circumnuclear starburst regions (e.g., Wilson, 1988;
Taniguchi et al., 1990; Cid Fernandes et al., 2001; Watabe & Umemura, 2005;
Davies et al., 2005; Sani et al., 2010). Other observational studies indicate that cir-
cumnuclear starbursts actually obscure some AGNs (Levenson et al. 2001, 2007;
Ballantyne 2008, and references therein).

Estimates of the age of the most recent episode of star formation in the circum-
nuclear region of the prototypical Seyfert galaxy NGC 1068 (the most luminous
nearby type 2 Seyfert) suggest that its starburst is no longer active (Davies et al.,
2007). This result agrees with an early study of a sample of type 2 Seyferts which
indicates that their near and far-infrared luminosity is dominated by post-starburst
emission (Dultzin-Hacyan & Benitez, 1994).

While ordinary galaxies only produce stars on the order of 1 M� per year, star-
burst galaxies exhibit an exceptionally high star formation rate (between 10 and
300 M� of stars per year) in their central kpc. A galaxy will maintain the un-
dergoing starburst for 108− 109 years, which is much shorter than the evolutionary
timescale of a galaxy (e.g., Carroll & Ostlie, 2006). Since only dense clouds can pro-
vide enough material to form stars, the star-forming regions are deeply obscured
by gas and dust absorbing the UV radiation emmitted by the newly formed stars.
Hence, starburst galaxies show strong emission mainly in the infrared region due
to the re-radiation from the heated obscuring dust. The far-IR properties of Seyfert
galaxies, in particular type 2s, were found to be similar to those of starburst galax-
ies (e.g., Rodriguez-Espinosa et al., 1987). All this observational evidence suggests
a causal and/or physical relationship between AGN and circumnuclear starburst
activity, which is discussed in the next section.
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Figure 1.3: Schematic sequence of starbursts, active galactic nuclei, quasars, and spiral galaxies;
formation and evolution from a merging event between gas-rich galaxies (from Hopkins et al. 2008).
Note that the co-existence and interaction between the (X-ray producing) AGNs and starbursts (phase d
and e) occurs in a relatively short period of time (. 0.5 Gyr) in this scenario.

1.4.2 The AGN-starburst connection

An early study by van Breugel et al. (1985) suggests that some starbursts may be
triggered by radio jets from AGNs. Conversely, Norman & Scoville (1988) showed
in later calculations that a compact central mass can be formed (and grow to a
massive black hole) as a result of mass loss during post-main-sequence stellar evo-
lution in a starburst galaxy. It was also proposed by Norman & Scoville (1988)
that galactic interactions and mergers can form massive central star clusters. This
model follows the generally accepted view, founded by Larson & Tinsley (1978),
that interactions and mergers can trigger starbursts.

Subsequent observations showed that a merger event appears to be a more effi-
cient mechanism to generate starbursts than interactions between galaxies (Bergvall
et al., 2003). Although mergers seem to be needed to create starburst, it is not a
sufficient condition. Dark matter, angular momentum flow and star formation pro-
cesses in general may play an important role as well. Recent simulations by Martig
& Bournaud (2008) indicate that the large-scale tidal field can enhance the merger-
driven star formation activity of galaxies, and is particularly efficient at high (z > 1)
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redshifts. Similarly, many AGN galaxies have interacting companions that can be
the source of fuel for their central black hole (e.g., Carroll & Ostlie, 2006; Ivison
et al., 2008; Koss et al., 2010; Smith et al., 2010, and references therein). Although,
estimates from extinction-corrected [O III] luminosities of a sample of AGNs suggest
that the accretion rate onto the black hole does not depend on the presence or ab-
sence of companions (Li et al., 2008).

All these models, as well as several other observations (e.g., Soltan, 1982;
Magorrian et al., 1998; Ferrarese & Merritt, 2000; Graham et al., 2001; Häring
& Rix, 2004), indicate that most AGNs and intense starbursts must originate from
a common physical process. A plausible scenario considers that starbursts, super-
massive black hole growth, and the formation of red elliptical and sub-millimeter
galaxies (SMGs), are connected through an evolutionary sequence caused by merg-
ers between gas-rich galaxies (e.g., Hopkins et al., 2006, 2008; Tacconi et al., 2008;
Narayanan et al., 2009, 2010). Figure 1.3 shows a schematic sequence of events
and phases in the evolution and formation of SBs, SMGs, QSOs and AGNs. In this
scenario, galactic disks grow mainly in quiescence, with the possibility of secular-
driven bar or pseudo-bulge formation, until the onset of a major merger. A signifi-
cant fraction of Seyferts and low-luminosity quasars is expected to arise from this
secular evolution (Hopkins et al., 2008).

Thus, the SBs and AGNs, producing strong UV and X-ray radiation, seem to be
co-eval. The interaction processes (phase d and e in Fig. 1.3) between these two
sources of energy and activity that dominate the formation and emission of molec-
ular gas, is one of the long-standing issues concerning active galaxies. Galaxies
that show the characteristic properties of both SBs and AGNs seem to be more lu-
minous than normal AGN galaxies (Cid Fernandes et al., 2001). And several efforts
have been made to determine whether the atomic and molecular emission is driven
mainly by the SB or AGN (e.g., Cid Fernandes et al., 2001; Farrah et al., 2003;
Sanders et al., 2004; Sanders & Ishida, 2004; Aalto et al., 2007b,a; Albrecht et al.,
2007; Farrah et al., 2007; Aalto, 2008; Krips et al., 2008).

In order to contribute to these efforts, studies of high density tracers (HCN,
HNC, CN, and HCO+) in a group of Seyfert galaxies (NGC 1068, NGC 1365, NGC 3079,
NGC 7469, NGC 2623), and spectral maps of IR fine-structure lines ([Ne II], [Ne V],
[S II], [S III]) in the nucleus of NGC 4945 are presented in this thesis as well. Ad-
ditionally, diffuse and warm gas ([C I], and mid-J 12CO and 13CO lines), as well as
dense gas (HCN and HCO+ J = 4→ 3 lines) is studied in the Galactic star forming
region M17 SW with high resolution maps. These maps will be useful to compare
to future maps of molecular clouds in the nuclear region of Seyfert galaxies that
will be resolved with ALMA. An spectroscopy analysis of high resolution hydrody-
namical simulations of an AGN torus is also included in this thesis, and the basic
formalism of the simulations is presented in the next section.
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1.5 Hydrodynamic simulations of an AGN

The above sections indicate the interplay between star formation and black hole
growth in galaxy centers from an observational perspective. Three-dimensional ra-
diative magneto-hydrodynamic calculations with high resolution (sub–parsec) and
large dynamic range (e.g., from 100 Schwarzschild radii to 100 pc) are necessary to
construct physical models of the ISM influenced by star formation activity and the
proximity of a supermassive black hole (SMBH). Only a few hydrodynamic studies
of the central tens of parsecs of galaxies have been done so far (Wada & Norman
2002; Wada & Tomisaka 2005; Yamada et al. 2007; Schartmann et al. 2009; Wada
et al. 2009). In this section we present the numerical method (set equations) used,
as background for Chapter 5.

Simulations of the three-dimensional evolution of a rotating gas disk in a fixed
spherical gravitational potential have been performed using a numerical scheme
based on Eulerian hydrodynamics with a uniform grid. This scheme is the same
as that described in Wada & Norman (2001), Wada (2001) and Wada et al. (2009).
These studies of the evolution of the ISM in the inner 100 pc region around a
SMBH take into account self-gravity of the gas, radiative cooling and heating due
to supernovae (SNe) and due to a uniform FUV radiation field. All these features
are summarized in the following equations, which are solved numerically

∂ρ/∂t+∇ · (ρv) = 0, (1.9)

∂v/∂t+ (v · ∇) v +∇p/ρ = −∇Φext −∇ΦBH −∇Φsg, (1.10)

∂E/∂t+∇ · [(ρE + p) v] /ρ = ΓUV (G0) + ΓSN + v · ∇Φ− ρΛ (Tg, fH2 , G0) , (1.11)

∇2Φsg = 4πGρ, (1.12)

where Φ is gravitational potential (Φ ≡ Φext + ΦBH + Φsg) and the specific total
energy E is defined as

E ≡ |v|2/2 + p/ (γ − 1) ρ, (1.13)

with γ = 5/3. A time-independent external potential Φext is assumed and defined
as

Φext ≡ −
√

(27/4)
[
v2

1/
(
r2 + a2

1

)1/2
+ v2

2/
(
r2 + a2

2

)1/2]
, (1.14)

where a1 = 100 pc, a2 = 2.5 kpc, v1 = v2 = 147 km s−1. The potential ΦBH associated

with the central black hole is defined as ΦBH ≡ −GMBH/
(
r2 + b2

)1/2
, where MBH =

1.3×107 M� and b = 1 pc. A rotation curve based on the external potentials Φext and
ΦBH, and the adopted mass distribution with a core radius a1 of 100 pc is shown in
Wada et al. (2009). This estimated curve is roughly consistent with rotation curves
derived from VLTI/Keck observations of nearby Seyfert nuclei (Hicks et al., 2009).
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The hydrodynamic part of the equations is solved by a second-order advection
upstream splitting method (AUSM) based on Liou & Steffen (1993). The Poisson
equation, Eq.(1.12), is solved to calculate the self-gravity of the gas using the Fast
Fourier Transform (FFT) and the convolution method. A grid of 10242 × 512 points,
and a periodic Green’s function, are used to calculate the potential of an isolated
system (Hockney & Eastwood, 1981).

The cooling function Λ (Tg, fH2 , G0) used in the energy equation, Eq.(1.11), is
based on a radiative transfer model of photodissociation regions (PDRs; Meijerink
& Spaans 2005). This cooling function depends on the molecular gas fraction fH2 ,
the intensity of the FUV radiation field, G0, and the gas temperature Tg which
ranges between 20 K and 108 K. For a detailed description of this cooling function
see Wada et al. (2009, their Appendix B).

The low resolution model of Wada et al. (2009), with 2562 × 128 grid points, was
used as input for the XDR chemical model and the 3-D radiative transfer calcula-
tions described in Chapter 5. This cartesian grid covers a 642×32 pc3 region around
the galactic center (giving a spatial resolution of 0.25 pc).

Using these simulations, predictions can be made for ALMA by incorporating
X-ray chemistry (XDRs). Observables, like line maps of 12CO, HCN, and [C I], are
constructed through the use of a 3-D radiative transfer code. As specific applica-
tion, focus is on the distinction between SBs and AGNs through HCN/HCO+ ratios
and very high-J 12CO lines, as well as the X-factor.

1.6 Observatories

Several telescopes (listed below) were used during the last four years and many
observational data were gathered after successful proposals and observing runs.
Not all these data are presented here because some of them were affected by the
bad weather conditions or by instrumental problems found at the time of the obser-
vations. Whereas other data are not conclusive enough to account for a publication
and further observations are planned to complement those data. Nevertheless, the
studies included in this thesis are the most representative ones of all the areas of
astrophysics research I am interested, and that I managed to get involved in, dur-
ing the course of my Ph.D. All the observatories I visited and/or managed to get
data with are:

• the Onsala Space Observatory (OSO∗) 20m telescope at ∼ 23 m altitude in
Onsala, Sweden.

• the Combined Array for Research in Millimeter-wave Astronomy (CARMA†) at
2, 196 m altitude in Cedar Flat, eastern California, U.S.A.

• the Very Large Telescope (VLT‡) at 2, 635 m altitude on the Paranal hill, south
of Antofagasta, Chile.

∗ http://www.chalmers.se/rss/oso-en
† http://www.mmarray.org/
‡ http://www.eso.org/public/teles-instr/vlt/
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• the Institut de Radioastronomie Millimétrique (IRAM∗) 30m telescope at 2, 850 m
altitude in Pico Veleta, Granada, Spain.

• the Submillimeter Array (SMA†) at 4, 080 m altitude at the foot of Pu’u Poli’ahu,
Mauna Kea, Hawaii.

• the James Clerk Maxwell Telescope (JCMT‡) at 4, 092 m altitude at the foot of
Pu’u Poli’ahu, Mauna Kea, Hawaii.

• the Atacama Pathfinder EXperiment (APEX§) telescope at 5, 105 m altitude on
the Chajnantor plateau, Atacama desert, Chile.

• the Spitzer¶ space telescope, in Earth-trailing Heliocentric orbit, at about
124, 078, 174 km from Earth.

1.7 This thesis

In this thesis, several mm and IR spectral observations are used to assess the dom-
inant source of excitation in the nuclear regions of starburst and Seyfert galaxies,
as well as in a Galactic star-forming region. A 3-D hydrodynamical model of an
AGN is studied in order to provide different diagnostics for future high resolution
observations of nearby and high redshift active galaxies.

Outline of the thesis

In Chapter 2 , we estimate and discuss the excitation conditions of HCN and HNC
in a sample of five Seyfert galaxies, based on single dish observations of the
J = 3 → 2 and J = 1 → 0 transitions, and the line intensity ratios between
them. We also observed CN J = 1 → 0 and J = 2 → 1 emission and discuss
its role in photon and X-ray dominated regions.

In Chapter 3 , we use single dish observations of the J = 4→ 3 transition of HCN,
HNC, and HCO+, as well as the CN NJ = 25/2 → 13/2 and NJ = 35/2 → 25/2,
to constrain the physical conditions of the dense gas in the central region
of the Seyfert 2 galaxy NGC 1068 and to determine signatures of the AGN
or the starburst contribution. We estimate the excitation conditions of HCN,
HNC, CN, and HCO+ based on the line intensity ratios and radiative transfer
models. We discuss the results in the context of models of irradiation of the
molecular gas by UV light and X-rays.

∗ http://www.iram-institute.org/EN/30-meter-telescope.php
† http://www.cfa.harvard.edu/sma/
‡ http://www.jach.hawaii.edu/JCMT/
§ http://www.apex-telescope.org/
¶ http://www.spitzer.caltech.edu/
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In Chapter 4 , we map of the central region of NGC 4945 using three of the four
Spitzer-IRS modules (SH, SL and LL). We produce maps of the flux distribu-
tion of the starburst tracers [Ne II], [Ne III], [S III], and [S IV] at 12.81, 15.56,
18.71, and 10.51 µm, respectively, and a map of the AGN narrow-line re-
gion tracer [Ne V] at 14.32 µm. We determine the spatial distribution of ISM
emission and absorption features, which allow to characterize the physical
conditions in the frosty exotic ISM exposed to the hostile radiation from the
circumnuclear starburst and the deeply buried AGN.

In Chapter 5 , we estimate the effects (in terms of chemical abundances and exci-
tation) of X-ray irradiation from an AGN, in the atomic and molecular gas of a
three-dimensional hydrodynamic model of an AGN torus. A three-dimensional
radiative transfer code that uses Monte-Carlo techniques with fixed directions
is adapted to use the 3D hydrodynamical model (temperature, density and
velocity field) as input. A line tracing approach is used to compute line inten-
sities and profiles for arbitrary viewing angles. Several atomic and molecular
diagnostic lines can be tested.

In Chapter 6 , we used the dual color multiple pixel receiver CHAMP+ on the
APEX telescope to obtain a 5′.3 × 4′.7 map of the J = 6 → 5 and J = 7 → 6
transitions of 12CO, the 13CO J = 6 → 5 line, and the 3P2 → 3P1 370 µm fine-
structure transition of [C I] in the nearly edge-on M17 SW nebula. With these
high resolution (7′′−9′′) maps (∼ 3×3 pc2) we constrain the ambient conditions
(using LTE and non-LTE radiative transfer models) and spatial distribution of
the warm (50 to several hundred K) and dense gas (n(H2) > 105 cm−3) across
the interface region of M17 SW.

In Chapter 7 , we probe the ambient conditions and spatial distribution, as well
as the influence of UV and (hard) X-rays, of the difuse (n(H2) ∼ 103 cm−3) and
dense gas (n(H2) > 105 cm−3) towards the core of M17 SW. The dual color
single pixel receiver FLASH on the APEX telescope was used to map a 4.1
pc × 4.7 pc region in emission from the 3P1 → 3P0 609 µm fine-structure
transition of [C I], and the APEX-2 SIS receiver was used to map the emission
from the J = 4→ 3 transition of HCN and HCO+ in a smaller region of 2.6 pc
× 1.3 pc.
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2
HNC, HCN and CN in Seyfert galaxies

– J.P. Pérez-Beaupuits, S. Aalto and H. Gerebro –

Bright HNC 1–0 emission, rivalling that of HCN 1–0, has been found towards
several Seyfert galaxies. This is unexpected since traditionally HNC is a tracer

of cold (10 K) gas, and the molecular gas of luminous galaxies like Seyferts is
thought to have bulk kinetic temperatures surpassing 50 K. There are four possible
explanations for the bright HNC: (a) Large masses of hidden cold gas; (b) chemistry
dominated by ion-neutral reactions; (c) chemistry dominated by X-ray radiation;
and (d) HNC enhanced through mid-IR pumping. In this work we aim to distinguish
the cause of the bright HNC and to model the physical conditions of the HNC and
HCN emitting gas. We have used SEST, JCMT and IRAM 30m telescopes to observe
HNC 3–2 and HCN 3–2 line emission in a selection of 5 HNC-luminous Seyfert
galaxies. We estimate and discuss the excitation conditions of HCN and HNC in
NGC 1068, NGC 3079, NGC 2623 and NGC 7469, based on the observed 3–2/1–0
line intensity ratios. We also observed CN 1–0 and 2–1 emission and discuss its
role in photon and X-ray dominated regions. HNC 3–2 was detected in 3 galaxies
(NGC 3079, NGC 1068 and NGC 2623). Not detected in NGC 7469. HCN 3–2 was
detected in NGC 3079, NGC 1068 and NGC 1365, it was not detected in NGC 2623.
The HCN 3–2/1–0 ratio is lower than 0.3 only in NGC 3079, whereas the HNC 3–
2/1–0 ratio is larger than 0.3 only in NGC 2623. The HCN/HNC 1–0 and 3–2 line
ratios are larger than unity in all the galaxies. The HCN/HNC 3–2 line ratio is
lower than unity only in NGC 2623, which makes it comparable to galaxies like
Arp 220, Mrk 231 and NGC 4418. We conclude that in three of the galaxies the
HNC emissions emerge from gas of densities n . 105 cm−3, where the chemistry
is dominated by ion-neutral reactions. In NGC 1068 the emission of HNC emerges
from lower (< 105 cm−3) density gas than HCN (> 105 cm−3). Instead, we conclude
that the emissions of HNC and HCN emerge from the same gas in NGC 3079. The
observed HCN/HNC and CN/HCN line ratios favor a PDR scenario, rather than an
XDR one, which is consistent with previous indications of a starburst component
in the central regions of these galaxies. However, the N(HNC)/N(HCN) column
density ratios obtained for NGC 3079 can be found only in XDR environments.

Originally published in Astronomy & Astrophysics, Vol. 476, pp 177–192 (2007)
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2.1 Introduction

The hydrogene cyanide, HCN molecule, is commonly used as an extragalactic tracer
of molecular gas with densities n(H2) larger than 104 cm−3 (e.g. Solomon et al.,
1992; Curran et al., 2000; Kohno, 2005). The HCN to CO intensity ratio varies sig-
nificantly, from 1/3 to 1/40 in starburst galaxies, and it has not been determined
whether this variation depends on the dense molecular gas content or on the abun-
dance and/or excitation conditions. In addition, recent results seems to indicate
that HCN may not be an unbiased tracer of the dense molecular gas content in
LIRGs and ULIRGs (Graciá-Carpio et al., 2006). It is essential, therefore, to use
other molecular tracers than HCN, in order to understand the physical conditions
in the dense gas.

A molecule of particular interest, for comparison with HCN, is its isomer HNC.
The detection of interstellar HNC supports the theory of dominant ion-molecule
chemistry in dark molecular clouds. Both species are thought to be created by
the same dissociative recombination of HCNH+. This ion can produce HCN and
HNC, with approximately equal abundances. Models based only on this scheme
would predict then an HNC/HCN ratio ≈ 1. However, the observed HNC/HCN
abundance ratios vary significantly between different kinds of molecular clouds -
the ratio ranges from 0.03 to 0.4 in warm cores (Tk > 15 K), and can be as high as
4.4 in cold cores (Tk < 15 K).

The CN (cyanogen radical) molecule is another tracer of dense gas, with a lower
(by a factor of 5) critical density than HCN. CN is also chemically linked to HCN and
HNC by photodissociations (e.g. Hirota et al., 1999). Surveys of the 1–0 transition
of CN and HNC have been done in order to trace a cold, dense phase of the gas in
luminous galaxies (Aalto et al., 2002). It was found that the HNC 1–0 luminosities
often rivalled those of HCN 1–0. These results seem to contradict the idea of warm
(Tk & 50 K) gas in the centers of luminous galaxies (e.g. Wild et al., 1992; Wall
et al., 1993) whose IR luminosities were suggested to originate from star formation
rather than AGN activity (Solomon et al., 1992).

According to observations in the vicinity of the hot core of Orion KL, experimen-
tal data, chemical steady state and shock models, the HNC/HCN ratio decreases
as the temperature and density increase (e.g. Schilke et al., 1992; Talbi et al.,
1996; Tachikawa et al., 2003). If a bright HNC 1–0 transition line is nevertheless
detected under these conditions, it could be due to the following possible explana-
tions: (a) the presence of large masses of hidden cold gas and dust at high densities
(n > 105 cm−3); (b) chemistry dominated by ion-molecule reactions with HCNH+

at low density (n ≈ 104 cm−3) in regions where the temperature dependence of
the HNC abundance becomes weaker; (c) enhancement by mid-IR pumping, also in
low density regions where the lines would not be collisionally excited; and (d) the
influence of UV-rays in Photon Dominated Regions (PDRs) and/or X-rays in X-ray
Dominated Regions (XDRs) at densities n & 104 cm−3 and at total column densities
NH > 3× 1021 cm−2 (Meijerink & Spaans, 2005).

In the case of CN, observations of its emission towards the Orion A molecu-
lar complex (Rodriguez-Franco et al., 1998) suggest that this molecule is also en-
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Table 2.1: Sample of galaxies a.

Galaxy Seyfert RA DEC vsys Distance b ΩS (CO) c ΩS (HCN) d

[hh mm ss] [◦ ′ ′′] [km s−1] [Mpc] [′′ 2] [′′ 2]

NGC 3079 2 10 01 57.805 +55 40 47.20 1116±1 15.0±1.1 15× 7.5 5× 5
NGC 1068 2 02 42 40.711 -00 00 47.81 1137±3 15.3±1.1 30× 30 10× 10
NGC 2623 2 08 38 24.090 +25 45 16.80 5549±1 74.6±5.4 8× 8 2.6× 2.6
NGC 1365 1.8 03 33 36.371 -36 08 25.45 1636±1 22.0±1.6 50× 50 16.5× 16.5
NGC 7469 1.2 23 03 15.623 +08 52 26.39 4892±2 65.8±4.8 8× 8 4× 6

a) The Seyfert classification, positions (in equatorial J2000 coordinates) and heliocentric radial velocities were
taken from NED.

b) The distances were calculated using the Hubble constant (H0 ≈ 74.37 km s−1 Mpc−1) estimated by Ngeow
& Kanbur (2006).

c) The source sizes of the CO 1–0 transition line were estimated from the maps presented in (Koda et al., 2002)
for NGC 3079, (Schinnerer et al., 2000) for NGC 1068, (Bryant & Scoville, 1999) for NGC 2623, (Sandqvist,
1999) for NGC 1365, and (Papadopoulos & Allen, 2000) for NGC 7469. The source sizes for the J = 2 − 1
transition line were assumed equal to that of the J = 1− 0 line. For NGC 7469, the source size of the CO 2–1
emission estimated from the corresponding map presented by (Davies et al., 2004) agrees well with the source
size estimated for the CO 1–0 line.

d) Source sizes of HCN 1–0 were estimated from the corresponding maps published in Kohno et al. (2000) for
NGC 3079, Kohno et al. (2001) and Helfer & Blitz (1995) for NGC 1068, and Davies et al. (2004) for NGC 7469.
The source sizes of NGC 2623 and NGC 1365 were estimated using proportions found in NGC 1068 (read text
in §3.5). Because of their chemical link, the source sizes of the CN and HNC molecules were assumed the same
as that of HCN. Due to the lack of high resolution maps, the source sizes corresponding to the emission of the
higher transition lines were assumed equal to that of the J = 1− 0 line.

hanced in PDRs, but particularly in XDRs, where a CN/HCN abundance ratio larger
than unity is expected (e.g. Lepp & Dalgarno, 1996; Meijerink et al., 2007).

We have observed low and high transition lines of the HCN, HNC and CN
molecules in a group of Seyfert galaxies, which are supposed to host both sources
of power, AGN and starburst activity, in their central region. Our interest is to
assess the excitation conditions of HCN and HNC, distinguish between the above
possible causes of the bright HNC, and to explore the relation between the CN
emission, XDRs and dense PDRs in these sources.

In Sec. 2.2 we describe the observations. The results (spectral lines, line inten-
sities and line ratios) are presented in Sec. 2.3. The interpretation of line shapes
and gas distribution in the most relevant cases, as well as the possible explana-
tions for the bright HNC and the modelling of the excitation conditions of HCN and
HNC are discussed in Sec. 2.4. The conclusions and final remarks of this work are
presented in Sec. 2.5.

2.2 Observations

We have used the James Clerk Maxwell Telescope (JCMT) in 2005 to observe the
HNC J=3–2 (271 GHz) and the HCN J=3–2 (267 GHz) lines towards a sample of
Seyfert galaxies. The sample consists of five Seyfert galaxies of which two are
Seyfert 1 type and three are considered mainly Seyfert 2. Table 2.1 lists the coordi-
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Table 2.2: Beamsizes & efficiencies.

Transition ν HPBW a ηmb
a Telescope a

[GHz] [′′]

HCN 1-0 88.632 44 28 0.65 0.77 OSO IRAM
HNC 1-0 90.663 55 27 0.74 0.77 SEST IRAM
CN 1-0 113.491 45 22 0.71 0.74 SEST IRAM
CO 1-0 115.271 44 21 0.70 0.74 SEST IRAM
CN 2-1 226.875 23 11 0.51 0.53 SEST IRAM
CO 2-1 230.538 20 11 0.66 0.52 JCMT IRAM
HCN 3-2 265.886 18 9 0.60 0.45 JCMT IRAM
HNC 3-2 271.981 18 9 0.60 0.44 JCMT IRAM

a) The columns are divided in two sub-columns (left : OSO, SEST, JCMT, and right IRAM) indicating the telescope
used to obtain the corresponding parameter. The IRAM 30m telescope was used to observe NGC 3079. The
other sources were observed with the OSO 20m, SEST and JCMT telescopes.

nates of the center positions observed in these galaxies, their sub-classification as
Seyfert galaxies and heliocentric radial velocities, according to the NASA/IPAC Ex-
tragalactic Database (NED) (http://nedwww.ipac.caltech.edu/). The distances were
calculated assuming a Hubble constant of H0 = 74.37 ± 2.27 km s−1 Mpc−1 (Ngeow
& Kanbur, 2006)).

Observations of CN and HNC J=1–0 (90 GHz) were made in 2002 using the
Swedish ESO Southern Telescope (SEST). HCN J=1–0 (88 GHz) data from litera-
ture were also used. The system temperatures ranged between 350 K and 430 K. In
the case of CN J=1–0 (226 GHz) the weather conditions were not so good, making
the system temperature range between 490 K and 760 K. Pointing was checked
regularly on SiO masers and the rms was found to be about 3′′.

For the SEST observations we alternated between a 500 MHz and 1 GHz back-
end, depending on weather. Simultaneous observations with the 1 and 3 mm re-
ceiver were taking place. In addition, the data of the Seyfert galaxy NGC 3079
obtained during the IRAM survey in 2006 is included in this work. We used the
software package XS (written by P. Bergman) to reduce the data and fit the gaus-
sians. Beamsizes and efficiencies are shown in Table 2.2.

2.3 Results

2.3.1 NGC 1068

The molecular line emissions observed in NGC 1068 are shown in Figure 2.1. A
first-order polynomial was used in most cases to correct the baselines, with the ex-
ception of the HCN 3–2 and CN 2–1 spectra, for which a second-order polynomial
was required. The velocity resolution was set to 15 km s−1 for CO and CN, whereas
a 25 km s−1resolution was used for HNC and HCN. These velocity resolutions rep-
resent less than 10% of the line widths. The spectra are centered with respect to
the heliocentric systemic velocity vsys = 1137 km s−1 (from NED).

The J=1–0 and J=2–1 lines of CO show a triple structure where the peaks can
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Figure 2.1: Molecular line emissions in NGC 1068. The velocity resolution was set to 25 km s−1for
HNC and HCN, and to 15 km s−1for CO and CN. The spectra are centered with respect to the heliocen-
tric systemic velocity vsys = 1137 km s−1. Emission from the spiral arms are detected in the CO 1-0 line.
The CO 2-1 line is dominated by the emission coming from the CND. The two main spingroups of CN are
detected in both J=1–0 and J=2–1 transitions. In the CN 1–0 the second spingroup is corrupted by noise
in the spectrum. The two spingroups are blended in the CN 2–1 line. The different line shapes (profiles)
of the HCN and HNC spectra seem to indicate that their emissions emerge from different regions.
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Table 2.3: NGC 1068 line parameters.

Transition Gaussian V T∗A ∆V

Component [km s−1] [mK] [km s−1]

CO 1-0 1 1007± 1 225.2±14.9 58± 3
2 1100± 3 265.1± 3.8 156±11
3 1234± 2 215.3±10.8 96± 4

CO 2-1 1 1007± 2 206.8±32.5 63± 9
2 1121± 4 529.3± 8.8 179±16
3 1245± 3 222.7±37.8 81±10

CN 1-0 1 1001±23 12.8±13.2 94±42
2 1091±68 19.4± 4.7 154 a

3 1213±32 15.6± 9.5 136±54
4 1946±26 8.3 b 154 a

CN 2-1 1 1093± 9 10.4± 0.9 154±66
2 1289±14 6.2± 0.9 154 a

HCN 3-2 1 1103± 7 48.7± 2.4 275±17

HNC 1-0 1 1073±13 9.7± 1.8 114±30
2 1268±20 6.7± 1.5 170±62

HNC 3-2 1 1071± 9 12.9± 1.8 134±23
2 1250±24 3.7± 2.5 70±58

a The line widths were set to the value found in the main component of the CN 2–1 line.

b In order to avoid the effect of the artefact in the backend, the intensity was locked to the value expected for
this spingroup.

be attributed mainly to the bars and the spiral arms, as described by Helfer & Blitz
(1995).

We detect two of the main spingroups of CN 1–0: the 1–0 (J = 3/2 – 1/2, F = 5/2 –
3/2) line at the center of the spectrum, and the 1-0 (J = 1/2 – 1/2, F = 3/2 – 3/2) line
shifted 856 km s−1 to the right. This spectrum shows three components as well,
however they are hard to distinguish due to the blending. In fact if we freely fit
three gaussian components, the uncertainties of the center velocity, amplitude and
line width are about 100% or larger. Instead, if we set the line width of the central
component to 154 km s−1 , which corresponds to the line width found for the CN
J=2–1 line as described below, we get reasonable values. Only the first gaussian
component shows high uncertainties in the amplitude and line width. Since the
beam sizes of the CN and CO molecules are similar at the frequencies of the J=1–0
lines, we think that both beams pick up emission coming from the spiral arms and
bars. Although, the nuclear region seems to be the predominant component in the
case of CN.

Due to the second spingroup is corrupted by noise in the backend, we set the
amplitude of the gaussian to 8.3 mK, which corresponds to the expected factor of
about 0.43 times the amplitude of the main spingroup, according to the National
Institute of Standards and Technology (NIST). The resulting central velocity of the
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second component was 1946 km s−1(∼ 113.169 GHz), i.e., about 22 MHz shifted
from the expected frequency for this spingroup.

In the CN 2–1 line, the two spingroups at 226.8746 GHz (2–1, J = 5/2 – 3/2,
F = 7/2 – 5/2) and 226.6596 GHz (2–1, J = 3/2 – 1/2, F = 5/2 – 3/2) are severely
blended since the shift is ∼300 km s−1. In order to identify the two spingroups we
first fit two gaussian components to get the line width of the main spingroup, which
is 154 ± 66. We then set this value to both gaussian components and fit again the
other parameters. The second spingroup is, in the optically thin limit, a factor 0.54
weaker than the main spingroup. We get a factor ∼ 0.6 between the intensities
obtained from the gaussian fit. On the other hand, the resulting center velocity
of the second component is 1289 km s−1, which corresponds to a shift of about 68
MHz with respect to the expected frequency of the second spingroup. Besides the
noise in the data, this shift may also be produced by the influence of the unresolved
spingroups, (2–1, J = 3/2 – 1/2, F = 1/2 – 1/2) and (2–1, J = 3/2 – 1/2, F = 3/2 –
1/2), located in between the two main spingroups. Together, these inter-spingroups
would produce an intensity comparable to that of the second spingroup.

The line shape and intensity of the CN 2–1 spectrum differs from the one ob-
tained by (Usero et al., 2004) (thereafter U04). Besides the lack of baseline cover-
age observed in the U04 spectrum, there is a substantial discrepancy between the
estimated source sizes. In U04 the emission of most of the molecules was assumed
to emerge from a 6′′×4′′ region, which corresponds to their estimate of the size of
the circumnuclear disk (CND), based on the CO 2–1 high resolution map presented
by (Schinnerer et al., 2000).

If we correct the peak antenna temperature (T ∗A ≈ 9.7 mK) of our CN 2–1 spec-
trum, in order to obtain the main beam brightness temperature Tmb in the same
way done in U04 (Tmb = T ∗A × η

−1
mb × Ωmb × Ω−1

S ), we get a peak Tmb of about 0.42
K, which is about 0.18 K (or a factor of ∼1.8) larger than the peak temperature
obtained by U04.

Due to the chemical link between HCN and CN, here we rather estimate the
source size based on the high resolution map of HCN 1–0, published in Helfer &
Blitz (1995). We estimate that the emissions of HCN, CN (and very likely HNC as
well) emerge from a more extended region of about 10′′×10′′. This source size can
also be inferred from the HCN 1–0 map presented by Kohno et al. (2001).

By correcting the peak antenna temperature (as described in Sec. 2.3.5) we get
a peak Tmb of about 0.12 K, which is a factor 2 smaller than what was found by
U04.

The HCN 3–2 line has its center velocity at V ≈ 1103 km s−1 which coincides
with the main HCN emission shown in the position-velocity (p-v) map by Tacconi
et al. (1994) (this is discussed in Sec. 2.4). The line width and line shape of this
spectrum are consistent with HCN 1–0 spectra published in previous work (Nguyen
et al., 1992; Curran et al., 2000).

The HNC spectra present a double peak profile in which the main peak has
its center velocity at V ≈ 1070 km s−1 in both the J=1–0 and J=3–2 transitions.
However, the line shape and intensity of the HNC 1–0 spectrum differs from the
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one obtained by Hüttemeister et al. (1995)). The HNC 3–2 spectrum seems to be
affected by noise, since the amplitude and line width of the secondary component
have uncertainties larger than 50%. The different line shapes observed between
the HNC and HCN spectra would indicate that they emerge from regions of differ-
ent kinematics. The line parameters are summarized in Table 2.3.

2.3.2 NGC 1365

Figure 2.2 shows the molecular line emissions observed in NGC 1365. Without
considering the second spingroups of CN, all the molecular spectra of NGC 1365
present a double peak structure, irrespective of the beam size or line transition.

This double peak structure can also be seen in the CO 2–1 and CO 3–2 spectra
showed in Sandqvist et al. (1995) and in Sandqvist (1999), respectively.

The two strongest spingroups of the CN 1–0 line are also detected in this galaxy,
with a double peak structure at the nuclear region. The strongest peak was used as
reference for the main spingroup. We first fit two gaussian components to the main
group and then we set the line width of the second spingroup, observed at around
2400 km s−1, to the value found for the main spingroup. The proportion found
between the amplitude of the spingroups is about 0.3 instead of the expected value
of 0.43, according to NIST. The data around the second spingroup are strongly
affected by noise, so its central velocity is shifted by about 50 km s−1 from the
expected value of about 800 km s−1.

In the CN 2–1 line, the second spingroup overlaps with the double structure
itself. The line widths of the two spingroups are set according to the value found
for the CN 1–0 line. Given their combined intrinsic line strengths, the integrated
line intensity ratio of the two spingroups is expected to be about 1.85 (assuming
optically thin emission). If we also set the line width of the second peak of the
double structure at 212 km s−1, as found for CN 1–0, we get a proportion of about
0.4 between the two spingroups. Instead, if we set the amplitude of the second
spingroup to 5.7 mK (the expected proportion) and we fit the line width of the
double peak structure, we get a value of 181 km s−1, which is about 30 km s−1less
than the width found in the CN 1–0 line. In any case, the center velocity of the
second spingroup is shifted by about 30 km s−1 more than the expected velocity.

The HNC 1–0 and HCN 3–2 spectra have a structure similar to that of the CN
1–0 spectrum. Note that in CO 1–0 the double-peak is more pronounced than in
the CN, HCN or HNC spectra, where the low velocity peak dominates. The line
parameters are summarized in Table 2.4.

2.3.3 NGC 3079

The molecular line emissions observed in NGC 3079 are shown in Figure 2.3. The
spectra are centered with respect to the heliocentric systemic velocity vsys = 1116
km s−1. The velocity resolution was set to 20 km s−1 for HNC and HCN, and to 10
km s−1 for CO and CN. Four structures are observed in the CO lines, which are not
present in the other spectra. The CO lines are picking up extended lower density
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Figure 2.2: Molecular line emissions in NGC 1365. The spectra are centered with respect to the
heliocentric systemic velocity vsys = 1636 km s−1. The velocity resolution was set to 25 km s−1for HNC
and HCN, and to 15 km s−1for CO and CN. A double peak line shape is observed in all the spectra. This
structure is related with the double peak emission coming from the center of the galaxy. In the CN
spectra both spingroups are detected. The second spingroup of the CN 2–1 line overlaps the double
structure itself.
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Table 2.4: NGC 1365 line parameters.

Transition Gaussian V T∗A ∆V

Component [km s−1] [mK] [km s−1]

CO 1-0 1 1532± 2 322.7±5.2 136±4
2 1709± 3 260.3±5.0 142±5

CN 1-0 1 1511±13 16.8±3.5 130±25
2 1685±33 8.9±1.4 212±92
3 2356±18 4.7±1.2 130 a

CN 2-1 1 1526±11 10.4±1.5 130 a

2 1727±35 8.4±1.9 212 b

3 1846±35 4.11±3.5 130 a

HCN 3-2 1 1534± 5 51.4±3.4 136±13
2 1706±25 11.4±3.3 142 c

HNC 1-0 1 1539±11 16.0±1.7 142±23
2 1750±34 5.1±1.4 195±98

a The two spingroups are supposed to have the same line width, so these were set according to the value found
for the main spingroup of the CN 1–0 line.

b The line width of the second component of the double peak structure was set to the corresponding value found
in the CN 1–0 line.

c The second component of HCN 3–2 seems to be affected by noise, so its line width was locked at ∆V = 142
km s−1, i.e., the corresponding line width of the CO 1–0 line.

gas, compared to the CN lines (which have similar beam size). Hence the difference
in line shape.

The CN 1-0 line present a double peak structure. Only the main spingroup (J =
3/2 - 1/2, F = 5/2 - 3/2) of the CN 1-0 line is observed since the second spingroup
falls beyond the bandwidth of the backend. In the CN 2-1 line, the two main spin-
groups, (J = 5/2 - 3/2, F = 7/2 - 5/2) and (J = 3/2 - 1/2, F = 5/2 - 3/2), are detected.
But they are severely blended and merged with the double peak structure. In this
case, only two gaussians were fitted because a third (middle) component presented
large uncertainties in both the amplitude and line width, due to the noise in the
spectrum. The two components are separated by only 254 km s−1, and the propor-
tion between their amplitudes is about 0.65. The difference between these and the
expected values is attributed to the noise and the blending of the emission of the
second spingroup.

The HCN spectrum of the J=1–0 and J=3–2 transitions agree with the HCN 1–0
spectrum obtained by Nguyen et al. (1992).

The HNC 1–0 spectrum is different from the tentative detection presented by
Hüttemeister et al. (1995), which is broader and more intense than the spectrum
showed here. Besides the similar line shapes, our HCN and HNC spectra extends
from 900 km s−1 to 1300 km s−1. Instead, the HNC spectrum showed in Hüttemeis-
ter et al. (1995) peaks at around 1300 km s−1. Hence, we believe that our HNC
detections are correct. In this case, because of the similar line shapes and widths
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Figure 2.3: Molecular line emissions in NGC 3079. The velocity resolution was set to 20 km s−1for
HNC and HCN, and to 10 km s−1for CO and CN. The spectra are centered with respect to the heliocen-
tric systemic velocity vsys = 1116 km s−1. Emission from four structures are observed in the CO lines.
Only the main spingroup is observed in the CN 1–0 line. The second spingroup is on the right edge of
the spectrum, out of the bandwidth. Instead, both spingroups are observed in the CN 2–1 line, although
the second spingroup overlaps the double structure of the CN emission. The both transitions of HCN
and HNC have similar line shapes, which indicates that their emissions emerge from the same region.
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Table 2.5: NGC 3079 line parameters.

Transition Gaussian V T∗A ∆V

Component [km s−1] [mK] [km s−1]

CO 1-0 1 932± 4 129.4±11.8 143± 9
2 1146± 3 374.3± 3.3 269±13
3 1312± 6 145.1±13.1 74± 9
4 1389± 5 186.3± 9.1 72± 5

CO 2-1 1 964±15 233.3±18.9 175±18
2 1062±18 224.3±84.9 98±18
3 1160±20 321.7±35.3 126±20
4 1311±14 428.3± 9.4 190± 7

CN 1-0 1 967± 9 5.6± 0.6 162±23
2 1287±15 4.5± 0.6 215±33

CN 2-1 1 997±14 8.1± 1.5 137±34
2 1251±25 5.3± 1.3 203±69

HCN 1-0 1 1005±30 9.7± 1.4 249±73
2 1274±21 10.7± 1.7 188±49

HCN 3-2 1 1033±42 6.4± 2.1 176±93
2 1287±32 10.4± 1.8 219±70

HNC 1-0 1 983±17 6.5± 1.7 129±41
2 1236±21 7.8± 1.5 157±38

HNC 3-2 1 996±48 7.4± 3.2 178±124
2 1197±43 7.5± 3.8 120±90

(although the HNC 3–2 line is strongly affected by noise, and its peak intensities
have uncertainties between 40% and 50%.), the HCN and HNC emissions are likely
emerging from the same gas. The line parameters are summarized in Table 2.5.

2.3.4 NGC 2623 and NGC 7469

The HNC 3–2 line emission observed in NGC 2623 is shown in the top left panel of
Figure 2.4. The velocity resolution was set to 25 km s−1. The spectrum is centered
with respect to the heliocentric systemic velocity vsys = 5535 km s−1(NED). After a
total integration time of 2 hours we do not detect HCN 3–2 emission in this galaxy.

The top right panel of Figure 2.4 shows the CO 2-1 spectrum observed in
NGC 7469. The velocity resolution was set to 15 km s−1. The spectrum is cen-
tered with respect to the systemic velocity vsys = 4892 km s−1. The CO spectrum
shows a double peak structure, like the one observed in NGC 1365. We observed
the HNC 3–2 line for about 1 hour of integration time, but we do not detect any
emission. The bottom panels show the spectra of the not detected lines. The line
parameters of the detected transition lines are summarized in Table 2.6.
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Figure 2.4: Molecular line emissions in NGC 2623 (left) and NGC 7469 (right). The velocity

resolution was set to 25 km s−1for HNC and to 15 km s−1for CO. The spectra are centered with respect

to the heliocentric systemic velocities vsys = 5535 and vsys = 4892 km s−1for NGC 2623 and NGC 7469,

respectively. We do not detect HCN 3-2 emission in NGC 2623 nor HNC 3-2 in NGC 7469. Their observed

intensities were less than 2σ.

Table 2.6: Line parameters of NGC 2623 and NGC 7469. The third column indicate
the gaussian components (G.C.) used to fit the spectral lines.

Source Transition G.C. V T∗A ∆V

[km s−1] [mK] [km s−1]

N2623 HNC 3-2 1 5465±34 3.4± 0.7 337±88

N7469 CO 2-1 1 4773±0 0.15± 0 126±0
2 4927±0 0.16± 0 123±0

2.3.5 Line intensities and ratios

The velocity integrated intensities are showed in Table 2.7. In order to compute
the line intensity ratios were corrected for the different beam sizes obtained with
different frequencies and telescopes, according to the correction factors defined
for compact sources in Rohlfs & Wilson (2004). In the case of extended sources
(ΩS > Ωmb) the ratios were corrected for the main beam filling factor, which was
approximated as fmb = ΩS/(ΩS+Ωmb). The beams, as well as the source structures,
were assumed to be gaussians.
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Table 2.7: Velocity-integrated intensities a.

Galaxy I(CO) 1-0 I(CO) 2-1 I(CN) 1-0 I(CN) 2-1 I(HCN) 1-0 b I(HCN) 3-2 I(HNC) 1-0 I(HNC) 3-2

NGC 3079 205.8±20.6 375.4±37.6 2.7±0.4 4.5±0.7 5.7±0.8 8.0±1.4 2.9±0.5 5.0±1.9
NGC 1068 113.7±11.4 203.6±20.5 9.4±1.0 6.1±0.7 10.0±1.7 22.7±2.5 3.2±0.5 3.5±0.6
NGC 2623 30.2±3.2 c - .1.3 c - - .0.5 0.9±0.3 c 1.8±0.4
NGC 1365 122.3±12.3 181.0±18.1 d 5.9±0.7 7.5±0.9 6.0±0.1 15.0±2.0 4.7±0.6 -
NGC 7469 25.6±3.8 e 61.5±6.4 1.8±0.3 c - 1.5±0.3 - 1.1±0.2 c .0.8

a) The values refer to the main-beam brightness temperature, Imb, in [K km s−1]. The errors and
upper limits correspond to 1σ (defined by the r.m.s. in the spectra) and added in quadrature to
the 10% of error considered for the main beam efficiencies, ηmb, reported in Table 2.2 and by
the Onsala Space Observatory (OSO).

b) HCN 1–0 integrated intensities reported by Curran et al. (2000) corrected for a main-beam effi-
ciency of 0.65, according to the on-line values reported by OSO. Our own data are reported for
NGC 3079.

c) Integrated intensities reported by Aalto et al. (2002). The values were rounded to one decimal
figure and corrected by the main beam efficiencies reported by OSO, 0.64, 0.45 and 0.43, of the
J=1–0 transition of HNC, CN and CO, respectively.

d) CO 2–1 integrated intensity obtained by Sandqvist et al. (1995). A 10% of error was assumed for
the reported intensity.

e) CO 1–0 integrated intensity derived from Curran et al. (2000) considering a main beam efficiency
of 0.43 according to the values reported by OSO.

The source sizes reported in Table 2.1 were estimated from high resolution
maps available in the literature. For NGC 3079 a source size of 15′′ × 7.5′′ was
estimated for the CO 1–0 emission, considering only intensities above 15% of the
peak integrated intensity of the contour map presented by Koda et al. (2002). In
NGC 1068 most of the CO 1–0 emission emerges from the two spiral arms, with
the largest extension of ∼40” (e.g. Helfer & Blitz, 1995; Schinnerer et al., 2000).
Considering intensities above 20% of the peak emission of the high resolution map
by Schinnerer et al. (2000) the source size of the CO 1-0 emission in NGC 1068 was
estimated as 30′′ × 30′′. For NGC 2623 a source size of 8′′ × 8′′ was estimated from
the CO 1–0 map presented in Bryant & Scoville (1999), which agrees well with the
estimate made by Casoli et al. (1988).

In the case of NGC 1365 the CO emission is concentrated in the nuclear and
bar regions (Sandqvist et al., 1995). Hence the source size of the CO emission was
estimated as 50′′×50′′, corresponding to intensities above 20% of the peak emission
in the CO 3–2 map by (Sandqvist, 1999).

From Papadopoulos & Allen (2000) and Davies et al. (2004) the source size
of the CO emission in NGC 7469 was estimated as 8′′ × 8′′, which correspond to
intensities above 40% of the peak emission in the high resolution map by Davies
et al. (2004). The criteria of selection of the source size of CO varies depending on
the gradient of the emission observed in the different sources.

The source size of the high density tracers CN, HCN and HNC were estimated
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Table 2.8: Line intensity ratios.

Galaxy CO 2−1
1−0 CN 2−1

1−0 HCN 3−2
1−0 HNC 3−2

1−0

NGC 3079 0.77±0.20 0.48±0.15 0.18±0.06 0.25±0.12
NGC 1068 0.81±0.21a 0.19±0.05 0.47±0.14 0.15±0.05
NGC 2623 b - - 0.36±0.15
NGC 1365 0.84±0.12c 0.44±0.12 0.42±0.12 -
NGC 7469 0.97±0.28 - - . 0.20

a) For NGC 1068 we corrected the JCMT CO J=2–1 observations to the beam size of the SEST CO J=1–0 line,
applying the factor 20/44, the ratio between the respective beams. With this, the beam dilution effect is
cancelled in both transition lines.

b) See Casoli et al. (1988).

c) For NGC 1365 we also corrected the CO J=2–1 observations to the beam size of the CO J=1–0 line, applying
the factor 25/44 between the respective SEST beams. The ratio given above is slightly higher than the one
reported by Sandqvist et al. (1995).

through HCN maps available in the literature. In all these maps, we observed that
the HCN 1–0 emissions emerge mainly from the nuclear region of the galaxies.
Since there are no published maps of CN nor HNC emissions for the galaxies stud-
ied here, the corresponding source sizes were considered equal to that of the HCN
emission, due to their chemical link. Since there are no HCN maps for NGC 1365
and NGC 2623, the factor

√
ΩS(HCN)/

√
ΩS(CO) ≈ 0.33 found in NGC 1068 was

used to estimate the source size of the HCN 1–0 emission, based on their corre-
sponding ΩS(CO). The estimated ΩS(HCN) are shown in Table 2.1.

The line ratios were computed assuming an error of 10% in the reported beam
efficiencies ηmb, 5% of error in the main beam θmb (Table 2.2), and a 10% error
in the estimated source sizes θS (Table 2.1). The obtained ratios are shown in
Table 2.8. From these ratios we can conclude that CO, as well as the high density
tracers - CN, HCN and HNC - are subthermally excited.

2.4 Discussion

2.4.1 The distribution of dense gas

We compare the spectral shape of the high density tracers with HCN and CO
position-velocity maps available in the literature in order to address the location
of the dense gas.

NGC 1068

In NGC 1068 the two outer peaks of the CO 1–0 spectrum (Figure 2.1) coincide
with the maximum double peak emission seen in the CO position-velocity (p-v) map
obtained by Helfer & Blitz (1995), so they can be attributed to the emission emerg-
ing from the spiral arms. The center is attributed to the emission emerging from
the CND, as can be inferred from the CO 2–1 spectrum (Figure 2.1). This center
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Figure 2.5: (Top-left panel ) Position-velocity (p-v) map of HCN 1–0 emission in NGC 1068, adapted

from Tacconi et al. (1994). The spectra below are the respective emission lines of Figure 2.1, re-rescaled

to fit the velocity scale of the HCN p-v map. (Top-middle panel ) Position-velocity map of CO 3–2 emission

in NGC 1365, adapted from Sandqvist (1999). The spectra below are the re-scaled versions of the ones

shown in Figure 2.2. (Top-right panel ) Position-velocity map of CO 1–0 emission in NGC 3079, adapted

from Koda et al. (2002). The spectra below are the re-scaled versions of the ones shown in Figure 2.3.
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peak coincides with the maximum HCN emission at 1100 km s−1seen in the HCN
p-v map obtained by Tacconi et al. (1994). This p-v map is shown in the left panel of
Figure 2.5 for comparison, along with the corresponding scaled spectra observed
in NGC 1068.

The main spingroup of the CN 1–0 line (Figure 2.1) shows a shape similar to
that of the CO 1–0 line. So contributions of emission coming from the CND, as well
as from the spiral arms, can also be inferred. The main spingroup of the CN 2–1
spectrum also coincides with the maximum HCN emission around 1100 km s−1.

The HCN spectra seem to contain two components, although we fit only one
gaussian to the spectrum. The main component fits the region in the p-v where
the strongest HCN emission is coming from. The secondary component might be
attributed to the secondary peak emission of HCN, observed around 1035 km s−1.
Another smaller peak is seen in the p-v map around 1255 km s−1, but this compo-
nent is not detected in the HCN spectra.

In the HNC spectra, instead, two clear components are observed. The main
component has a center velocity of 1073 km s−1 which lies in between the two main
peaks of the HCN emission observed in the corresponding p-v map. With respect
to the CO p-v map (Helfer & Blitz, 1995), the main HNC component comes from
a region where the CO emission is faint. Instead, the secondary component of
HNC seems to emerge from a region around 1250 km s−1, which corresponds to
the secondary peak emission in the CO p-v map, and roughly to the third peak of
the HCN emission in the respective map. Although, the latter is uncertain due to
the noise in the spectra.

NGC 1365

On top of the middle panel of Figure 2.5 we show the CO 3–2 p-v map of the central
region of NGC 1365, from (Sandqvist, 1999). The spectra below correspond to the
re-scaled spectra shown in Figure 2.2. The double peak structure of the spectra
coincides fairly well with the double peak emission observed in the p-v map. The
left components of the spectra seem to emerge from a region around 1530 km s−1.

The right components of most of the spectra could emerge from the region
around 1710 km s−1, with the exception of the CN 1–0 line. The right component
of CN 1–0 seems to emerge from around 1750 km s−1which, in turn, coincides with
the maximum emission level of the right peak in the CO 3–2 p-v map.

The two peaks in the CO 3–2 p-v map are of about the same intensity, which
is reflected in the 12CO 1–0 spectrum, where both components have intensities
T ∗A ∼ 0.3 K. The 12CO 3–2 and 13CO 1–0 data obtained by (Sandqvist, 1999) also
have this feature. However, the CN, HCN and HNC spectra, exhibit a gradient
between the intensities of their high and low velocity components. This can also be
seen in the HCN 1–0 and HCO+ 1–0 spectra obtained by (Sandqvist, 1999). This
intensity gradient could be due to either a larger abundance of the species, or to a
higher excitation in the corresponding region of the lower velocities.

Since the observed double peak structure does not change with the beam size
(one single feature), we think that the observed nucleus of NGC 1365 lacks a fore-
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ground circumnuclear disk, i.e., it is consistent with a Seyfert 1 nucleus.

NGC 3079

The four-peak structure observed in NGC 3079 can be identified in the CO 1–0 p-v
map of Koda et al. (2002). The top-right panel of Figure 2.5 shows an adaptation
of the Fig.10 in Koda et al. (2002) with 0” offset along the minor axis of NGC 3079.
Since this galaxy is almost edge-on, most of the CO emission is probably coming
from the spiral arms, besides the nuclear region. Instead, the high density tracers
are expected to be mostly nuclear, as in the case of NGC 1068. This can explain
the double-peak structure of the line shape of the CN, HCN and HNC molecules, in
contrast to the CO lines.

Note that in this case the CN spectra are slightly dominated by the lower-
velocity peak, as in the case of NGC 1068 and NGC 1365, whereas the HCN and
HNC spectra of NGC 3079 are dominated by the higher-velocity peaks. The lower
and higher velocity peaks are not perfectly aligned. The maximum separation be-
tween the peaks is ∼ 80 km s−1for the lower-velocity peaks and ∼ 60 km s−1for the
higher-velocity peaks. The lower-velocity peaks are centered around 1000 km s−1and
the higher-velocity peaks around 1270 km s−1, which means the high density trac-
ers tend to avoid the peaks of the CO 2–1 emission.

Since the line shapes of CN, HCN and HNC are similar, and they do not change
with the beam size, their emissions likely emerge from the nuclear region in this
galaxy, in contrast to the case of NGC 1068, where the line shape of the HCN
emission changes with the beam size.

2.4.2 The HCN/HNC line ratios

The line intensity ratios between HCN and the other high density tracers (HNC and
CN) are shown in Table 2.9. Below we discuss the implicances of the HCN/HNC
ratios.

NGC 1068: The HCN/HNC 3–2 & 1–0 line intensity ratios increase towards the
CND. The ratio varies from∼2.0 for the lower transition lines, to∼6.5 for the higher
transition. The large J=1–0 beam picks up emission from both the CND and the
starburst ring, whereas the J=3–2 beam picks up emission coming mainly from the
CND. This could be interpreted either as that the abundance ratio differs between
the starburst ring and the CND, or that the abundance is actually the same but the
physical conditions are different in these two regions. On the other hand, there
could also be optical depth effects since the difference in the ratios is consistent
with a larger optical depth in the J=1–0 transition line of HNC. In Sec. 2.4.3 we
estimate the excitation conditions of HCN and HNC, from which we can derive the
corresponding optical depths. As described in Figure 2.6, the optical depth of the
J=1–0 line of HNC is larger (starting from τ=0.01) than that of the J=3–2 line
(which starts from τ=0.003) in almost all the possible excitation conditions. In the
case of HCN, the situation is the opposite. The lowest optical depth of the HCN
J=1–0 line is 0.03, whereas in the J=3–2 line is 0.32. In any case, X[HCN]/X[HNC]
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Table 2.9: Intensity ratios between the high density tracers.

Galaxy HCN
HNC 1-0

HCN
HNC 3-2

CN
HNC 1-0

CN 2−1
HNC 3−2

CN
HCN 1-0

CN 2−1
HCN 3−2

NGC 3079 2.15±0.67 1.60±0.75 0.64±0.20 1.25±0.58 0.30±0.09 0.78±0.25
NGC 1068 2.01±0.65 6.48±1.95 1.98±0.58 2.58±0.78 0.98±0.29 0.40±0.29
NGC 2623 1.4a .0.26 .0.77a - .0.5a -
NGC 1365 1.35±0.37 - 0.87±0.25 - 0.64±0.17 0.67±0.19
NGC 7469b 1.50±0.57 - 0.85±0.28 - 0.57±0.21 -

a) Ratios reported by Aalto et al. (2002).

b) New ratios computed using the HCN 1-0 source size estimated from (Davies et al., 2004).

is at least 6.5 in the CND. According to Meijerink et al. (2007), this ratio can be
found in gas of density nH ∼ 105cm−3 and with PDR conditions, at a distance from
the source of ∼ 1016 cm, if the Habing flux G0 is about 104, or at a slightly larger
distance of 2 × 1016 cm, if G0 = 105. On the other hand, in an XDR environment,
this ratio would be found at a distance of 7 × 1016 cm, if the radiation flux FFUV is
16 erg cm−2 s−1, or at a much larger distance of about 2 × 1018 cm, if FFUV = 160
erg cm−2 s−1.

NGC 3079: The HCN/HNC ratio decreases for the higher transitions. The
HNC 3–2 emission rivals that of HCN, making the HCN/HNC 3–2 line ratio only
1.6. As described above, a similar analysis of the expected distribution of these
ratios and molecules, in a PDR and XDR environments, can be done based on Mei-
jerink et al. (2007).

NGC 2623: In this galaxy we do not detect HCN 3–2. We estimate an upper
limit of 0.26 for the HCN/HNC ratio of the J=3–2 line. We observe that the ratio
does not only decreases for the higher transitions, but also this is the only galaxy in
our sample where I(HCN) < I(HNC) in the J=3–2 line, which makes it comparable
to galaxies like Arp 220, Mrk 231 and NGC 4418, according to the recent work by
Aalto et al. (2007b). They propose that the overluminous HNC can be explained by
a pumping effect due to mid-IR background radiation with brightness temperatures
TB & 50 K and densities below critical, or due to the ISM chemistry being affected
by X-rays. According to Schilke et al. (1992), shocks are also possible sources of
explanation.

The HCN/HNC 1–0 ratio is about 2.0 in NGC 1068 and NGC 3079, and ∼1.4 in
the others. This indicates a brighter HNC emission in NGC 2623, NGC 1365 and
NGC 7469. Luminous HNC in galaxies may have the following plausible explana-
tions:

a) Large masses of hidden cold gas and dust.
If the HCN and HNC emission is emerging from gas of densities n(H2) >
105 cm−3 then the HNC chemistry would be dominated by reactions like HNC+
O → CO + NH which would destroy HNC at higher temperatures. Thus, at
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high gas densities, a bright HNC line would imply a considerable amount of
cold (Tk < 24 K) dense gas.

b) Chemistry dominated by ion-neutral reactions.

If, however, the bulk of the HCN and HNC emission is emerging from gas of
densities ∼104 cm−3 then the relative HNC abundance may be substantial,
despite the high temperature. The reason for this is that, at lower densities,
reactions with HCNH+ (HCN and HNC reacts with H+

3 to form HCNH+) be-
come more important. The ion abundance is higher and once HCN and HNC
become protonated, HCNH+ will recombine to produce either HCN or HNC
with 50% probability. This scenario is interesting since the electron and ion
abundance is likely higher in PDRs Photon Dominated Regions (PDRs) (e.g.
Tielens & Hollenbach, 1985; Hollenbach & Tielens, 1999). Therefore, in a
PDR chemistry, the connection between HNC and kinetic temperature may
be weak since we expect the HCNH+ reactions to be important.

c) Chemistry dominated by hard X-rays.

The X-ray irradiation of molecular gas leads to a so called X-ray dominated
region (XDR) (e.g. Maloney et al., 1996) similar to PDRs associated with
bright UV sources. The more energetic (1-100 keV) X-ray photons penetrate
large columns (1022 − 1024 cm−2) of gas and lead to a different ion-molecule
chemistry. Models of XDRs by Meijerink & Spaans (2005) and Meijerink
et al. (2007) indicate that the HNC/HCN column density ratio is elevated
(and larger than unity) compared to PDRs and quiescent cloud regions for
gas densities around 105 cm−3.

d) HNC enhanced through mid-IR pumping.

Both HCN and HNC may be pumped by an intense mid-IR radiation field
boosting the emission also from low density regions where the lines would not
be collisionally excited. For HNC the coupling to the field is even stronger
than for HCN, thus increasing the probability for IR pumping in extreme
galaxies, such as Mrk 231. Ultraluminous galaxies, such as Mrk 231 and Arp
220, have central mid-IR sources with optically thick radiation temperatures
well in excess of those necessary to pump the HNC molecule (Soifer et al.,
1999). Even if the HNC abundance is lower than HCN, the HNC emission
may have a higher filling factor due to the IR pumping (i.e. IR pumped emis-
sion from gas clouds otherwise at too low density to excite the HNC molecule)
(Aalto et al., 2002).

The study carried out so far allows us to distinguish between the above scenar-
ios in some of the sources presented here. The number density n(H2) required for
alternative (b) is too low to efficiently excite the HNC (or HCN) 1–0 and 3–2 lines,
and we should therefore expect subthermal HCN and HNC excitation in this case.
An HNC 3–2/1–0 line ratio of 0.3 or less is an indication that the gas densities are
below 105 cm−3, depending on temperature and column density, as it is discussed in
Sec. 2.4.3. A HNC 3–2/1–0 ratio lower than 0.3 is observed in NGC 3079, NGC 1068
and NGC 7469 (Table 2.8).
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The ratio ∼0.4 found in NGC 2623 is in the limit between case (a) and (b). On
the other hand, case (c) and (d) cannot easily be ruled out. More information is
required in order to distinguish between the proposed scenarios, as suggested by
Aalto et al. (2007b).

The HCN 3–2/1–0 line ratio is below 0.3 only in NGC 3079, whereas it is larger
than 0.4 in NGC 1068 and NGC 1365. This result is interesting since it implies that
in NGC 3079 both HCN and HNC emission emerge from the same gas, whereas
in NGC 1068 the HNC emission has to emerge from a lower (< 105 cm−3) density
gas than HCN. It would be interesting to see if this result holds for NGC 1365. We
expect to obtain the HNC 3–2 data for this galaxy in a future project.

The pumping scenario (c) should lead to a HNC 3–2/1–0 line ratio close to unity.
This is not observed either in the HNC or in the HCN data we have. However, it
is not possible to rule out this scenario since low excitation may be the result of
mid-IR pumping of low density gas. Detailed modelling is needed in this case.

2.4.3 Excitation conditions of HCN and HNC

We used the radiative transfer code RADEX∗ (van der Tak et al., 2007) to explore
a wide range of possible excitation conditions that can lead to the observed line
ratios. This code is sensible to the column density of a molecule per line width, and
uses a constant temperature and density of the collision partner, which in this case
is H2. Another limitation of RADEX is that it cannot handle large optical depths
(τ < 100). Our analysis is not depth dependent and we assume a homogeneous
sphere for the escape probability approach. Hence, our models aim to reproduce
a sort of average cloud that represent the physical conditions of the emitting gas,
which is a well fitted starting model for single dish observations, where all the
emissions detected are convolved with the telescope beams.

The grid consists of densities between 104 and 107 cm−3, temperatures between
4 and 200 K, and column densities per line width between 1010 and 1018 cm−2 km−1 s.
Excitation maps were generated in order to obtain the total column density per
line width (N/∆υ cm−2 km−1 s) as function of the kinetic temperature (Tk K) and
the number density of molecular hydrogen (n(H2) cm−3). The countour lines of the
maps describe the dichotomy between temperature and density. This means that,
for a given column density, the observed 3–2/1–0 line ratio can be obtained with
high temperatures and low densities, or low temperatures and high densities.

The hyperfine structure of the HCN J=1–0 transition line is not included in
this study. The extrapolated HCN data of the LAMDA† database were used instead
(Schöier et al., 2005). Note that the hyperfine components may be overlapping and
may interact radiatively in AGN-like environments. This process requires further
analysis and modelling that is not included in RADEX. We are not able to generate
an excitation map of CN due to the lack of collision data for this molecule. An study
to extrapolate the collision data for CN from, e.g. CS, is ongoing.

∗ http://www.sron.rug.nl/∼vdtak/radex/index.shtml
† http://www.strw.leidenuniv.nl/∼moldata/
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Figure 2.6: Excitation conditions modelled for the 3–2/1–0 line ratios of HCN (top left) and HNC
(top right) observed in NGC 1068. The conditions required for the HCN and HNC molecules overlap in
a narrow region. The relative column densities in the overlap zone of the excitation conditions of these
molecules is shown in the bottom plot. The optical depth in the whole region explored for HCN ranges
between 0.03 and 10 in the J=1–0 line, and between 0.32 and 30 in the J=3–2 line. In the case of
HNC the optical depth ranges between 0.01 and 30 in the J=1–0 line, and between 0.003 and 30 in the
the J=3–2 line. The optically thin limit of both molecules and lines is depicted by the right edge of the
excitation conditions, whereas the optically thick limit correspond to the left edge of the figures above.

NGC 1068

Figure 2.6 shows the excitation condition maps for the HCN and HNC molecules,
modeled from the average ratios observed in NGC 1068. These maps show that
HCN (top left) requires higher density gas and higher column density than HNC
(top right) in order to obtain the observed 3–2/1–0 line ratios.

Considering a kinetic temperature Tk = 80 K and a density n(H2) ∼ 105 cm−3, as
estimated by Tacconi et al. (1994), we found thatN(HCN)/∆υ ∼ 1.5×1014 cm−2 km−1 s,
which agrees with the respective value found by Tacconi et al.

According to the recent PDR and XDR models by Meijerink & Spaans (2005)
and Meijerink et al. (2007), under PDR conditions a temperature Tk = 80 K can
be reached at a total column density of NH ≈ 3 × 1021 cm−2, if the Habing flux
is G0 ∼ 103 (a Habing flux G0 = 1 corresponds to a far UV flux FFUV = 1.6 ×
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10−3 erg cm−2 s−1), or at NH ≈ 8 × 1021 cm−2 if G0 ∼ 105. At those depths the
density n(H2) would be slightly higher than 105 cm−3, though. On the other hand,
in an XDR environment a temperature of 80 K and a density of 105 cm−3 can be
reached at a slightly larger column density of NH ≈ 1022 cm−2, if the impinging
radiation field is FFUV ∼ 1.6 erg cm−2 s−1, or at a much larger depth equivalent to
NH ≈ 2× 1024 cm−2 if the radiation flux is FFUV ∼ 160 erg cm−2 s−1.

However, at a temperature of 80 K and density of 105 cm−3 there is no solution
for HNC. This means that either the HNC emission arises from a gas with different
physical conditions than HCN, or that both molecules trace a cooler (Tk < 80 K)
and lower density gas (n(H2) < 105 cm−3), if the emission of both molecules arise
from the same gas.

If the HCN and HNC emissions actually trace the same gas, the range of possible
excitation conditions can be constrained to the zone where the conditions for HCN
and HNC overlap. The bottom plot of Figure 2.6 shows the average overlap zone,
where the contours correspond to the ratio between the total column densities of
HCN and HNC. The overlap zone is defined by the optically thin limit (right edge
of the excitation maps) of the HNC transition lines and the optically thick limit (left
edge of the excitation maps) of the HCN lines. The models show that N(HCN) is
larger than N(HNC) in all the overlap zone. According to Figure 10 in Meijerink
& Spaans (2005), N(HNC)/N(HCN) column density ratios lower than unity can be
found mostly in PDRs, but also in XDR environments if the total column density
N(H) is lower than 1024 cm−2. If we still assume the same temperature (80 K)
proposed by Tacconi et al. (1994), and we consider the contour line where N(HCN)
is about 2.5 orders of magnitude larger than N(HNC), we find that the gas density
should be n(H2) ∼ 6× 104 cm−3, which agrees with the observed HNC 3–2/1–0 line
ratio discussed in Sec. 2.4.2. However, this density would not be consistent with
the result found by Tacconi et al. (1994) nor with the observed HCN 3–2/1–0 line
ratio, which implies that the HNC emissions arise from a more diffuse gas than
HCN.

NGC 3079

The excitation conditions modelled for the HCN and HNC line ratios observed in
NGC 3079 overlap in most of the range explored (Figure 2.7). This suggest that
the emission from both molecules likely arise from the same gas. The spectral line
shapes of HCN and HNC, showed in Figure 2.3, also hint that their distribution
may be the same, although their line centers and widths are affected by noise. The
bottom plot of Figure 2.7 shows the overlap zone of the excitation conditions, where
N(HNC) is mostly between 0.5 and 1 order of magnitude larger than N(HCN).

According with the PDR and XDR models by Meijerink & Spaans (2005), a col-
umn density ratio N(HNC)/N(HCN) larger than unity can be found only in XDR
environments at a total column density N(H) > 1024 cm−2, with radiation fields
Fx ∼ 1.6 erg cm−2 s−1 (or equivalent Habing flux G0 ∼ 103) and total density n(H) ∼
103 cm−3. N(HNC)/N(HCN) column density ratios larger than unity at N(H) >
1024 cm−2 can also be found with stronger radiation fields (Fx ∼ 160 erg cm−2 s−1)
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Figure 2.7: Excitation conditions modelled for the 3–2/1–0 line ratios of HCN (top left) and HNC
(top right) observed in NGC 3079. The excitation conditions required for these molecules overlap in
most of the range explored. This suggest that their emissions emerge from gas with the same physical
conditions. The bottom plot shows the overlap zone. There is a large zone of excitation conditions where
the column density of HNC is between 3 and 10 times larger than that of HCN. The contour lines of -0.5
depict the zone of the physical conditions for which the column density of HNC is about 3 times larger
than that of HCN. For both molecules and transition lines the optical depth ranges between 0.001 and
30. The optically thick limit is basically defined by the limit of convergence of RADEX (τmax ∼ 100).

and higher densities (n(H) ∼ 3 × 105 cm−3). On the other hand, N(HNC)/N(HCN)
can be larger than unity at N(H) < 1023 cm−2 if the radiation fields are on the order
of 1.6 erg cm−2 s−1 and the total density is about 3× 105 cm−3.

We did not explore densities lower than 104 cm−3 since the HCN and HNC
molecules are expected to trace higher densities. If we assume Tk ≈ 80 K, as in the
case of NGC 1068, and a density n(H2) ∼ 105 cm−3, the column densities per line
width would be about 1012 and 1013 cm−2 km−1 s for HCN and HNC, respectively. In
the case of HNC both lines are equally thick (optically) at 80 K in the whole range
of densities, whereas HCN is more optically thin. At a density of 105 cm−3 the opti-
cal depth of HNC is ∼1 in both lines, whereas τ is ∼0.3 and ∼0.1 in the J=1–0 and
J=3–2 lines of HCN, respectively. A density lower than 105 cm−3 is more likely to be
the right case in order to be consistent with the line ratios observed and discussed
in Sec. 2.4.2.
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Figure 2.8: Excitation conditions modelled for the 3–2/1–0 line ratio of HNC (left) and HCN (right)
observed in NGC 2623 and NGC 1365, respectively. For NGC 2623 the optical depth of HNC 3–2
ranges between 0.003 and 10 in the J=1–0 line, and between 0.32 and 30 in the J=3–2 line. In the case
of NGC 1365 the optical depth in the HCN 3–2 line ranges between 0.1 and 30, and between 0.01 and
10 in the J=1–0 line.

NGC 2623 and NGC 1365

Figure 2.8 shows that both NGC 2623 and NGC 1365 have similar excitation con-
ditions for HNC and HCN, respectively. As in the case of HCN in NGC 1068, both
molecules could be embedded in gas with densities larger than 105 cm−3 at 80
K, which is consistent with line ratios larger than 0.3, as discussed in Sec. 2.4.2.
The column densities per line width of these molecules would be about 6 × 1013

cm−2 km−1 s for HNC and about 1014 cm−2 km−1 s for HCN, if the gas density is
105 cm−3.

2.4.4 The CN/HNC and CN/HCN line ratios

The CN/HNC ratio increases towards the CND in both galaxies, NGC 1068 and
NGC 3079. The CN/HNC 1–0 ratio is lower than unity in all the galaxies, with the
exception of NGC 1068. This can be interpreted as that HNC is more abundant
than CN, assuming the same excitation conditions and that the emission emerge
from the same gas and distribution in the galaxy. However, since we do not really
know the source size of CN (and basically neither that of HNC) the beam dilution
effects could be more (or less) severe than estimated here.

Although the beam dilution uncertainty of CN also applies to the CN/HCN ratio,
this case is more interesting because none of the galaxies where we do have data
show ratios larger than one, neither for the global ratio (J=1–0) nor for the nuclear
part of the galaxies (higher transitions). All of these galaxies are considered active
galaxies, so the presence of an AGN increases the chances of finding an X-ray
dominated region (XDR) in their nuclear regions, as it seems to be the case of
NGC 1068, according to Usero et al. (2004).

In an XDR the CN molecule is expected to be more abundant than HCN (e.g.
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Lepp & Dalgarno, 1996; Meijerink & Spaans, 2005; Meijerink et al., 2007), and
hence the CN/HCN intensity ratio could also be larger than unity, especially for
the higher transition lines - CN 2–1 and HCN 3–2 - where the beam dilution is less
important than for the J=1–0 line. However, this is not seen in any of the sources
presented here, nor in the sample of galaxies shown by Aalto et al. (2002), where
results for AGN are presented along with starburst galaxies.

According to Meijerink et al. (2007), in a PDR environment the N(CN)/N(HCN)
column density ratio ranges between 2.0 and 0.5 for densities between 104 and
106 cm−3, respectively, whereas in an XDR this ratio varies from over a 1000 (at
n(H2) ∼ 104 cm−3) to 40 (at n(H2) ∼ 106 cm−3). If the CN intensity lines are pro-
portional to the column density, and the estimate of the beam dilution is accurate
enough, our results would favor a PDR scenario, rather than an XDR, with densities
< 106 cm−3 in the central regions of all these galaxies. However, if the CN molecule
is indeed more abundant than HCN, then the weaker intensity lines could be also
due to a stronger optical depth effect (in the escape probability sense) for CN. A
rigorous modeling and analysis of the CN molecule would be required in order to
understand and predict the intensities of this molecule.

On the other hand, the PDR scenario would also be consistent with the results
found for the HNC and HCN molecules described above. HCN/HNC line intensity
ratios larger than unity are usually found in PDR environments at total column
densities N(H) lower than 1022 cm−2, while this ratio is larger for strong (> 10
erg s−1 cm−2) radiation fields and low (∼104 cm−3) densities in an XDR environ-
ment (Meijerink et al., 2007). The lower densities required to observe this ratios
in an XDR environment tend to dismiss this alternative since our simulations in
Sec. 2.4.3 favor densities ∼105 cm−3 for the HNC and HCN molecules, as in the
case of NGC 1068. In particular, there is evidence of recent starburst in the dense
nuclear disk of NGC 1068 (Davies et al., 2006). These results are consistent with
a model considering both, AGN and starburst components, required for modelling
the UV to FIR atomic spectrum of NGC 1068 (Spinoglio et al., 2005).

2.5 Conclusions

We have used the SEST and JCMT telescopes to carry out a survey of CN 2–1, HCN
3–2 and HNC 3–2 line emission in a sample of 4 Seyfert galaxies, plus NGC 3079
which was observed with the IRAM 30m telescope. The conclusions we draw are
as follows:

1) We detected HNC 3–2 emission in 3 of the 5 galaxies, while we obtain an
upper limit for one of them (NGC 7469). HCN 3–2 was also detected in 3
galaxies (NGC 3079, NGC 1068 and NGC 1365), while it was not detected in
NGC 2623. CN 2–1, along with the spingroups (J = 5/2 – 3/2, F = 7/2 – 5/2)
and (J = 3/2 – 1/2, F = 5/2 – 3/2) was also detected in NGC 3079, NGC 1068
and NGC 1365.

2) We find that in 3 of the galaxies the HNC 3–2/1–0 line ratios suggest that the



2.5. CONCLUSIONS 45

HNC emissions emerge from gas of densities n . 105 cm−3, where the chem-
istry is dominated by ion-neutral reactions. In NGC 2623 a model of large
masses of hidden cold (10 K) gas and dust, as well as a chemistry dominated
by ion-neutral reactions, are yet to be distinguished as the correct interpreta-
tion for the bright HNC observed in this galaxy.

3) The 3–2/1–0 line ratios and the modelled excitation conditions imply that the
HNC emission emerges from a more diffuse (n < 105 cm−3) gas region than
the HCN emission (n > 105 cm−3) in NGC 1068, whereas they emerge from
the same lower density (n . 105 cm−3) gas in NGC 3079.

4) The HCN/HNC and CN/HCN line ratios tentatively favor a PDR scenario,
rather than an XDR one, in the 3 Seyfert galaxies where we have CN, HNC
and HCN data. The N(HNC)/N(HCN) column density ratios obtained for
NGC 3079 can be found only in XDR environments.

In order to complete the sample, we plan to observe HCN 3–2 and CN 2–1 in
NGC 7469, CN 2–1 in NGC 2623 and HNC 3–2 in NGC 1365. We plan to perform
high resolution observations to further study the distribution and source sizes of
CN and HNC.

Modeling the collision data for CN would be useful to compute the column den-
sity ratio between CN and HCN, which would complement the N(HNC)/N(HCN)
ratio in order to have a more sophisticated tool to estimate and distinguish the
prevalent environment conditions of the dense gas in the nuclear region of Seyfert
galaxies.

The AGN contribution (through XDR effects) is typically of a small angular scale
and can be seriously affected by beam dilution at the transition lines studied in
this work. On the other hand, the starburst contribution is of a larger angular
scale than the AGN, and it effects can be contaminating our observations, and
hence leading to the favored PDR scenario found with our models. Hence, our
suggested interpretations could change if we zoom in on these sources. Therefore,
high resolution maps of HNC and CN molecules are necessary to complement those
of HCN, and to do a more accurate estimate of molecular abundances and line
intensity ratios, which take source size into account. Observations of the higher
transition lines (e.g. J=4–3) can also aid to disentangle the effects of the AGN and
the starburst ring, due to the smaller beam size obtained at higher frequencies.
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3
Dense molecular gas in NGC 1068

– J.P. Pérez-Beaupuits, M. Spaans, F.S.S. van der Tak, S. Aalto, S. García-Burillo,
A. Fuente and A. Usero –

Single-dish observations of molecular tracers have suggested that both star for-
mation and an AGN can drive the gas chemistry of the central ∼kpc of active

galaxies. The irradiation by UV photons from an starburst or by X-rays from an AGN
is expected to produce different signatures in molecular chemistry, which existing
data on low-J lines cannot distinguish, as they do not trace gas at high tempera-
ture and density. Depending on the angular scale of a galaxy, the observed low-J
lines can be dominated by the emission coming from the starburst ring rather than
from the central region. With the incorporation of high-J molecular lines, we aim
to constrain the physical conditions of the dense gas in the central region of the
Seyfert 2 galaxy NGC 1068 and to determine signatures of the AGN or the star-
burst contribution. We used the James Clerk Maxwell Telescope to observe the
J=4–3 transition of HCN, HNC, and HCO+, as well as the CN NJ = 25/2 − 13/2

and NJ = 35/2 − 25/2, in NGC 1068. We estimate the excitation conditions of HCN,
HNC, and CN, based on the line intensity ratios and radiative transfer models. We
discuss the results in the context of models of irradiation of the molecular gas
by UV light and X-rays. A first-order estimate leads to starburst contribution fac-
tors of 0.58 and 0.56 for the CN and HCN J=1–0 lines, respectively. We find that
the bulk emission of HCN, HNC, CN, and the high-J HCO+ emerge from dense gas
(n(H2) ≥ 105 cm−3). However, the low-J HCO+ lines (dominating the HCO+ column
density) trace less dense (n(H2) < 105 cm−3) and colder (TK ≤ 20 K) gas, whereas
the high-J HCO+ emerges from warmer (> 30 K) gas than the other molecules. We
also find that the HNC/HCN and CN/HCN line intensity ratios decrease with in-
creasing rotational quantum number J . The HCO+ J=4–3 line intensity, compared
with the lower transition lines and with the HCN J=4–3 line, support the influence
of a local XDR environment. The estimated N(CN)/N(HCN) ∼ 1−4 column density
ratios are indicative of an XDR/AGN environment with a possible contribution of
grain-surface chemistry induced by X-rays or shocks.

Adapted from the original publication in Astronomy & Astrophysics, Vol. 503, pp 459–466 (2009)
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3.1 Introduction

Active galaxies often have high concentrations of molecular gas in their central
(<kpc) region, which may be feeding a central active galactic nucleus (AGN) or an
starburst (e.g. Sanders & Mirabel, 1996; Gao & Solomon, 1997, 1999). Molecu-
lar gas irradiation by hard X-ray photons (> 1 keV) emitted during the accretion
process in the proximity of AGNs, leads to an X-ray dominated region (XDR) (e.g.
Maloney et al., 1996; Lepp & Dalgarno, 1996; Meijerink & Spaans, 2005). In an
starburst region, the formation/destruction of molecules is instead driven by far-
UV photons (6 – 13.6 eV) emitted by O and B stars, which leave the fingerprint
of a photon-dominated region (PDR) (c.f. Hollenbach & Tielens, 1999, and refer-
ences therein). An increased X-ray ionization of molecular clouds can enhance the
abundance of several molecules (e.g. CN, HNC, HCN and HCO+) with respect to
their abundances found in PDRs (e.g. Lepp & Dalgarno, 1996; Meijerink & Spaans,
2005; Meijerink et al., 2007). Conversely, the chemical state of the molecular gas
is a tracer of the dominant energy source of AGNs.

The prototypical Seyfert 2 galaxy NGC 1068 (located at a distance ∼ 14.4 Mpc
and with a bolometric luminosity of ∼ 1011L�) is a known source where the star
formation and/or AGN activity can be debated as the main driving mechanism of
its gas chemistry. It hosts a circumnuclear starburst ring of about 2.5 − 3 kpc in
diameter (Schinnerer et al., 2000), which delimits a ∼ 2.3 kpc stellar bar (Scoville
et al., 1988). The detection of strong CO emission coming from the starburst ring
indicates that its massive star formation activity is being fed by vast amounts of
molecular gas (e.g. Planesas et al., 1989, 1991; Helfer & Blitz, 1995; Schinnerer
et al., 2000). However, significant CO emission also arises from a circumnuclear
disk (CND) of about 200 pc in diameter (Solomon & Barrett, 1991; Schinnerer
et al., 2000). Earlier observations of high HCN/CO luminosity ratios, measured in
the CND of NGC 1068, suggested an abnormal (by Galactic standards) chemistry
of molecular gas (Tacconi et al., 1994; Sternberg et al., 1994). Later observations
of HCN, HCO+ and HCO, among other molecules (Usero et al., 2004), suggest
that the chemistry in the CND of NGC 1068 corresponds to that of an XDR. On
the other hand, single-dish observations of other high-density tracers (HNC and
CN) in the CND of NGC 1068 show that the HNC/HCN and CN/HCN line ratios
favor a PDR, rather than an XDR scenario (Pérez-Beaupuits et al., 2007). This
independent observational evidence for both PDR and XDR scenarios is consistent
with a model that considers an AGN and starburst component to be present in
NGC 1068 (Spinoglio et al., 2005). However, a later estimate indicates that the age
of the most recent episode of star formation, within the central 10–100 pc, is about
250±50 Myr (Davies et al., 2007). This result suggests a recent, although no longer
active, starburst activity in the CND of NGC 1068.

Nevertheless, it was noted in Pérez-Beaupuits et al. (2007) that the result of
a favored PDR scenario in the CND of NGC 1068 may be misleading, since the
AGN contribution (through XDR effects) is typical of an smaller angular scale than
the starburst contribution (PDR). X-rays are known to penetrate deeper than UV
photons into a single molecular cloud. But its effects are rather local, since the



3.2. OBSERVATIONS AND DATA REDUCTION 49

energy flux of the radiation decreases with radial distance from the source. On
the other hand, an starburst region is more spread, and several O/B stars will typ-
ically be closer to a molecular cloud than a single X-ray source. Thus the PDR
effects will dominate the bulk of the gas. Hence, the smaller angular size of the
action zone of an X-ray source (the region around an X-ray source that dominates
over UV driven chemical effects) will be affected by beam dilution, and the radi-
ation emerging from the starburst component can dominate the overall emission
collected by a single dish beam. This is a known drawback of single dish obser-
vations of extragalactic sources that, depending on the diameter of the telescope
used, complicates the efforts to disentangle the AGN activity from that of the star-
burst ring, when considering the intensities of the lower transitions of molecular
lines. Given that the starburst contribution is likely dominant at radii R ∼ 14′′ in
NGC 1068, but not in the CND at R ∼ 2′′, the low-J lines observed with single
dish telescopes (with beam > 25′′) can be dominated by the contribution from the
starburst ring, and if uncorrected, can be misleading.

In this paper we present observations of high-J lines of HCN, HNC, CN and
HCO+ on NGC 1068. Due to the smaller beam size, these lines are less affected
by the contribution from the starburst ring, than the J=1–0 lines. We also present
a first order estimate of the starburst contribution, based on independent obser-
vations of the J=1–0 lines, and correct the intensities of these lines accordingly.
Since HNC is the isomer of HCN, the radiation of these molecules is expected to
arise from gas with the same physical conditions. However, radiative transfer mod-
els based on the 3−2

1−0 line ratios of these molecules showed that the HNC emissions
arise from less dense gas than HCN, when considering a kinetic temperature of
about 80 K (Pérez-Beaupuits et al., 2007). We compare these previous results with
those obtained from the new 4−3

3−2 line ratios. The molecular abundances estimated
from the radiative transfer models are subsequently compared to those obtained
with our PDR and XDR models.

In Sec. 3.2 we describe the observations. The results (spectral lines and line
intensities) are presented in Sec. 3.3. The modelling and analysis of the excitation
conditions and abundances of HCN, HNC, HCO+ and CN are presented in Sec. 3.4.
The conclusions and final remarks of this work are presented in Sec. 3.7.

3.2 Observations and data reduction

We have used the 16-pixel receiver HARP (Heterodyne Array Receiver Programme)
on JCMT∗, during December 2006, to observe the J=4–3 lines of HNC (363 GHz),
HCN (355 GHz) and HCO+ (357 GHz), as well as the CN NJ = 35/2−25/2 (339 GHz),
toward the center of the Seyfert galaxy NGC 1068 (r.a. = 02h42m40.7s, dec. =
−00◦00′48′′). Beamsizes and efficiencies are shown in Table 3.1. We used HARP
as a single pixel in staring mode, since it was the only receiver available to cover

∗ The JCMT is operated by the Joint Astronomy Center on behalf of the Science and Technology
Facilities Council of the United Kingdom, the Netherlands Organization for Scientific Research,
and the National Research Council of Canada.
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Table 3.1: Beam sizes & efficiencies.

Molecule Transition ν HPBW ηmb
J /NJ [GHz] [′′]

CN 25/2 − 13/2 226.875 21 0.67
CN 35/2 − 25/2 339.517 15 0.63
HCN 4− 3 354.505 14 0.63
HCO+ 4− 3 356.734 14 0.63
HNC 4− 3 362.630 14 0.63

the high frequencies. The 10th pixel was used to point the telescope at the nu-
clear region of NGC 1068. Detection in the other pixels was negligible and beyond
the scope of this work, since they point outside the circumnuclear disk. Pointing
was checked regularly on SiO masers and the RMS was found to be lower than 2′′.
Since HARP was not fully commissioned at the time of the observations, we reg-
ularly checked the calibration of the receiver observing the CO J=3–2 line in the
reference source CRL168 and we compared it with the representative spectrum ob-
tained with the former receiver B3. It was found that the calibration CO J=3–2 line
observed with HARP was fainter than the reference spectrum, and our data was
corrected according to the variations of the calibration observed during the run.
We also used the receiver A3 to observe the CN NJ = 25/2 − 13/2 (226 GHz) line.
The backend was the ACSIS correlator, and when observing with HARP we used
a bandwidth of 1 GHz since the 1.8 GHz bandwidth was showing some anomalies
in the overlap area and a higher system temperature. Unfortunately, this limited
our baseline coverage. Nevertheless, we used 2048 spectral channels which gives
a resolution of about 0.4 km s−1 in the original spectra. We obtained different num-
bers of scans (on-source observations) for all the observed lines, with integration
times between 5 and 10 minutes each, to allow for calibration observations between
the scans.

After a weighted (by system temperature and integration time) average of the
scans, a baseline was removed from the average spectra and the resolution was
lowered to reduce the level of noise. A first-order polynomial was used in most
of the spectra to fit the baselines. Only for CN NJ = 35/2 − 25/2 a second order
polynomial was needed. The velocity resolution was reduced to 20 km s−1, which
represents less than 10% of the line widths. Small variations in the channels chosen
to define the baselines in the original averaged spectra, lead to variations of < 6%
in the integrated intensities of the final spectra shown in the next section. The
average system temperature was about 300 K for total on-source integration times
between 35 minutes and 4.1 hours. The S/N levels (the peak antenna temperatures,
obtained from the gaussian fit, with respect to the r.m.s. of the baselines) ranged
between 3 and 7. The software package XS (written by P. Bergman, Onsala Space
Observatory) was used to reduce the data and fit the Gaussians.
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Figure 3.1: Molecular line emissions in NGC 1068. The velocity resolution was reduced to 20
km s−1for all the lines. The spectra are centered with respect to the heliocentric systemic velocity
vsys = 1137 km s−1.
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Table 3.2: NGC 1068 line parameters.

Molecule–J V T∗A ∆V

[km s−1] [mK] [km s−1]

CN NJ = 25/2 − 13/2
1151±15 21.4± 1.7 265±35
1444±42 7.1± 2.1 265 a

CN NJ = 35/2 − 25/2
1076±14 5.0± 0.9 132±34
1252±33 2.2± 0.8 132 a

HCN J=4–3 1123± 6 41.5± 2.4 202±14

HNC J=4–3 1116±18 6.7± 1.1 218±47

HCO+J=4–3 1112± 8 14.9± 1.4 166±19

a The uncertainty of this parameter was larger than 100%, if let free. So we set its value to the one found for the
main gaussian component.

Table 3.3: Velocity-integrated intensities. a

Molecule Transition Intensity
J /NJ [K km s−1]

CN 25/2 − 13/2 11.7± 1.4

CN 35/2 − 25/2 1.6± 0.3

HCN 4− 3 13.9± 1.6

HNC 4− 3 2.7± 0.3

HCO+ 4− 3 3.8± 0.5

a) Total velocity integrated temperature considering all the components of each spectral line. The
values correspond to the main-beam brightness intensity, Imb =

R
T ∗A/ηmbδv, in [K km s−1].

3.3 Results

The observed molecular line emissions are shown in Figure 3.1 and the line param-
eters of the gaussian fits are summarized in Table 3.2. The spectra are centered
with respect to the heliocentric systemic velocity vsys = 1137 km s−1, taken from
the NASA/IPAC Extragalactic Database (NED). The velocity-integrated intensities
are shown in Table 3.3.

The HCN J=4–3 spectrum shows the same single peak structure as the lower-J
transitions reported by Pérez-Beaupuits et al. (2007) and Curran et al. (2000). The
average line width is about 25% (∼ 70 km s−1) narrower than the average width
observed in the lower J -transitions.

The double peak structure seen in the HNC J=1–0 and J=3–2 spectral lines by
Pérez-Beaupuits et al. (2007) is not present in the J=4–3 line. This may be due to
the smaller beam size and to the lower signal to noise ratio of our data. The center
velocity of the gaussian fit is just about 10 km s−1 away from the center velocities
of the main component in the lower transition lines (within ∼ 1σ). Since this is
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a single component line, its average width is about 50 km s−1 wider than the line
widths of the lower transition lines reported by Pérez-Beaupuits et al. (2007), but
similar to the line width of the HNC J=1–0 line reported by Hüttemeister et al.
(1995).

The HCO+ spectrum shows a single peak structure, and appears to be narrower
than the J=1–0 and J=3–2 lines reported by Krips et al. (2008). Our J=4–3 line
has an average line width of about 166 km/s, while the lines reported by Krips
et al. have average line widths of about 240 km/s. This may be an indication that
the J=4–3 line traces a different gas than the lower transitions. But due to the
relatively low S/N∼ 6, deeper observations are needed.

Using receiver A3, the two CN spingroups at 226.8746 GHz (N = 2–1, J = 5/2 –
3/2, F = 7/2 – 5/2) and 226.6596 GHz (N = 2–1, J = 3/2 – 1/2, F = 5/2 – 3/2) were
detected. The central velocity of the second spingroup is about 17 km s−1 away from
the expected velocity, which is within the 1σ error. In the optically thin limit, the
second spingroup is expected to be a factor ≤ 0.56 weaker than the main spingroup.
The factor we obtained from the gaussian fit in Figure 3.1 is ∼ 0.33 ± 0.1, which
means that this line is close to optically thin.

Observing CN with HARP at ∼ 339.5 GHz, we also detected a double peak struc-
ture. However, the two spingroups at 339.517 GHz (N = 3–2, J = 5/2 – 5/2, F =
7/2 – 7/2) and 339.476 GHz (F = 5/2 – 5/2) are severely blended. The separation
between the two peaks is 176 ± 36 km s−1, whereas the separation between the
farthest spingroup (at 339.447 GHz, F = 3/2 – 3/2) that we could detect in our
bandwidth is expected to be at just about 62 km s−1 towards the higher velocities.
So we do not think the double peak structure is due to another spingroup. Never-
theless, two gaussian components are needed to fit the line profile. Given the noise
in the spectrum, the line width of the second component was set to the line width
found for the main component.

3.4 Discussion

3.4.1 Structure of the CND and limitations of the model

Millimeter/sub-millimeter and mid-IR high spatial resolution observations of the
nuclear region of NGC 1068 support the classical picture of a rotating torus (e.g.
Tacconi et al., 1994; Schinnerer et al., 2000; Galliano et al., 2005; Poncelet et al.,
2007). However, in some previous works (e.g., Schinnerer et al. 2000) it was specu-
lated that the classical (large-scale) molecular torus is not always needed to explain
the occultation of the nuclear regions. Recent mid-IR observations have shown the
existence of two molecular streamers feeding the galactic nucleus of NGC 1068
(Tomono et al., 2006; Sánchez et al., 2009). These observations suggest that the
occultation of the nuclear region can also be associated with a nuclear concen-
tration of molecular gas and dust that forms an optically thick amorphous clumpy
structure (Sánchez et al., 2009). Although it is very likely that this structure en-
closes smaller infalling clouds, they are not resolved at the 0.075” (scale size ∼ 5
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pc at a distance of 14.4 Mpc) resolution of the Very Large Telescope (VLT).

In the case of millimeter and sub-millimeter interferometer maps of high den-
sity tracers (e.g. Tacconi et al., 1994; García-Burillo et al., 2008), not even the
streamers are resolved. This represents a limitation of the current millimeter and
sub-millimeter observations in comparison with visual and IR wavelength ranges,
with which the morphology and dynamics of the gas can be studied in more detail.
This limitation is even more severe in single dish observations for which, depend-
ing on the lines observed, the emitting regions (or clouds) can be of a much smaller
scale (∼ 1 order of magnitude) than the beam size of the telescope. In particu-
lar, our single dish observations of HCN, HNC, CN and HCO+ are sensitive to the
high density (∼ 105 cm−3) clouds that can be embedded even inside the feeding
streamers observed by Sánchez et al. (2009). The size of these dense clumps is
expected to be from < 1 pc up to a few pc, embedded in large molecular clouds of
the order of tens of parsecs. In the near future, only the Atacama Large Millimeter
Array (ALMA) is expected to resolve these smaller clouds at millimeter and sub-
millimeter wavelengths with resolutions (at 1mm) between 0.1” and 0.01” (scale
size 7− 0.7 pc at the distance of NGC 1068).

Ideally, we would like to be able to observe and to model the physical envi-
ronment in extra-galactic sources, just like it has been done for the Milky Way.
Relatively complex radiative transfer codes like, for instance, RATRAN (Hogerhei-
jde & van der Tak, 2000) and β3D (Poelman & Spaans, 2005), can be used to model
the internal dynamics, temperature and density structure of individual molecular
clouds. However, the detailed structure and signatures of the individual clouds are
convolved and smeared out with a large (> 10′′) beam in single dish extra-galactic
observations. Therefore, we do not have the information needed to constrain the
parameters related to the detailed internal structure of the clouds. What we have
is the convolved intensity and line profile of the emission emerging from all the
clumps that fall within the telescope beam. Therefore, all modeling efforts are
limited to estimate only the bulk of the gas properties. For this purpose, the less
complex radiative transfer code RADEX∗ (van der Tak et al., 2007) is a sensitive
model for estimating these average physical conditions of the high density gas from
single dish observations towards extra-galactic sources. However, due to the lack
of spatial resolution in our data, and the limitations of our model, the following
discussion and the conclusions derived from them should be taken as qualitative
orders of magnitude. Higher spatial resolution, such as the resolutions that ALMA
will provide, are necessary to reach definitive conclusions.

3.4.2 Line ratios and starburst contribution

The observed line ratios of molecular transitions have been largely used as a tool for
estimating the physical conditions of the molecular gas. However, the conversion
from Tmb to TR is uncertain through the source size of the emitting region and,
hence, the derived physical conditions (TK , n(H2) and N ) depend strongly on this

∗ http://www.sron.rug.nl/∼vdtak/radex/radex_manual.pdf
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conversion. Special care regarding this issue has been taken in previous work (e.g.
Tacconi et al., 1994; Usero et al., 2004; Pérez-Beaupuits et al., 2007; Krips et al.,
2008).

The high resolution map of the CO J=1–0 line in NGC 1068 reported by Schin-
nerer et al. (2000) shows that the morphology of this galaxy consists mostly of a
nuclear region (circumnuclear disk) and spiral arms (starburst ring). Since our
aim is to use the HCN, CN, HNC and HCO+ data as a diagnostic tool for AGN-like
environments, we are interested only in the emission emerging from the CND of
NGC 1068. However, the starburst ring could potentially be contributing to the
observed emission and, hence, influence the results of the radiative transfer mod-
els, as noted by Pérez-Beaupuits et al. (2007). This is particularly relevant for the
J=1–0 lines of all the molecules because of the larger beam size. Therefore, the
line intensity ratios, involving the J=1–0 transitions, could be misleading.

A priori, the most straightforward way to estimate the contribution from the
starburst ring would be to use interferometer data, for instance, from the HCN
J=1–0 map reported by Tacconi et al. (1994). Although this is possible, using
interferometer data is somewhat delicate due to the missing flux. Even though
the zero spacing problem can be resolved through spectra observed with a single-
dish telescope in the direction of the interferometer phase center, only part of the
short spacing information can be recovered. Besides, high quality interferometer
and single-dish data are required in order to minimize the artifacts in the final
combined data. Because the uncertainties in this technique are higher, and because
high quality data are not available for all the lines needed, we derive below a first-
order estimate of the starburst contribution, based on single-dish data only. We use
the available J=1–0 lines of HCN, HNC and CN observed with different telescopes
(SEST, OSO, IRAM 30m).

The total flux or intensity FTOTAL, measured with a beam of FWHM=θmb that
includes emission from the starburst ring (FSB), of average radius r ∼ 14′′, and
from the CND (FCND, with an smaller radius of about 1”), can be decomposed as
follows:

FTOTAL = FCND ∗ wCND + FSB ∗ wSB, (3.1)

where wCND and wSB are weighting functions that can be estimated as wCND ∼ 1,
because the size of the CND is small compared to the beams of any of the available
single dish data, and

wSB ∼ exp

[
−4 ∗ ln(2) ∗

(
14′′

θmb

)2
]
. (3.2)

In eq. (3.2) we assume that the contribution comes only from an axisymmetric
ring-like distribution of radius r = 14′′, neglecting the contribution from the bar or
any other feature at intermediate radii. Since we have at least two independent
observations of the J=1–0 line, with different telescopes of beams θmb1 and θmb2,
we can have a first-order estimate of the starburst contribution as:
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FSB ∼
FTOTAL1 − FTOTAL2

wSB1 − wSB2
. (3.3)

Hence, from eq. (3.1), the starburst contribution factor fSB of a line observed
with any telescope can be estimated as:

fSB ∼
FSB ∗ wSB

FTOTAL
. (3.4)

So we can estimate the intensity that emerges from the CND from the observed
total intensity as FCND ∼ FTOTAL ∗ (1 − fSB). This means that, the larger fSB, the
larger will be the 3−2

1−0 ratios. Note that, from equation (3.2), fSB depends on the
beam size θmb of the telescope used for the observations. Using the peak intensities
from Pérez-Beaupuits et al. (2007) and from available IRAM 30m data for the same
CN, HCN and HNC J=1–0 lines (Usero et al., in preparation) and the corresponding
telescope beams, we estimate the fSB factors as 0.58±0.25 for CN (SEST, θmb = 45′′),
0.56± 0.32 for HCN (OSO, θmb = 44′′) and 0.99± 0.50, for HNC (SEST, θmb = 55′′).

The similar (within ∼ 4%) starburst contribution factors found for CN and HCN,
as observed with SEST and OSO, respectively, are as expected since the respective
beam sizes are also similar (within ∼ 2%). Instead, the high contribution factor
estimated for HNC would indicate that only 1% of the observed emission emerges
from the nuclear region, in contrast to the 42% and 44% found for CN and HCN. If
this was real, we would expect to see a pronounced double peak structure, with the
proper velocity centers, in the HNC J=1–0 line profile. Since this is not the case,
we think that the substantial difference between the starburst contribution factors
of HNC and the other molecules might be due to some problems (e.g., pointing or
calibration errors) in the spectral line reported in Pérez-Beaupuits et al. (2007),
which was noted to be different than the one previously reported by Hüttemeister
et al. (1995). Thus, we use the HNC J=1–0 line from Hüttemeister et al. for the
following analysis. However, this line, as well as the low-J HCO+ lines reported by
Krips et al. (2008), was observed with the IRAM 30m telescope only. Therefore, we
cannot estimate the corresponding starburst contribution factor, due to the lack
of independent observations. Hence, for HNC and HCO+ J=1–0 lines we adopt
the value fSB = 0.45 ± 0.31 estimated from the HCN observations done with the
30m telescope (θmb = 28′′). The starburst contribution factors for the higher-J
transitions are expected to be negligible because of the smaller beams at higher
frequencies, so we can assume these to be zero.

After correcting the J=1–0 lines for the starburst contribution, we correct the

peak intensities for beam dilution as TR = T∗A
ηmb
× θ2S+θ2mb

θ2S
. The ratios between the line

intensities are shown in Table 3.4. We use the ratios between the peak intensities
of the main components in the Gaussian fit shown in Table 3.2. The peak intensity
corresponds to the emission emerging from regions with velocities close to the
systemic velocity of NGC 1068, and the ratios obtained from these values should be
similar to those obtained from the velocity-integrated intensities, if the line widths
of the corresponding components of the different transitions are also similar. The
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Table 3.4: Line intensity ratios between the peak antenna temperatures, assuming
a source size of 1.5”.

Molecule Transitions Ratio a

CN
25/2−13/2
13/2−01/2

0.61±0.39

CN
35/2−25/2
25/2−13/2

0.13±0.04

HCN 3−2
1−0 1.01±0.53

HCN 4−3
3−2 0.49±0.14

HNC 3−2
1−0 0.38±0.18

HNC 4−3
3−2 0.30±0.10

HCO+ 3−2
1−0 0.12±0.04 b

HCO+ 4−3
3−2 1.37±0.46

a) See (Pérez-Beaupuits et al., 2007) for the J=1–0 and J=3–2 transitions. The low-J lines of HCO+ were
obtained from (Krips et al., 2008).

b) This ratio slightly differs from that found by (Krips et al., 2008) because we use the ratio between the peak
main beam temperatures and we corrected the HCO+ J=1–0 line for the starburst contribution factor.

peak intensities of the low-J transitions of HCN and CN were taken from Pérez-
Beaupuits et al. (2007). The peak main beam temperatures of the lower transitions
of HCO+ were provided by M. Krips (private communication; Krips et al. 2008).

The line ratios were computed considering uncertainties of 10% in the reported
beam efficiencies ηmb, 5% in the main beam θmb, and 10% in the estimated source
size θS . As described in the next section, θS was assumed to be 1.5” and the same
for all the lines. Note that the high uncertainties given in Table 3.4 should be con-
sidered lower limits, since comparison of data observed with different telescopes
may introduce additional uncertainties due to the presence of different unknown
systematics between the telescopes.

3.4.3 Modeling the excitation conditions

We explore a wide range of possible excitation conditions that can lead to the
observed line intensities and line ratios, in a similar way as described in Pérez-
Beaupuits et al. (2007). In the radiative transfer models, the kinetic temperature
TK and the hydrogen density n(H2) can be constrained from the line ratios (Ta-
ble 3.4), whereas the column density (per line width) is mostly constrained by the
line intensities. We used the intensity of the J=3–2 line of HCN, HNC, and HCO+,
and the NJ = 25/2 − 13/2 line of CN, since these are common in the ratios between
the low-J and high-J lines. The intensity of these lines was corrected by beam
dilution as described below. We use the radiative transfer code RADEX to build a
cube of kinetic temperature TK , number density n(H2) and column density per line
width N/∆V for each molecule.

For most of the molecules we explored collisions only with H2, since this is
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considered to be the most important astrophysical process. Other collision partners
can be H and He. Although their collision cross sections are comparable, H2 is
about 5 times more abundant than He, and H is at least one order of magnitude
less abundant than H2 in the dense cores of molecular clouds (e.g. Meijerink &
Spaans, 2005). Hence, the effects of collisions with these other partners can be
neglected. Nevertheless, in contrast with HCN, HNC and HCO+, the open shell
molecular structure of the CN radical makes it more interactive with electrons.
Therefore, we also explore the CN–e− collision as an additional process that could
aid the excitation of CN, since the electron abundance can be enhanced by a high
ionization degree in PDRs and XDRs.

The volume density explored ranges between 104 cm−3 and 107 cm−3, the kinetic
temperature varies from 4 K to 200 K, and the column density per line width lies
between 1010 cm−2 km−1 s and 1018 cm−2 km−1 s. In order to get the actual column
density and optical depth, the values that will be reported here must be multiplied
by a line width. According to (Schinnerer et al., 2000), the velocity dispersion at the
nuclear region of NGC 1068 is about 23 km s−1. So, we could expect local velocity
dispersions (line widths) ranging between 3 km s−1and 10 km s−1.

The original RADEX code was modified in order to include dust background
emission as a diluted blackbody radiation field, in the same way as done by (Poel-
man & Spaans, 2005). We consider the emission component at 34 K described in
(Spinoglio et al., 2005), scaled by the continuum optical depth τc(ν) at a particular
frequency. Since in our models we consider up to ten transitions, we estimated
τc(ν) as increasing linearly with the frequency of the transition (from Fig.4c in
(Spinoglio et al., 2005). We modeled the total background radiation as a compos-
ite between the Cosmic Background Radiation (CMB), as a blackbody function at
2.73 K, and the diluted dust radiation, which was estimated as τc×B(Tdust), where
B(Tdust) is the Planck function at Tdust = 34 K and τc(ν) = τ100µm(100µm/λ). From
Hollenbach et al. (1991) we adopted the value τ100µm = 10−3, hence the continuum
optical depth becomes τc(ν) = 10−5[cm]ν/c, where ν is the rest frequency of the
transition in [Hz], and c is the speed of light in [cm/s].

The inclusion of the diluted continuum emission does not affect the results found
for HCO+ but decreases (from 104.7cm−3 to 105.2cm−3) the minimum density at
which solutions are found for CN, and it increases (by ∼ 10 − 20 K) the minimum
temperatures found for HCN and HNC, at the lowest densities, in comparison with
a model that considers only the CMB as background radiation. The lower limits of
the column densities per line width increases as well.

The physical conditions of HCN, HCO+, and HNC were modeled using the col-
lisional data available in the LAMDA∗ database Schöier et al. (2005). In the case
of CN, we used the collision rates estimated by Fuente et al. (1995). We do not
consider hyperfine splitting of CN, HNC and HCN, since they are not resolved in
extragalactic systems.

In Pérez-Beaupuits et al. (2007) the excitation conditions of HCN and HNC over-
lapped, assuming that their emission emerges from the same region. Since we

∗ http://www.strw.leidenuniv.nl/∼moldata/
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Table 3.5: Physical conditions estimated from line ratiosa and line intensities.

Molecule/ratio n(H2) TK N/∆υb τb

[cm−3] [K] [cm−2 km−1 s]

HCN 104 − 107 > 20 1013.2 − 1015.2 10−3.0 < τ1−0 < 102.4

100.2 < τ3−2 < 102.8

100.2 < τ4−3 < 102.8

HNC 104 − 107 10− 90 1012.8 − 1015.0 10−1.0 < τ1−0 < 102.6

1 < τ3−2 < 102.8

10−0.6 < τ4−3 < 102.4

CN 105.2 − 107 10− 20 1014 − 1015.2 10−2.0 < τ13/2−01/2 < 102.4

1 < τ25/2−13/2 < 102.8

10−0.4 < τ35/2−25/2 < 101.4

HCO+ 4−3
3−2 105.9 − 107 > 30 1011.9 − 1012.2 10−4.0 < τ3−2 < 10−1.2

10−2.2 < τ4−3 < 10−1.2

a) Results from the single-phase model with a source size θS = 1.5′′.

b) In order to get the actual column density and optical depth, the values reported here must be multiplied by
a pertinent line width, i.e. thermal plus turbulent width (FWHM) of the lines. According to Schinnerer et al.
(2000), the velocity dispersion at the nuclear region of NGC 1068 is about 23 km s−1.

now have more transitions, we can constrain the temperature and density for each
molecule separately, and then see if they agree or not.

Once the starburst contribution to the low-J lines is removed, the bulk of the
emission for all the dense gas tracers mostly arises from the CND. There should not
be a significant difference in the sizes of the CND as seen in HCN, HCO+, HNC and
CN, if all the lines can be modeled by a single phase. So we assume the same source
size for all the J lines to correct them for beam dilution. From the interferometer
maps of CN, HCN and HCO+ available in the literature for NGC 1068 (e.g. Tacconi
et al., 1994; Kohno et al., 2001; García-Burillo et al., 2008), we estimate that the
source size (FWHM) of these molecules ranges between about 1 and 2 arcseconds.

We can model the physical conditions for most of the line ratios of most of the
molecules, considering an average source size θS = 1.5′′. The estimated physical
conditions are summarized in Table 3.5. A summary of the main results is presented
below. Details of the modeling and analysis of the uncertainties are given in the
subsequent sections.

3.4.4 The physical environment of HCN

The left panel of Figure 3.2 shows the mean N(HCN)/∆υ cm−2 km−1 s (the mean
between the maximum and minimum N/∆υ that yield valid solutions), for all the
explored densities n(H2) and temperatures TK that can reproduce, within 1σ, the
observed HCN 3−2

1−0 and HCN 4−3
3−2 line ratios and the intensity of the HCN J=3–2

line. The right panel of Figure 3.2 shows how N(HCN)/∆υ changes with n(H2)
at different temperatures. These curves are easier to compare with the output of
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Figure 3.2: Left - Excitation conditions modeled for the 3−2
1−0

and 4−3
3−2

line ratios of HCN. The contour

lines correspond to the mean column density of HCN per line width (N(HCN)/∆υ cm−2 km−1 s), in the
region where the estimated line ratios and the J=3–2 line intensity reproduce, within 1σ, the observed
values. Right - Transversal cuts of the column density per line width at different temperatures modeled
above. The column densities are of the order of 1014 cm−2 km−1 s, in linear scale.

Large Velocity Gradient (LVG) models (e.g. Goldreich & Scoville, 1976) commonly
found in the literature. To make these curves more clear we do not show the error
bars (or uncertainties) of N(HCN)/∆υ for each temperature in the plot. But they
range between 25.0% – 48.8% at 30 K, 24.2% – 40.6% at 50 K, 18.4% – 38.0% at
70 K, and 21.2% – 36.4% at 90 K. Note that the uncertainties decrease towards the
higher n(H2) densities.

The lower and upper limits of the HCN column density per line width are 1013.2

cm−2 km−1 s at the highest density of about 106 cm−3, and 1015.4 cm−2 km−1 s at the
lowest density explored of 104 cm−3, respectively. There is also a narrower temper-
ature region (around 20 K) with densities higher than 106 cm−3, where solutions for
the observed ratios and intensities are also possible. The optical depths τ of each
line are summarized in Table 3.5.

All the solutions are found for temperatures higher than 20 K, with a clear
degeneracy between the kinetic temperature and molecular hydrogen density. That
is, a given column density can be obtained with either high TK and low n(H2), or
low TK and high n(H2).

3.4.5 The physical environment of HNC

In the case of the double peak structure observed in the lower transition lines of
HNC, only the main peak (at velocity ∼ 1073 ± 13 km s−1) was considered in the
analysis, since this is the component that is closer to the central velocity observed
in the HNC J=4–3 line.

The left panel of Figure 3.3 shows all the excitation conditions for which the
observed HNC 3−2

1−0 and HNC 4−3
3−2 line ratios and the intensity of the HNC J=3–
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Figure 3.3: Left - Excitation conditions modeled for the 3−2
1−0

and 4−3
3−2

line ratios of HNC. The contour

lines correspond to the mean column density of HNC per line width (N(HNC)/∆υ cm−2 km−1 s), in the
region where the estimated line ratios and the J=3–2 line intensity reproduce, within 1σ, the observed
values. Right - Transversal cuts of the column density per line width at different temperatures modeled
above. The column densities are of the order of 1014 cm−2 km−1 s, in linear scale.

2 line can be reproduced within 1σ. The mean column density of HNC per line
width (N(HNC)/∆υ cm−2 km−1 s) is shown in the contour plot. The right panel of
Figure 3.3 shows how the column density changes with n(H2) at different temper-
atures. The corresponding error bars ranges are 6.4% – 35.9% at 30 K, 7.6% –
32.3% at 50 K, and 8.3% – 26.0% at 70 K. The error bars decrease towards the
higher n(H2) densities.

The estimated N(HNC)/∆υ cm−2 km−1 s column density per line width ranges
between 1012.8 cm−2 km−1 s and 1015.4 cm−2 km−1 s. The n(H2) densities required to
reproduce these ratios range from 104 cm−3 (and probably lower than that, when
considering higher temperatures outside of our explored grid) and 107 cm−3 at
temperatures of about 10 K. A summary of the corresponding optical depth τ can
be found in Table 3.5.

In contrast with HCN, the temperatures at which solutions can be found for
HNC are limited up to about 90 K, for the lowest densities explored. At a density
of 105.5 cm−3, TK ranges between 10 K and 70 K. But at densities ≥ 106 cm−3 only
temperatures lower than 30 K are allowed.

3.4.6 The physical environment of HCO+

Using the common source size of 1.5” and the starburst contribution factor of 0.45
in the HCO+ J=1–0 line, our model is not able to reproduce the observed HCO+ 3−2

1−0

line ratio and HCO+ J=3–2 line intensity. The left panel of Figure 3.4 shows the
mean column density of HCO+per line width (N(HCO+)/∆υ cm−2 km−1 s) modeled
for the HCO+ 4−3

3−2 line ratio and HCO+ J=3–2 line intensity. The right panel of
Figure 3.4 shows how the column density changes with n(H2) at different tempera-
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Figure 3.4: Left - Excitation conditions modeled for the 4−3
3−2

line ratio of HCO+. The contour lines

correspond to the mean column density of HCO+per line width (N(HCO+)/∆υ cm−2 km−1 s), in the
region where the estimated line ratios and the J=3–2 line intensity reproduce, within 1σ, the observed
values. Right - Transversal cuts at different temperatures of the column density per line width modeled
above. The column densities are of the order of 1011 cm−2 km−1 s, in linear scale.

tures. The corresponding error bars ranges are 29.9% – 30.1% at 50 K, and 29.3%
– 30.0% at 70 K, and 29.0% – 30.1% at 90 K. In this case the error bars decrease
towards the lower n(H2) densities.

The model shows that the high-J lines trace gas with densities larger than
105.9 cm−3 and temperatures larger than 30 K. Solutions with temperatures lower
than 30 K could also be found at densities larger than those explored in this work
(n(H2) > 107 cm−3). The columns range from 1011.9 cm−2 km−1 s to 1012.2 cm−2 km−1 s,
and both lines are optically thin (τ ≤ 10−1.2) over the whole range of columns (Ta-
ble 3.5). The analysis of the uncertainties in the HCO+ model is discussed in the
sec. 3.5.2.

3.4.7 The physical environment of CN

Only the main spingroups of each transition were considered for modelling the
physical conditions of CN. The hyperfine structure of CN is not included in the
model. Hence, the radiative lines of CN are described just by the quantum numbers
N and J . The collisional data are the same as used by (Fuente et al., 1995).

The excitation conditions derived from the two line ratios with the one-phase
model (with a source size of 1.5”) are shown in the left panel of Figure 3.5. In
contrast with HCN and HNC, these conditions overlap just in an small region, with
a narrow temperature range. At the lowest density for which solutions are found
(n(H2) = 105.2 cm−3), the kinetic temperature of the gas TK is between 14 K and
16 K. At higher densities (n(H2) ≥ 107 cm−3) the gas can be as cold as 10 K.

The right panel of Figure 3.5 shows how the column density changes with
n(H2) at TK = 14 K. The dashed lines correspond to the upper and lower limits of
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Figure 3.5: Left - Excitation conditions modeled for the
25/2−13/2
13/2−01/2

and
35/2−25/2
25/2−13/2

line ra-

tios of CN. The contour lines correspond to the mean column density of CN per line width
(N(CN)/∆υ cm−2 km−1 s) in the region where the estimated line ratios and the NJ = 25/2 − 13/2

line intensity reproduce, within 1σ, the observed values. Right - Transversal cut at TK = 14 K of the
column density per line width modeled above. The values are of the order of 1015 cm−2 km−1 s, in linear
scale. The dashed lines correspond to the upper and lower limits of N(CN)/∆υ cm−2 km−1 s.

N(HCO+)/∆υ cm−2 km−1 s. Note that for n(H2) = 105.2 cm−3 and n(H2) = 107 cm−3

the limits converge, which means there is only one solution at TK = 14 K for those
densities.

The column densities per line width have a lower limit of about 1014 cm−2 km−1 s
at n(H2) = 107 cm−3 and an upper limit of 1015.6 cm−2 km−1 s at a density of
104.7 cm−3. The corresponding optical depths of each line can be found in Table 3.5.

Besides molecular hydrogen, we also explore the effects of electrons as a sec-
ond collision partner for CN. These could be significant both in PDR and XDR envi-
ronments, due to enhancement of the ionization degree by radiation. The collision
rates are the same as used in Black & van Dishoeck (1991), and were obtained from
J.H. Black (private communication). These rates are available only for TK = 20 K.

In a PDR environment, the CN emissivity peaks at a total hydrogen column
density of about 1021.5 − 1022 cm−2. At these depths the electron abundance is
∼ 10−5, and the CN column density is of the order of 1014 cm−2. We found that
for densities n(H2) ≥ 104 cm−3 the effect of collisions between CN and electrons is
negligible.

The only region where the electron abundance can be larger is at the edge of a
PDR cloud, that is NH ≤ 1021.5 cm−2. There the electron abundance is still about
four orders of magnitude lower than the total hydrogen density, but it can be at
least two orders of magnitude larger than the H2 density (Meijerink & Spaans,
2005). At those shallow depths, however, the column of CN is not significant
(N(CN) ≤ 1010 cm−2). In order to boost the electron abundance to higher lev-
els, in the region where most of the CN emission originates, we would require a
gas phase carbon abundance of about 3 − 4 times Solar. However, these higher
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abundances are not supported by other works (e.g. Kraemer et al., 1998).

In an XDR, the ambient conditions along the cloud are different than those
found in a PDR, with larger (10−2 − 10−4) relative electron abundances (Meijerink
& Spaans, 2005). In the main emitting region (N(H) ≥ 1022 cm−2) the electron
density n(e−) is expected to be about 10 cm−3 if n(H2) ∼ 105 cm−3. These densities
produce changes of the order of 10% in the excitation temperatures Tex of CN, with
respect to those obtained when using only H2 as collision partner, and the column
density N(CN) has to decrease with about 50% to get the same line strengths.

Hence, the effect of electrons as secondary collision partner of CN, is not impor-
tant in a PDR environment. In an XDR environment, small effects can be expected.

3.5 Analysis of the uncertainties

We analyze here how the uncertainties in the input parameters of our models (4–
3/3–2, 3–2/1–0 line ratios and the J=3–2 line intensities) propagates to the solutions
we find. The two main uncertainties in our models are the estimated common
source size (θS = 1.5′′) for all the molecules and transitions, and the first order
estimate of the starburst contribution factor fSB for the J=1–0 lines. The starburst
contribution factor affects only the 3−2

1−0 line ratios which in turn will modify, to
some extent, the combination of temperatures (TK), densities (n(H2)) and column
densities (N ) for which solutions are found. On the other hand, the source size
affects mostly the J=3–2 line intensities (used to constrain the radiative transfer
models) which in turn affect mostly the range of temperature and column densities
of the solutions. The source size is also present in the 4–3/3–2 and 3–2/1–0 line
ratios, as we correct these lines for beam dilution. However, because the source
size is about one order of magnitude smaller than the size of the respective beams,
its effect in the line ratios is negligible.

The solutions for the HCN and HNC line ratios are less sensitive to these two
parameters since the range of temperatures and densities for which solutions exist
is large enough (which allows for more flexibility in the TK vs n(H2) space) and
because the 4−3

3−2 line ratios, which basically define and constrain the overlap with
the solutions found for the ratio between the lower-J lines, are independent of fSB.
The effect is reflected mostly in the column densities per line width due to changes
in the source size.

3.5.1 Uncertainties in CN

The solutions for CN are particularly sensitive to the source size. As mentioned
before, the starburst contribution factor affects only the ratio between the lower
J -lines. The range of TK and n(H2) for which we find solutions for the CN

35/2−25/2

25/2−13/2

line ratio is smaller than that for the
25/2−13/2

13/2−01/2
ratio. Hence, the final solutions

for CN (given by the overlap between the solutions found separately for the ratios
between the low-J lines and the high-J lines) is constrained by the solutions found
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Figure 3.6: Excitation conditions modeled for the
25/2−13/2
13/2−01/2

and
35/2−25/2
25/2−13/2

line ratios of CN, using

a source size of 1”. The contour lines are as defined before. Considering this smaller source size, the
range of temperatures where solutions are found can go up to 100 K, and densities can be as low as
104.5 cm−3.

for the
35/2−25/2

25/2−13/2
line ratio.

Because the solutions found for the CN are already constrained, little changes
in the source size have a larger impact than for HCN and HNC. If we assume a
larger source size of 2”, the solutions for CN are restricted to an small range of
temperature around 10± 4 K and for densities between 105.7 cm−3 and 106.6 cm−3.
On the other hand, if we assume an smaller source size of 1”, the solutions for CN
line ratios can be found in a larger region of TK and n(H2) than those found for a
source size of 1.5”, as shown in Figure 3.6. The smaller source size of 1” increases
the estimated CN NJ = 25/2 − 13/2 radiation temperature by a factor 2.25, which is
reflected mostly in the range of kinetic temperatures at which we can find solutions
for the observed line ratios. When using θS = 1.5′′ the maximum temperature where
solutions can be found is 20 K, at a density of 105.3 cm−3 (Figure 3.5). But when
using an smaller source size (Figure 3.6) the temperature range can go from 20 K
up to 100 K, at the same density.

3.5.2 Uncertainties in HCO+

On the other hand, the HCO+ 3−2
1−0 is affected by both, θS and fSB, and the fact that

we do not find solutions for this ratio may be due to the uncertainties in these two
parameters. We explored different alternatives and we found that our model can
reproduce the observed ratio, and HCO+ J=3–2 line intensity, if we assume either
a larger source size (θS = 2′′), or a larger starburst contribution factor (fSB = 0.60).
The results are shown in the left and right panels of Figure 3.7. A larger starburst
contribution factor increases the HCO+ 3−2

1−0 line ratio, and allows for solutions at
slightly higher temperatures than assuming a larger source size. Note that in both
cases solutions for densities < 104 cm−3 are also possible. This result, however,
rises a new question since these solutions do not overlap with the solutions found
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Figure 3.7: Left - Excitation conditions modeled for the 3−2
1−0

line ratio of HCO+, when considering

the estimated starburst contribution factor fSB = 0.45, but a larger source size θS = 2′′. Right -
Excitation conditions modeled for the 3−2

1−0
line ratio of HCO+, when considering a larger starburst

contribution factor fSB = 0.60, and the common source size θS = 1.5′′. Bottom - Excitation conditions
modeled for the 4−3

3−2
line ratio of HCO+, when reducing the HCO+ J=4–3 line intensity by a factor 1.5.

The higher transition J=4–3 still traces mostly the dense and warm gas (n(H2) ≥ 105.4 cm−3, TK ≥ 20
K), whereas the 3−2

1−0
line ratio indicates that those lines would trace less dense (n(H2) < 105.2 cm−3)

and cold (10 K < TK < 30 K) gas.

for the HCO+ 4−3
3−2 ratio (Figure 3.4).

The fact that the ratio between the higher transition lines traces denser (n(H2) >
105.9 cm−3) and warmer (TK > 30 K) gas than what the lower transition lines would
indicate, and that they do not overlap either with the solutions found for HCN, HNC
or CN, may raise some skepticism about the HCO+ J=4–3 line. So we also explored
the results of our model, assuming that the HCO+ J=4–3 line could be somehow
overestimated (e.g., undetected calibration problems, or intrinsic instrumental dif-
ferences, like sensitivities, between the JCMT and the IRAM 30m telescopes).

In Sec. 3.2 we mentioned that HARP observations of the calibration source
showed less flux than the reference spectra observed with the former receiver
B3. Those differences account for factors between 1.1 and 1.5, that where used
to correct each of our scans before adding them up. So, if we reduce the final
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HCO+ J=4–3 line by a factor 1.5 (which would be the worst case scenario) the
HCO+ 4−3

3−2 line ratio reduces to 0.91 ± 0.31 and the new solutions would be as
shown in the bottom panel of Figure 3.7. It can be seen that, even in this worst
case scenario, there would not be an overlap between the solutions found for the
ratio between the lower J lines and those found for the higher J lines.

This result would imply that the lower and higher J -lines of HCO+ trace dif-
ferent gas phases, and a single-phase model may not be the most appropriate to
reproduce the observed HCO+ ratios and intensities. Hence, a two-phase model,
where different sizes of the emitting region could be seen by different J lines,
may be a better approach for HCO+. In fact, Krips et al. (2008) mentioned that
the size of the emitting region decreases with increasing J line, according to re-
cent SMA data. A multiple-phase model can also be applied to the HCN, HNC and
CN molecules. Among molecules, those which are easily dissociated should have
small sizes. Hence, a decreasing source size with increasing J line seems natural.
However, the only way to constrain these models would be by using interferometer
maps (fluxes, beam deconvolution, etc.) to accurately estimate the actual source
size seen by the different J lines. Nevertheless, this is a task that is beyond the
scope of this work.

3.6 Line intensity and abundance ratios

The line intensity ratios, with respect to HCN, are summarized in Table 3.6. The
intensities used correspond to the peak antenna temperature of the main compo-
nent of the gaussian fits, corrected for starburst contribution, beam efficiency, and
beam dilution, assuming a source size of 1.5” for all the lines. We also find that
most of the line intensity ratios (the HCO+/HCNJ=4–3 ratio is the exception that
is discussed below) decrease with increasing rotational quantum number J , simi-
lar to what was found by Krips et al. (2008) for the HCN/CO ratio. This was also
noticed for the HNC/HCN J=1–0 and J=3–2 line ratios observed in NGC 1068, and
other Seyfert galaxies, by Pérez-Beaupuits et al. (2007). Since the beam sizes are
comparable, this could be an indication that the higher-J levels of CN and HNC are
less populated than those of HCN.

This is what we would expect assuming collisional excitation of the molecules,
where Tex is proportional to τ × n(H2). From the excitation conditions modeled in
Sec. 3.4.3, the HNC column densities, and hence τHNC, tend to be lower than that
of HCN. On the other hand, even if the column densities that we find for CN are as
high (or higher in some cases) than the columns found for HCN, the optical depth
τCN tends to be lower than τHCN because of the higher (fine and hyperfine) splitting
of the rotational levels of CN. Thus, the high energy levels of CN and HNC would
be less populated than those of HCN.

In the following sections we address the relative abundance issue by estimating
the abundance ratio as the ratio between the column densities estimated from the
radiative transfer models described before.
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Table 3.6: Line intensity ratios between molecules.

Molecules Transitiona

J=1–0 J=3–2 J=4–3

HNC
HCN 0.71±0.45 0.26±0.08 0.16±0.05
CN

HCN 0.89±0.69 0.54±0.15 0.14±0.04

HCO+
HCN 1.10±0.59 0.13±0.04 0.36±0.10

a) The lines correspond to J=1–0, J=3–2 and J=4–3, for HCN, HNC and HCO+. In the case of CN, the lines are
actually NJ = 13/2 − 01/2, NJ = 25/2 − 13/2 and NJ = 35/2 − 25/2, respectively.

3.6.1 HNC/HCN

The range of temperatures where we can analyze the HNC/HCN ratio is limited by
the solutions found for HNC, which go up to ∼ 90 K at the lowest density explored
(n(H2) = 104 cm−3). The left panel in Figure 3.8 shows the mean N(HNC)/N(HCN)
column density ratio for the temperatures and densities where the solutions found
for each molecule (left panels of Figs. 3.3 & 3.2) overlap. The mean column density
ratio ranges between 0.10 and 0.18, with errors that vary between 30% and 55% of
the mean value. Note that similar ratios can be found at two different temperatures
for a particular density. The right panel in Figure 3.8 shows the mean value, and
corresponding upper and lower limits, of the N(HNC)/N(HCN) ratio at 20 K and 50
K. At these temperatures the ratios are quite similar (within 15%) for the density
range n(H2) = 105.3−5.7 cm−3.

The fact that the line intensity ratios (Table 3.6) are also lower than unity, indi-
cates that the bulk of the HNC and HCN emission emerges from warm gas (TK > 30
K). This agrees with observations in the vicinity of the hot core of Orion KL, and
experimental and theoretical data, where the HNC/HCN line ratio decreases as
the temperature and density increase (e.g. Schilke et al., 1992; Talbi et al., 1996;
Tachikawa et al., 2003).

On the other hand, the ratios N(HNC)/N(HCN) < 1 estimated with our mod-
els cannot be directly interpreted as a signature of a pure PDR or XDR environment
in the CND of NGC 1068. The HNC abundance can be decreased due to tempera-
tures higher than traditionally expected, produced deep inside a molecular cloud by
mechanisms other than radiation, like turbulence and shocks (Loenen et al., 2008).
If the temperature is higher than 100 K, the conversion of HNC into HCN is more
efficient and HNC is suppressed (Schilke et al., 1992; Talbi et al., 1996). These
high temperatures are not found in regions where the abundance of HCN and HNC
is high enough to be detected, for traditional PDR or XDR models (Meijerink &
Spaans, 2005). The high SiO abundance observed in the CND of NGC 1068 can be
a direct evidence of the possible contributions from mechanical heating (shocks)
and dust grain chemistry induced by X-rays (García-Burillo et al., 2008). Hence, a
more elaborated PDR/XDR model that includes both mechanical heating and grain
surface chemistry will be needed to further understand the results of our radiative
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Figure 3.8: Left - Ratios between the mean column densities of HNC and HCN (N(HNC)/N(HCN)).
Right - Transversal cut of the ratios at different temperatures. The dashed and dashed-dot lines corre-
spond to the upper and lower limits of the ratios at 20 K and 50 K, respectively.

transfer models.

3.6.2 CN/HCN

When using the one-phase model with a source size θS = 1.5′′, the physical con-
ditions estimated for the CN and HCN molecules (left panel in Figs. 3.5 & 3.2)
overlap only in an small region around n(H2) ∼ 105.5 cm−3 and TK ∼ 20 K. The left
panel in Figure 3.9 shows the mean N(CN)/N(HCN) column density ratio and the
corresponding upper and lower limits. The maximum ratio of 0.93 ± 0.07 is found
at n(H2) ∼ 105.4 cm−3. The ratio decreases almost linearly with density (while the
uncertainty increases), and it reaches the minimum ratio of 0.73±0.2, with a larger
uncertainty of ∼ 29%, at a density of n(H2) ∼ 105.5 cm−3. The ratio then increases
slowly, with a constant uncertainty, up to 0.76± 0.2 at n(H2) ∼ 105.7 cm−3.

If we assume a larger source size θS = 2′′ for CN, the solutions obtained do
not overlap with those found for HCN. However, when using an smaller source size
θS = 1′′ for CN, there is a large overlap in the physical conditions found for these
molecules (left panel in Figs. 3.6 & 3.2). The right panel in Figure 3.9 shows the
mean N(CN)/N(HCN) column density ratio for the new model. The new mean col-
umn density ratios now range between ∼ 2 and ∼ 4, with errors that vary between
20% and 50% of the mean value. The maximum mean ratios (≥ 3.6) are found at a
density of∼ 106 cm−3 and temperatures between 40 K and 60 K, while the minimum
mean ratios (< 2.3) can be found at a larger density range of n(H2) ∼ 105−6 cm−3

but at lower temperatures (TK < 30 K).
The bottom panel in Figure 3.9 shows the mean value, and corresponding upper

and lower limits, of the N(CN)/N(HCN) ratio at 18 K, 30 K and 50 K. At TK = 18 K
the new ratios (with uncertainties ranging from 23.6% to 26.5%) are larger (rang-
ing between 3 and 4) and are found at a higher density range (n(H2) > 106.6 cm−3)
than in the 1.5” source size model. On the other hand, at densities between
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Figure 3.9: Left - The N(CN)/N(HCN)) column density ratios for the small range of density at
TK = 18 K, where the physical conditions found for CN and HCN overlap when using the one-phase
model with θS = 1.5′′. Right - Ratios between the mean column densities of CN and HCN, when using a
source size θS = 1′′ for CN. Bottom - Transversal cuts, at different temperatures, of the ratios showed
in the middle panel. The dotted, dashed-dotted and dashed lines correspond to the upper and lower
limits of the ratios at 18 K, 30 K and 50 K, respectively.

105 cm−3 and 106 cm−3 the ratios found for 30 K and 50 K are very similar (within
10%), but the uncertainties of the ratios at TK = 30 K are larger (63.6%–72.4%)
than those for TK = 50 K (39.0%–43.7%). These larger uncertainties for the ratios
at TK = 30 K imply that the corresponding upper limits increase to values > 5 at
a density n(H2) ∼ 105.6 cm−3. Note that the uncertainties at TK = 30K, and hence
the upper limits, decrease for densities < 105.1 cm−3.

The mean column density ratios estimated with θS = 1.5′′ can be easily found
in an XDR environment, but the predominance of this component cannot be con-
cluded from the N(CN)/N(HCN) ratio only, since ratios ∼ 1.0 are also expected
in a PDR component (Lepp & Dalgarno, 1996; Meijerink et al., 2007). The mean
column density ratios 2 . N(CN)/N(HCN) . 4 estimated with θS = 1′′, are ten-
tatively more consistent with an XDR/AGN environments (Lepp & Dalgarno, 1996;
Meijerink et al., 2007). However, these and higher [CN]/[HCN] abundance ratios
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have also been found in PDR/starburst scenarios (e.g. Fuente et al., 2005). The fact
that we find a relatively low N(CN)/N(HCN) column density ratio, with respect to
what would be expected in a pure XDR scenario, could be explained by an over-
abundance of HCN due to the grain-surface chemistry suggested by García-Burillo
et al. (2008).

Nevertheless, assuming an smaller emitting region for CN than for HCN intro-
duces a new question regarding the chemistry/physics driving the formation (or de-
struction) of these two molecules. If this is the case, then we would need to explain
why CN is absent in the hypothetically more extended region covered by HCN.
Perhaps this scenario could also be explained by the possible contributions from
mechanical heating and dust grain chemistry suggested in Loenen et al. (2008)
and García-Burillo et al. (2008). However, exploring this alternative would require
high resolution maps of at least SiO, HCN, CN and HNC, in addition to a composite
mechanical heating, X-rays and dust-grain chemistry model, to properly account
for the different contributing scenarios. This is an study that can be addressed in a
follow up work.

3.6.3 HCO+/HCN

Figure 3.4 indicates that the emission from the high-J HCO+ lines emerge from gas
that does not co-exist with HCN, HNC and CN, in the nuclear region of NGC 1068.
The column density (1011.9−1012.2 cm−2 km−1 s) estimated from the HCO+ 4−3

3−2 ratio,

and the possible solutions found for the HCO+ 3−2
1−0 ratio (left panels of Figure 3.7),

also indicates that the warmer and denser gas traced by the high-J lines is only
an small fraction (0.5% – 10%) of the total HCO+ gas. Most of it is confined to the
lower transitions.

The main reason for the lack of co-existence is the HCO+ J=4–3 line. The possi-
ble solutions found for the HCO+ 3−2

1−0 ratio, considering the uncertainties, would be
consistent, in terms of density, with the HCN and HNC molecules, albeit at some-
what lower temperature. However, if we consider a larger source size of about
2” (as shown in Sec. 3.5.2), the HCO+ J=3–2 line intensity will decrease, and so-
lutions for temperatures up to 30 K (at densities of a few times 104 cm−3) will
be possible, and the solutions for the high-J ratio will require just slightly lower
(N(HCO+) ∼ 1011.7−12.0 cm−2 km−1 s) column densities per line width. Hence, the
HCO+ J=4–3 line seems to indicate a different gas phase.

Krips et al. (2008) found that the HCN/CO line intensity ratios decrease with
increasing rotational quantum number J , for AGN dominated galaxies, including
NGC 1068. We find the same trend in the HNC/HCN and CN/HCN line intensity
ratios (Table 3.6). The HCO+/HCN ratio, however, defies this trend. Interestingly,
the higher-J levels of HCO+ may be more populated than its lower levels due to a
local X-ray source (Meijerink et al., 2007). This result is consistent with an XDR,
given that in strongly irradiated dense XDRs the HCO+ column builds up with depth
to high values before the HCN does. Hence, the column weighted temperature of
the HCO+ molecule is higher, from which the HCO+ J=4–3 line benefits. The HCN
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behavior with depth is more gradual, avoiding the strong separation between the
low and high-J lines (e.g. Meijerink & Spaans, 2005, their Fig. 9).

The J=4–3 line ratio between the peak intensities of HCN and HCO+ (the in-
verse value is shown in Table 3.6) is about ∼ 2.7, and is consistent with the ratio
reported by Kohno et al. (2001). Instead, the velocity-integrated intensity ratio
I(HCN)
I(HCO+)J = 4− 3 is ∼ 3.7 (from Table 3), which is larger than the ratio between the

peak intensities due to the smaller line width of the HCO+ J=4–3 line. This number
is right above the maximum value shown in Fig.3 of Kohno (2005). Interestingly,
this places NGC 1068 in a distinguished position within the Kohno diagram, among
their pure AGNs.

3.7 Conclusions

We have used HARP on JCMT to observe the J=4–3 line of HCN, HNC, HCO+ ,
and the NJ = 25/2 − 13/2 and NJ = 35/2 − 25/2 transitions of CN, in the nuclear
region of NGC 1068. We estimated the excitation conditions and abundance ratios
of these molecules in the CND from radiative transfer models, assuming a single
phase gas for all the molecules and lines. We compared column density ratios with
predictions from PDR/starburst and XDR/AGN models.

We deduced a first-order estimate of the starburst contribution to the J=1–
0 lines, out of independent observations with different telescopes. The starburst
contribution of the higher-J lines should be negligible because of the smaller beam
sizes at the higher observing frequencies.

We first expected, and assumed, that the source sizes, seen by the different
molecules and transitions, should not be significantly different. We estimated
the source sizes for HCN, CN and HCO+ from the different interferometer maps
available in the literature, and used a common value of 1.5” for all the observed
lines. The results of our models showed that the HCN, HNC and partly CN, can
co-exist in gas with similar kinetic temperature (10 – 20 K) and hydrogen density
(105.3−5.7 cm−3).

However, the analysis of the uncertainties in source size, as well as in the star-
burst contribution factor, shows that the HCO+ molecule seems to trace a totally
different gas phase, both with respect to the other molecules and its own differ-
ent transitions. The HCO+ 4−3

3−2 line ratio indicates that the emission of these lines
emerges from gas with densities larger than 105.9 cm−3 and temperatures higher
than 30 K. Instead, the HCO+ 3−2

1−0 line ratio would traces less dense (n(H2) ≤
105 cm−3) and colder (TK ≤ 20 K) gas, when using models with either an smaller
source size or a higher starburst contribution factor.

The physical conditions estimated from the line ratios are based on the assump-
tion of a single-phase model with the same size of the emitting region. However,
a single-phase scenario clearly does not hold for the HCO+ molecule. The lack of
an independent measurement of the HCO+ J=1–0 line, and the assumption of the
same starburst contamination factor for this line as the one found for HCN from
the IRAM 30m data, introduces an additional uncertainty. Nevertheless, the fact
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that the high-J lines of HCO+ clearly trace higher densities and temperatures, with
lower HCO+ column densities, indicates that this gas is less extended throughout
the CND, in terms of volume and maybe in surface as well.

The line intensity ratios of CN/HCN and HNC/HCN decrease with increasing ro-
tational quantum number J . The HCO+/HCN intensity ratios, instead, do not follow
this trend. The HCO+ J=4–3 line intensity, compared with the lower transition lines
and with the HCN J=4–3 line, support the influence of a local XDR environment.

The N(CN)/N(HCN) ∼ 1 − 4 column density ratios estimated with the single-
phase model are indicative of an XDR/AGN environment with a possible contribu-
tion of grain-surface chemistry induced by X-rays or shocks.

The single-phase model, with a common source size seen by all the molecules
and transitions, works well for HCN and HNC. However, HCO+ shows clear evi-
dence that different lines can trace completely different gas phases. Besides, as-
suming an average source size for all the molecules and lines can be a good first
approximation, but has the clear drawback that estimates derive mostly from the
J=1–0 interferometer maps, which do not trace very warm and dense gas, and are
sensitive to beam smearing effects. High resolution maps of the higher-J lines may
show slight differences in source sizes that can be considered negligible, at a first
glance. But, as was shown with CN and HCO+, even an error of a fraction of an
arcsecond in the estimated source size can make a big difference in the physical
conditions derived from the radiative transfer models. High resolution maps of the
different transitions used in the models would aid to reduce the uncertainties in the
models. In addition, a more elaborated PDR/XDR model that includes mechanical
heating and grain-surface chemistry, will be necessary to properly account for the
different contributing factors.

The spatial extent and morphology of the emitting regions of different J lines, as
well as the detailed dynamics and physical environment of the high density tracers,
can be tested with the higher spatial resolution maps that ALMA will provide in the
future.
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4
The deeply obscured AGN of NGC 4945

– J.P. Pérez-Beaupuits, H.W.W. Spoon, M. Spaans, J.D. Smith –

The nearly edge-on galaxy NGC 4945 is one of the closest galaxies where an AGN
and starburst coexist, and is one of the brightest sources at 100 keV. Near and

mid-infrared spectroscopy have shown very strong obscuration of its central region,
rivaled only in strength by some of the most deeply obscured ULIRGs. In contrast,
at optical and infrared wavelengths the AGN has remained undetected until very
recently. In order to determine the spatial distribution of ISM emission features,
and to characterize the physical conditions in the ISM exposed to the radiation from
the circumnuclear starburst and the deeply buried AGN, we map the central region
of NGC 4945 in three of the four Spitzer-IRS modules (SH, SL and LL). In particular,
we produce maps of the flux distribution of the starburst tracers [Ne II], [Ne III],
[S III] and [S IV] at 12.81, 15.56, 18.71 and 10.51 µm, respectively, and a map of
the AGN narrow-line region tracer [Ne V] at 14.32 µm. The first ∼2.3′′ resolution
maps of the [Ne V] 14.32 µm fine-structure line and the deep silicate absorption
feature at 9.7 µm of the nucleus of NGC 4945 are presented. The [Ne V] emission
flux was detected down to a level of 0.017× 10−21 W cm−2, and shows an extended
distribution rather than a point source-like distribution. We obtained an extinction
map (AV) based on the apparent strength of the 9.7 µm silicate absorption feature.
The peak emission of most of the extinction corrected lines coincides (within ∼ 1′′)
with the position of the H2O maser. The [Ne V]/[Ne II] ratios obtained in all the
region mapped are lower than the ratios typically observed in AGNs. Whereas
the [Ne III]/[Ne II] ratios observed along the starburst ring are consistent with the
ratios expected in shocks. This may be due to an excess [Ne II] emission driven
by the starburst ring, or to the presence of many SN remnants. An extinction
AV ∼ 5500 mag is needed to obtain typical AGN [Ne V]/[Ne II] line ratios of > 0.8,
consistent with X-ray derived columns NH > 1024 cm−2 obscuring the AGN BLR of
NGC 4945.

Paper in preparation. Based on observations obtained with the Spitzer Space Telescope, which is
operated by the Jet Propulsion Laboratory, California Institute of Technology, under NASA contract
1407.
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4.1 Introduction

The active galaxy NGC 4945 is one of the closest (at a distance of ∼ 3.82 Mpc,
adopted from the recent estimates by Karachentsev et al. 2007, which imply a
spatial scale of ∼ 18.5 pc/arcsec) galaxies that host both, an AGN and starburst.
Earlier X-ray observations showed evidence for a hidden AGN (Iwasawa et al., 1993;
Guainazzi et al., 2000). These observations revealed a Compton-thick spectrum
with an absorbing column density of NH = 5 × 1024 cm−2 (Iwasawa et al., 1993).
The nucleus of NGC 4945 is one of the brightest extragalactic sources at 100 keV
(Done et al., 1996), and the brightest Seyfert 2 AGN at > 20 keV (Itoh et al., 2008).

Rather than a point source marking the presence of the AGN in optical and
near-infrared images, the nearly edge-on (i ∼ 80o) line of sight to the central re-
gion reveals evidence for strong and patchy extinction, which is especially apparent
in HST-NICMOS H −K maps (Marconi et al., 2000). A dust lane aligned along the
major axis of the galactic disk obscures parts of the central region just southeast
of the K-band peak. The K-band peak itself lies ∼ 1′′ west (but, within the uncer-
tainty) of the position of the H2O maser (Greenhill et al., 1997), which we adopt as
the location of the AGN.

Estimates from IRAS observations indicate that about 75% of the total infrared
luminosity of the galaxy (LIR = 2.4 × 1010 L�) is generated within an elongated
region of 12′′ × 9′′ (about 222 × 167 pc2) centered on the nucleus (Brock et al.,
1988). The structure of this region, as shown in high resolution HST-NICMOS
observations of the Paα line, is consistent with a nearly edge-on starburst disk with
a 4.5′′ (∼ 83 pc) radius (Marconi et al., 2000).

Although the star formation and supernova rates in the nuclear region were
originally estimated to be moderate (∼ 0.4 M� yr−1 and ∼ 0.05 yr−1, respec-
tively; Moorwood & Oliva 1994), more recent estimates based on high resolu-
tion (angular scale of 0.3 pc) radio observations and estimates of supernova rem-
nant source counts, sizes and expansion rates, lead to a type II supernova rate of
> 0.1(v/104) yr−1, and star formation rate limits of 2.4(v/104) < SFR(M ≥ 5 M�) <
370 M� yr−1, where v is the shell radial expansion velocity in km s−1 (Lenc & Tin-
gay, 2009). These supernova and star formation rates are, within a factor two,
similar to those estimated in NGC 253 and M82 (Pedlar et al., 2003; Lenc & Tin-
gay, 2006), which are also nearly edge-on starburst galaxies, have similar distances
close to 4 Mpc and all show similar infrared luminosities (Rice et al., 1988). The
impact of the central starburst on the circumnuclear region is large, as revealed by
the presence of a conical cavity evacuated by a supernova driven wind (Moorwood
et al., 1996c; Marconi et al., 2000). The HST-NICMOS images of the H2 1-0 S(1)
line at 2.12 µm show that the edges of the cavity extend out to 5′′ (∼93pc) north
from the NGC 4945 nucleus (Marconi et al., 2000).

Near and mid-infrared spectroscopy indicate that the ISM in the central region
of NGC 4945 is very different than that of other nearby starburst galaxies, such as
M 82 and NGC 253, which present similar inclination angles. The strong absorp-
tion features of both volatile (CO and CO2) and refractory (H2O) ices observed in
the 2.4–5 µm ISO-PHT-S spectrum indicate the presence of shielded cold molecular
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clouds obscuring the NGC 4945 nucleus (Spoon et al., 2000, 2003). The detection
of a strong absorption feature of XCN ice at 4.62 µm by Spoon et al. (2000, 2003)
indicates that these molecular clouds have been processed in an energetic environ-
ment (Lacy et al., 1984), and processed ice is suggested to be a common charac-
teristic of dense molecular material in star forming galactic nuclei (Spoon et al.,
2003). A highly distorted PAH emission spectrum produced by a very deep 9.7 µm
silicate absorption feature is more evidence for the unusually strongly obscured
nuclear region (Spoon et al., 2000; Brandl et al., 2006). This makes NGC 4945 a
unique nearby laboratory to study an environment that can be found only in distant
ULIRGs.

Previous mid-infrared spectroscopic observations could not confirm the pres-
ence of an AGN in NGC 4945. Just an upper limit of the 14.32 µm [Ne V] emission,
considered a tracer of AGN narrow-line regions (Moorwood et al., 1996b; Genzel
et al., 1998, e.g.,), was obtained from ISO-SWS observations (Spoon et al., 2000).
The VLT-ISAAC observation of the 3.93 µm [Si IX] line, commonly observed in the
soft X-ray photoionized gas of many Seyfert galaxies (Oliva et al., 1994; Lutz et al.,
2002), resulted in a non-detection (Spoon et al., 2003). Only recent observations
with the more sensitive IRS-SH spectrograph on Spitzer allowed the detection (al-
though at a very faint level) of the 14.32 µm [Ne V] line towards the NGC 4945
nucleus (Bernard-Salas et al., 2009). The [Ne V]14.3µm/[Ne II]12.8µm flux ratio
found in NGC 4945 is ∼ 0.007, which indicates an AGN contribution of less than a
few percent using the diagram by Farrah et al. (2007) (their Fig. 16). This detec-
tion of [Ne V] relative to [Ne II] is about 10 times weaker than what was observed
in other Seyfert galaxies like Mrk 266 and NGC 1365 (Bernard-Salas et al., 2009).

In this paper we study the mid-IR properties of the nuclear region of NGC 4945.
Spitzer-IRS spectral mapping observations of a 20.7′′ × 20.7′′ (about 383×383 pc2)
region are presented. The mapping capabilities of Spitzer-IRS allow the study of
a number of properties of the nuclear region in NGC 4945. For instance, the ex-
tent of the AGN coronal line region as traced by the [Ne V] line, the extent of the
crystalline silicate absorbing region (and a search for the sources responsible for
the presence of crystalline silicates), disentangling PAH emission and silicate ab-
sorption along the line of sight, and the excitation and age of the circum-nuclear
starburst based on line ratios of forbidden lines. Although we actually used the
Spitzer-IRS modules SH, SL and LL, in this work we present the most interesting
results from the SH and SL spectral maps only, since in this work we focus on the
analysis of the spatial distribution of ISM emission and absorption features. We
present for the first time the maps of the starburst tracers [Ne II] 12.81 µm, [Ne III]
15.56 µm, [S III] 18.71 µm, and [S IV] 10.51 µm, and a map of the AGN narrow-line
region tracer [Ne V] at 14.32 µm, and analyze the ratios between some of these
tracers as different diagnostics. The organization of this article is as follows. In
Sect. 4.2 we describe the observations and the data reduction. The maps obtained
are presented in Sect. 4.3. The analysis of the data is presented in Sect. 4.4. The
conclusions and final remarks are presented in Sect. 4.5.
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4.2 Observations and data reduction

We mapped the central region of NGC 4945 with the InfraRed Spectrograph∗ (IRS
- Houck et al. 2004) on board of the Spitzer Space Telescope (Werner et al., 2004)
through the guaranteed time observation (GTO) program P40479 (PI: H.W.W. Spoon).
The spectral maps were done in moderate resolution (R∼600) with the Short-High
(SH; 9.9 – 19.6 µm) IRS† module, and at low resolution (R∼60–120) using the Short-
Low (SL1; 7.4 – 14.5 µm, SL2; 5.2 – 7.7 µm) and Long-Low (LL1; 19.5 – 38.0 µm,
LL2; 14.0 – 21.3 µm) IRS modules.

The SH module was used to measure mainly the fine-structure emission lines
(starburst tracers) [S IV] at 10.51 µm, [Ne II] at 12.81 µm, [Ne III] at 15.56 µm,
[S III] at 18.71 µm, the AGN narrow-line region tracer [Ne V] at 14.32 µm, and the
molecular hydrogen (pure rotational) lines, H2 0-0 S(2) and H2 0-0 S(1) at 12.3
µm and 17.0 µm, respectively. We also obtained a map of the CO2 ice absorption
feature at 11.0 µm from the SH module. With the SL module we obtained maps of
the H2 S(3), and the silicate absorption feature at 9.7 µm.

4.2.1 SH map

The IRS-SH map was obtained in July 2007 (at the beginning of the summer vis-
ibility window) when the SH slit was relatively aligned with the minor axis of
NGC 4945. The area mapped was limited to a set of 3 parallel by 10 perpendic-
ular pointings centered on the nucleus, and covering an area of 21′′ × 26′′. The top
panel of Fig. 4.1 shows the orientation of the SH slit overlaid on the Spitzer-MIPS
24 µm map of the central region of NGC 4945 (by courtesy of Varoujian Gorjian,
private communication).

A S/N>20 in the 14.5 µm continuum was reached in order to detect the 1 µm
wide absorption band of CO2 ice at 15.3 µm. The quality of the map was optimized
by splitting up the mapping into 4 1-cycle maps of 120 sec, each of which was
alternated with a staring mode off-source sky measurement to keep track of rogue
pixels and to obtain an accurate measure of the sky background. The total time
used for the SH map, including sky positions, was 6.5 hrs.

4.2.2 SL map

Due to a Spitzer anomaly‡ that began a few hours before the original schedule of
the observations, the IRS-SL map of the nuclear region of NGC 4945 was delayed
till August 2008, when the SL slit was no longer perfectly aligned with the galaxy
major axis. A minimum S/N of 40 in the 6.7 µm continuum for SL2 and of 30 at
11.0 µm for SL1 was achieved. These sensitivities were obtained with 5 cycles of

∗ The IRS was a collaborative venture between Cornell University and Ball Aerospace Corporation
funded by NASA through the Jet Propulsion Laboratory and the Ames Research Center.

† http://ssc.spitzer.caltech.edu/irs/highleveloverview
‡ http://www.spitzer.caltech.edu/news/856-feature06-25-Engineers-Studying-Spitzer-Anomaly
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Figure 4.1: Spitzer-MIPS 24 µm map (Varoujian Gorjian, priv.comm.) of the central region of
NGC 4945. The galaxy major axis runs vertical. North is toward the upper right, East toward the
upper left. Along the declination axis the grid spacing is ∼1 arcminute, and about 12 seconds along the
R.A. axis. The region mapped with the IRS-SH module (top panel ) is about 21′′ × 26′′, while a larger
region of 37′′ × 67′′ was mapped with the IRS-SL (bottom panel ) module. The red and yellow grids
correspond to the SL1 and SL2 spectral orders, respectively. The sky (off-source) positions observations
are indicated by the grids to the left and right of the galaxy major axis. The images were produced with
the Spitzer/Leopard software package used to query the archive and download the data.

14 sec ramps, which allowed to map a region of about 37′′ × 67′′ in 2 parallel by 19
perpendicular pointings centered on the nucleus of NGC 4945.

In order to sample the background continuum and to identify rogue pixels, we
also obtained off-source spectra with the same integration times and number of
cycles at two positions sufficiently above and below the galaxy disk. The off-source
spectra were taken before and after the SL mapping. The total time used for the
SL map, including sky positions, amounts to 3.1 hrs. The orientation of the SL slit,
overlaid on the Spitzer-MIPS 24 µm map of NGC 4945, is shown in the bottom panel
of Fig. 4.1.

4.2.3 Data reduction

The Basic Calibrated Data (BCD) were pre-processed with the Spitzer pipeline ver-
sions S16.1 for SH, and S18.1 for SL. Rogue pixels were cleaned, and maps were
built, using the IRS mapping reduction package CUBISM∗, designed by the SINGS†

legacy team (Smith et al., 2007). With this tool we performed the flux calibration,
background subtraction, and estimated the statistical uncertainty at each spectral

∗ http://ssc.spitzer.caltech.edu/dataanalysistools/tools/cubism/
† http://ssc.spitzer.caltech.edu/spitzermission/observingprograms/legacy/
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wavelength. We create the first spectral cubes from the slit observations combined
with CUBISM. After creating the first cubes, we further cleaned the data using the
back-tracking procedure described in Smith et al. (2007). All the pixels with flux
uncertainty larger than 50% were flagged, so they were not used in subsequent
reconstructions of the spectral cubes. We iterate on the cleaning procedure by per-
forming visual inspections throughout the maps, of small sections of the spectra
around the emission lines, PAH and silicate features of interest, and we recon-
structed the cubes after cleaning new pixels.

The spectral cubes obtained with CUBISM are in units of surface brightness,
MJy sr−1, but we convert them to W cm−2 µm−1 sr−1 to work and present the spec-
tra. We use the units of flux density W cm−2 to present the integrated line fluxes
and maps. For this we use the conversion 1 arcsec2 = 2.3504 × 10−11 steradian,
knowing that the pixel size∗ of the IRS/SH map is ∼2.26 arcsecs/pixel, which leads
to 1.2005× 10−10 steradians that we need to multiply by in order to get the maps in
units of flux density. In the case of IRS/SL the pixel size is ∼1.85 arcsecs/pixel, so
we have slightly smaller 8.04424× 10−11 steradians per pixel than in the SH map.

4.3 Analysis and results

During the data reduction and spectral analysis process we found that the SH spec-
tral orders† are mismatched at levels that vary across the mapped region. This
effect is smoothed (although not completely solved) by increasing the overlap be-
tween the orders (in the wavsamp calibration file) and by increasing the size of the
aperture used to extract 1-D average spectra, as discussed below. We also observed
module to module mismatches, which inhibit us from reliably combining the SH and
SL modules to perform further analyses like, for instance, using the H2 S(3) line as
an extinction indicator. These mismatches in the SH orders and between modules
have not been addressed before‡, probably because they are apparent only in high
S/N data as those presented in this work. The IRS-SH/SL orders/modules mismatch
problem seen in high S/N data is a new issue that we are still studying together
with members of the SINGS team (J.D. Smith, private communication). Fortunately,
most of the emission and absorption features we are interested in are found within
the spectral orders, and those features observed near the edge of the orders are
treated with extreme care or not addressed at all.

The average spectra, considering the whole field of view (FOV) of the SL and
SH maps, are shown in the top and bottom panel of Fig. 4.2, respectively. The
spectrum of the IRS/SL map corresponds to the average spectrum extracted from a
similar FOV as that of the IRS/SH map. The most important fine-structure emission
lines and PAH features are indicated in both spectra.

We developed our own IDL procedures to work on the 1-D spectra that were

∗ See http://coolwiki.ipac.caltech.edu/index.php/Units for a description of Spitzer units and conver-
sions

† http://ssc.spitzer.caltech.edu/irs/irsinstrumenthandbook/
‡ http://ssc.spitzer.caltech.edu/irs/features/
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Figure 4.2: Top panel - Average spectrum of the equivalent field of view of the SH map of the
nuclear region of NGC 4945, as seen in the SL map. The SL1 order is shown with a dashed line. The
most significant fine structure emission lines and PAH features in the SL wave range are labelled, in
particular the ones that overlap with the SH waverange. Bottom panel - Average spectrum of the whole
field of view of the SH map. The higher spectral resolution of the IRS/SH module allows to distinguish
emission lines like [Ne V]14.32µm and [Cl II]14.37µm, otherwise blended in the IRS/SL module. These
spectra are not corrected for extinction.

used to build the final maps. In the SH cube, the map contains 11×11 pixels of
∼ 2.3′′ each. So the whole field of view covers a region of about 468×468 pc2 (1′′

corresponds to ≈ 18.5 pc at the distance of 3.82 Mpc). These 1-D spectra were
extracted from the clean SH cubes by averaging the spectra over a moving 2×2
pixel aperture. The whole field of view was covered with a step size of 1 pixel,
so the reduced map contains only 10×10 pixels but covering the same area as
the original map. However, the last slit observation of the IRS/SH map covers
just about one third of the spatial region associated with each pixel. Therefore,
we conclude that the last column of the original 11×11 grid map produced by
CUBISM is not representative of the actual spatial region associated with that slit
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column, and we do not use it in our maps. So the final maps reduced with the
2×2 aperture correspond to 9×9 pixels, covering a slightly smaller region than the
original maps. The coordinates assigned to each pixel of the resulting map are
those of the center of the 2×2 aperture. Using the 2×2 pixel extraction box the
S/N of the spectra is increased by a factor 2 (from the

√
4 pixels), and reduce the

effect of the mismatch between orders mentioned above. This corresponds to a
standard procedure recommended by J.D. Smith (private communication) to obtain
IRS maps of extended sources.

The average Full Width Half maximum (FWHM) of the IRS/SH Point Spread
Function (PSF) has been estimated to be ∼ 5.16′′ and ∼ 4.31′′ for the direction
along the spectral dispersion axis and the spatial axis of the slit, respectively, while
the corresponding average PSF FWHM values of the SL2 (mostly used in this work)
are∼ 3.76′′ and 3.27′′, respectively (Pereira-Santaella et al., 2010, their appendix A).
According to Pereira-Santaella et al., the 1-σ deviation around the average centroid
position in SL modules was found to be ∼ 20 times smaller than the SL pixel size
(1.85′′). While the maximum 1-σ deviation in the SH module was found to be ∼ 0.6′′,
which is considered small compared to the SH pixel size (2.26′′). This indicates that
the average 2×2 aperture maps can still be resolved. We test this for our maps in
Sec. 4.3.4.

From the SH 2×2 aperture average spectra we obtained maps of the starburst
tracers [S IV] at 10.51 µm, [Ne II] at 12.81 µm, [Cl II] at 14.37 µm, [Ne III] at 15.56
µm, [S III] at 18.71 µm, as well as the AGN tracer [Ne V] at 14.32 µm, and the
pure rotational molecular hydrogen lines, H2 S(2) and H2 S(1) at 12.3 µm and 17.0
µm, respectively. For each line we first estimate a continuum level by fitting a
second-order polynomial to the base of the emission line, or a cubic spline with
selected anchor points (pivots) when the emission line was on top of a complex
PAH or silicate feature. We applied the same aperture reduction procedure for the
SL map, from where we obtained a map of the silicate absorption feature at 9.7 µm
and the corresponding silicate strength as described in Sec. 4.3.4. We also obtained
a map of the the molecular hydrogen line H2 S(3) at 9.66 µm.

4.3.1 The spectral complex around [Ne V] 14.32 µm

The complexity of the spectral range around the [Ne V] 14.32 µm is shown in
Fig. 4.3. A PAH feature at ∼13.95 µm seems to be present just next to where
the first bending mode of HCN at 14.02 µm is expected to be found either in emis-
sion or in absorption. Depending on the temperature of the surrounding molecular
gas, HCN can be vibrationally excited by absorbing the infrared photons at 14.0 µm.
This will produce a subsequent cascade process that can enhance HCN rotational
lines in the (sub-)millimeter range. This corresponds to the IR-pumping scenario
proposed to explain the bright HCN J = 1 → 0 (and higher) transition observed
in some ULIRGs and Galactic star-forming regions (e.g., Aalto et al., 1995; García-
Burillo et al., 2006; Guélin et al., 2007; Aalto et al., 2007b; Pérez-Beaupuits et al.,
2010). Although, due to the order mismatch (mentioned in Sec. 4.3) observed be-
tween ∼ 13.90 µm and ∼ 14 µm, also seen by Pereira-Santaella et al. (2010), we are
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Figure 4.3: Zoom into the [Ne V] complex wavelength range from the average IRS/SH spectrum of
Fig. 4.2. At these wavelengths we find the first bending mode of HCN at 14.02 µm, and the AGN tracer
[Ne V] at 14.22 µm, almost blended with the fine-structure emission line [Cl II] at 14.37 µm, on the slope
of the PAH feature around 14.22 µm. The dotted line shows the wavelength at which we found an order
mismatch, probably producing the unknown feature observed next to the HCN 14.02 µm, which could
be affected.

unable to conclude whether we detect or not the HCN 14.02 µm feature.
A larger PAH feature is observed around ∼14.22 µm, and on its rightmost

(and less steep) slope the fine-structure emission lines of [Ne V] 14.32 µm and
[Cl II] 14.37 µm are found. Chlorine, which has an ionization potential of 12.97 eV,
is known to play an important role in characterizing the neutral gas components in
the ISM. When H2 is abundant (optically thick in the FUV), it reacts (exothermically
by 0.17 eV) with [Cl II] to form HCl+, which leads to the formation of [Cl I] and H I

(Jura, 1974; Jura & York, 1978). This means, chlorine is predominantly ionized in
H I regions while it is predominantly neutral when cold H2 components are present
(Sonnentrucker et al., 2002, 2003). The [Cl II] 14.37 µm fine-structure emission
line was clearly detected (>3σ) in the whole region mapped with the IRS/SH mod-
ule, and presents a similar (although more spreadout) distribution than that of the
[Ne II] 12.81 µm line.

Because its high-ionization potential (97.1 eV) is too large to allow production by
main-sequence stars, the fine-structure line [Ne V] 14.32 µm is commonly used to
probe the narrow line region of AGNs (e.g., Moorwood et al., 1996b; Genzel et al.,
1998; Armus et al., 2007; Alonso-Herrero et al., 2009; Baum et al., 2010; Willett
et al., 2010, and references therein). It has recently been used as a diagnostic tool
to unambiguously identify AGN galaxies that have not been identified as such using
optical spectroscopy (Goulding & Alexander, 2009).

4.3.2 Estimating the line emission flux

The emission fluxes were estimated by fitting a Gaussian profile to the fine-structure
lines and integrating the flux above a local continuum, which was estimated from a
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Figure 4.4: Gaussian fit of the [Ne V] 14.32 µm and [Cl II] 14.37 µm fine-structure emission lines
at three different pixels of the IRS/SH map. The error bars indicate the uncertainties of the spectral
data. The filled circles indicates the pivots used for the cubic spline interpolation of the baseline. The
top panel shows less than 3σ detection for [Ne V] but a clear detection of the [Cl II] line. The spectrum
of the middle panel shows clear detections of both lines. The bottom panel shows <3σ detection for
[Ne V], in spite of the low uncertainties in the data points.
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cubic spline interpolation of selected anchor points (pivots). Since we we want to
determine the actual spatial distribution of the emission lines in the nuclear region
of NGC 4945, we set a strict 3σ level detection for all the fine-structure emission
lines, and at least two data points (or a full width of ∼560 km s−1at 14.32 µm) in the
profile to consider a feature as a real emission line in the spectrum. For a robust
estimate of the local continuum we adopted an average flux of five points around
each of the selected pivots used in the cubic spline interpolation. Figure 4.4 shows
the Gaussian fit of the [Ne V] 14.32 µm and [Cl II] 14.37 µm fine-structure emis-
sion lines at three different positions of the IRS/SH map. The uncertainty of each
spectral data point is indicated by the error bars. The pivots used for the cubic
spline interpolation of the local continuum (baseline) are shown with filled circles.
These pivots are at the wavelengths 14.201 µm, 14.247 µm, 14.281 µm, 14.428 µm,
14.531 µm, 14.667 µm, and 14.780 µm.

The top panel of Fig. 4.4 shows the spectrum in a region of the map with rel-
atively high uncertainties (∼1.4% on average) in the spectral data and with high
RMS (as computed from the baseline, and indicated in the legend of the plots) that
leads to less than a 3σ detection for [Ne V], but a clear detection (>3σ) for the [Cl
II] line. The spectrum of the middle panel was extracted from the central 2×2 pixel
aperture of the map, which has a S/N ratio ∼9 in the line and >100 in the contin-
uum, and is among the highest S/N in the whole IRS/SH map. This spectrum shows
very low uncertainties (∼0.06% on average) in the data, and clear detections of
both lines. Although with low uncertainties in the data (∼0.13%), the bottom panel
of Fig. 4.4 shows less than a 3σ detection for [Ne V] (with a S/N∼1.8), but a strong
detection of [Cl II] 14.37 µm. With this Gaussian fit procedure, we produced 9×9
pixels maps (as described above) of several fine-structure lines, PAH features and
the silicate absorption feature at 9.7 µm (discussed in Sec. 4.3.4), covering a re-
gion of 20.7′′ × 20.7′′ (about 383×383 pc2). The SH maps are shown in Figs. 4.5
and 4.6, where the peak fluxes are shown with a white pixel. In the case of the
[Ne V] 14.32 µm the pixels with flux density lower than 0.017 × 10−21 W cm−2 cor-
respond to a detection level < 3σ.

4.3.3 Visual extinction

Lower limits on the reddening in the nuclear region of NGC 4945 were obtained
from the HST-NICMOS H −K color image (Marconi et al., 2000). An average color
H −K = 1.1, yielding an AV ≈ 11 mag, was observed in the region of the Paα ring.
This AV is comparable with extinctions larger than 13 mag, as estimated from the
Brα/Brβ and Paα/Hα ratios (Moorwood & Oliva, 1988; Marconi et al., 2000).

In order to compare with our data, we produced an image of AV at the same
resolution of the IRS/SH maps, using the HST-NICMOS H −K colour image. First,
we use the same definition of foreground screen extinction given in Marconi et al.
(2000)

AV(H −K) =
E(H −K)
c(H)− c(K)

, (4.1)
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Figure 4.5: IRS/SH maps of the flux density (10−21 W cm−2) of the fine-structure lines (left panels,
from top to bottom) [Ne V] 14.32 µm, [Ne III] 15.55 µm, [Ne II] 12.81 µm, (right panels, from top
to bottom) [S III] 18.71 µm, [S IV] 10.51 µm, and line [Cl II] 14.37 µm. The peak fluxes are shown
with a white pixel. These flux density maps are not corrected for extinction. The dashed-line circle
represents the ±1′′ pointing accuracy of Spitzer, and the contour lines are labelled. The reference
(∆α = 0,∆δ = 0) is marked with a cross and corresponds to the position R.A.(J2000)=13:05:27.477,
Dec.(J2000)=-49:28:05.57 of the H2O maser reported by Greenhill et al. (1997).
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Figure 4.6: IRS/SH maps of the flux density (10−21 W cm−2) of the molecular hydrogen lines (left
panels, from top to bottom) H2 S(1) and H2 S(2) at 17.0 µm and 12.3 µm, respectively, and the H2 S(3)
line at 9.7 µm from the IRS/SL map. The right panel shows (from top to bottom) the average continuum
between 14.5 µm and 15.0 µm, and the PAH features at 11.3 µm and 12.7 µm. The peak fluxes are
shown with a white pixel. These flux density maps are not corrected for extinction. The dashed-line
circle represents the±1′′ pointing accuracy of Spitzer, and the contour lines are labelled. The reference
(∆α = 0,∆δ = 0) is marked with a cross and corresponds to the position R.A.(J2000)=13:05:27.477,
Dec.(J2000)=-49:28:05.57 of the H2O maser reported by Greenhill et al. (1997).
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Figure 4.7: Left panel - HST-NICMOS H−K colour image (mag) reported by Marconi et al. (2000).
The Spitzer-IRS SH grid is overlaid to show the difference in resolution and the different orientation of
the fields of view. Right panel - Foreground screen extinction AV(H −K) estimated from the H −K
colour image at the resolution of the IRS/SH map.

where E(H − K) is the colour excess that can be obtained from the difference
between the observed and intrinsic colours, E(H −K) = (H −K)− (H −K)0. We
use the average intrinsic colour (H −K)0 ≈ 0.22 ± 0.1 mag of spiral and elliptical
galaxies reported by Hunt et al. (1997). The c(H) and c(K) coefficients are derived
from the extinction law, Aλ = c(λ)AV. Instead of using the Aλ ∝ (λ/1 µm)−1.75 law
(λ > 1 µm) assumed by Marconi et al. (2000), we used the extinction law for the
local ISM reported by Chiar & Tielens (2006), which considers solid and porous
spheres and a continuous distribution of ellipsoids in the extinction profiles used
for the amorphous silicates in the 9.7 µm absorption feature. We interpolated the
c coefficients at λ = 1.606 µm and λ = 2.218 µm of the HST-NICMOS H and K

bands, respectively. In Chiar & Tielens (2006) the local ISM continuum extinction
was found to be described by the expression

log(Aλ/AK) = 0.65− 2.4log(λ) + 1.34log(λ)2, (4.2)

using AK/AV = 0.09 to normalize the extinction to the K band (Whittet, 2003).
Beyond 8 µm the silicate profile of WR-98A is superimposed using AV/τ(9.7 µm) =
18 (Roche & Aitken, 1984). So we used eq.(4.2) and AK/AV = 0.09 to estimate the
c(H) and c(K) coefficients for the stellar light-based extinction AV(H −K).

The left panel of Fig. 4.7 shows the HST-NICMOS H−K mag image reported by
Marconi et al. (2000) with the Spitzer-IRS SH grid overlaid. We took all the pixels
of the H −K image that fall into one single pixel of the SH grid, and computed the
average AV for each pixel. The resulting foreground extinction, at the resolution
of the SH maps, is shown in the top panel of Fig. 4.7. Since the field of view of
the SH map and the HST-NICMOS images are not aligned, the SH pixels that are
off the H − K image were adopted as the average of the nearest two pixels with
actual estimates along the northeast-southwest axis, assuming that the foreground
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extinction remains fairly constant along the plane of the galaxy below the conical
cavity (Moorwood et al., 1996c; Marconi et al., 2000). The peak of this stellar
light-derived extinction lies about 2.3′′ (∼ 43 pc) northeast of the H2O maser.

4.3.4 The deep silicate absorption around 9.7 µm

From the IRS/SL cubes we can study the amorphous silicate grains, which present
a broad and deep absorption feature around 9.7 µm. The presence of PAH emission
along the same line of sight as the silicate absorption makes it hard to measure
the apparent silicate depth. If one assumes the PAH emission to be foreground to
the silicate absorption a different apparent silicate depth is found than when it is
assumed that they are mixed. Silicate absorption can also be foreground to the PAH
emission. Here we use the method proposed by Spoon et al. (2007, their Fig.2) for
absorption-dominated spectra to infer the apparent strength of this silicate feature.
First, we extracted 1-D spectra from the SL map rebinned to the 2×2 pixel aperture
of the SH map described in Sec. 4.3. For each spectrum, we adopted a local mid-
infrared continuum by interpolating the feature-free continuum pivots at 5.3 µm
and 13.55 µm.

Because the S/N is not uniform for all the pixels of the SL map, and the features
around 5.3 µm change depending on the proximity to the nucleus of NGC 4945,
we used a similar procedure as the one used for [Ne V] 14.32 µm (Sec. 4.3.1).
The flux density assigned to the pivot at 5.3 µm was adopted as the minimum flux
observed between 5.1 µm and 5.5 µm. In order to avoid contamination from the
H2 S(3) molecular line, the flux density estimated for the deepest point adopted
at 9.85 µm was the median flux density between 9.7 µm and 10.0 µm. The flux
estimated for the pivot at 13.55 µm was the median flux observed between 12.9 µm
and 14.0 µm. Then we computed the ratio between the observed flux density (fobs)
and the estimated continuum flux density (fcont) at 9.85 µm, and we obtained the
apparent silicate strength Ssil as

Ssil = ln

[
fobs(9.85 µm)
fcont(9.85 µm)

]
. (4.3)

The Ssil is equivalent to the optical depth of the silicate absorption (τ9.7 µm)
defined in Rieke & Lebofsky (1985). The left panel of Fig. 4.8 shows the IRS/SL map
(rebinned to the 2×2 aperture of the IRS/SH map) of the apparent silicate strength
at 9.85 µm. The silicate-based extinction AV(9.85 µm), shown in the right panel
of Fig. 4.8, was estimated from the average visual extinction to silicate optical
depth ratio AV/τ(9.7 µm) = 18, which is appropriate for the local ISM (Roche &
Aitken, 1984; Rieke & Lebofsky, 1985). The spatial distribution of the silicate-based
extinction is similar to that of the stellar light-based extinctionAV(H−K) estimated
in Sec.4.3.3. The peak extinction is found at the same relative position (∆ R.A. =
2,∆ Dec = 1), at about 2.3′′ (∼ 43 pc) northeast of the H2O maser (Greenhill et al.,
1997). The estimated extinction strength of the pixels in the top and left corners of
the AV(H −K) map do not seem to be correlated with the corresponding pixels of



90 CHAPTER 4. THE OBSCURED AGN OF NGC 4945

Figure 4.8: Left panel - IRS/SL map of the apparent silicate strength Ssil estimated at 9.85 µm.
Right panel - Silicate-based extinction AV(9.85 µm) map estimated from the average visual extinction
to silicate optical depth ratio AV/τ(9.7 µm) = 18 for the local ISM (Roche & Aitken, 1984; Rieke &
Lebofsky, 1985) and assuming τ(9.7 µm) ≈ Ssil(9.85 µm). The contour lines of the stellar light-based
extinction AV(H −K) of Fig. 4.7 are overlaid on the AV(9.85 µm) map (colour pixels).

the AV(9.85 µm) map. Most likely this is due to the extrapolation method used in
Sec. 4.3.3 to estimate AV(H −K) on those pixels.

It is known that extinction estimated from optical or near-infrared observations
generally underestimates the actual extinction if the environment probed is opti-
cally thick at the emission lines observed. If most of the emitting region is obscured,
as in the case of the nucleus of NGC 4945, the visual extinction estimate is repre-
sentative of the surface of the obscured region and not the region itself. This effect
is reflected in the different extinctions derived from the H −K optical image and
the silicate-based estimate derived from our mid-IR observations, where the peak
extinction is about 7 times stronger than that of the stellar light-based estimate.
Our AV(9.85 µm) is also a factor ∼1.7 higher than the extinction (AV = 36+18

−11 mag)
previously inferred from ISO observations of the [S III] 18.7/33.5 µm line ratio
(Spoon et al., 2000). This difference might be explained by the peaked nature of
the silicate-based extinction map and because of the larger apertures (≥ 14′′× 20′′)
of the ISO observations, which averages out the extinction to the lower value.

Figure 4.9 shows the contour lines of the IRS/SH flux density map of the molec-
ular hydrogen line H2 S(1) 17.0 µm (left panel ) and the IRS/SL map of the H2 S(3)
9.7 µm line (right panel ), overlaid on the silicate-based extinction AV(9.85 µm)
map. The molecular hydrogen emission avoids the obscured nucleus and peaks
about 43 pc (∼ 2.3′′) away from the highest obscuration. Although the H2 S(2) 12.3
µm (Fig. 4.6) has a similar distribution as the H2 S(1) line, its peak emission lies
closer (∼ 2.3′′, one pixel) to the peak obscuration and to the H2O maser than the
other H2 lines.

Since the distribution of the silicate-based extinction AV(9.85 µm) is similar to
that of the stellar light-based extinction AV(H −K) we think that the near-IR de-



4.3. ANALYSIS AND RESULTS 91

Figure 4.9: IRS/SL map of the silicate-based extinction AV(9.85 µm) with the contour lines of the
IRS/SH map of the flux density (in units of 10−21 W cm−2) of the molecular hydrogen line H2 S(1) 17.0
µm (top left panel ), the IRS/SH map of the H2 S(2) 12.3 µm line (top right panel ), the IRS/SL map of
the H2 S(3) 9.7 µm line (bottom left panel ), and the IRS/SH map of the [Ne II] 12.81 µm (bottom right
panel ). The figures show that the H2 emission is stronger in a region &43 pc (&2.3′′) away from the
peak obscuration, although the H2 S(2) is the closest to the peak obscuration and to the H2O maser, as
well as the [Ne II], which peaks at the H2O maser (within ∼ 1′′), as seen in Fig. 4.5.
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Figure 4.10: IRS/SH flux density (10−21 W cm−2) maps, corrected for extinction using the extinc-
tion law for the local ISM from Chiar & Tielens (2006) and the silicate-based extinction AV(9.85 µm)
(Figs.4.8 and 4.9). The left panels show (from top to bottom) the fine-structure lines [Ne V]14.32 µm,
[Ne III]15.55 µm, and [Ne II]12.81 µm. The right panels show (from top to bottom) the [S III]18.71 µm,
[S IV]10.51 µm lines, and the average continuum between 14.5 µm and 15.0 µm. The notations are as in
Fig. 4.5. Note that after correcting for extinction, all these emission lines (and the average continuum)
peak at about the same position of the H2O maser.
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Figure 4.11: IRS/SH flux density (10−21 W cm−2) maps, corrected for extinction using the extinc-
tion law for the local ISM from Chiar & Tielens (2006) and the silicate-based extinction AV(9.85 µm)
(Figs.4.8 and 4.9). The molecular hydrogen lines H2 S(1) 17.0 µm, H2 S(2) 12.3 µm, and H2 S(3) 9.7
µm (from the IRS/SL map) are shown in the left panel. The right panel shows (from top to bottom) the
fine-structure line [Cl II]14.37 µm, and the the PAH features at 11.3 µm and 12.7 µm. After correcting
for extinction, the [Cl II] line and the PAH features also peak at about the same position of the H2O
maser.
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Table 4.1: LINE FLUXESa FROM THE 10×10 APERTURE IRS/SH MAP.

Line λb
0 Flux Flux(AV)c FWHMd

[µm] [10−21 W cm−2] [10−21 W cm−2] [km s−1]

[S IV]
10.51 1.61 10.14 382.68

0.08 0.52 30.54

H2 0-0 S(2)
12.28 154.07 528.74 526.13

1.99 6.86 6.28

[Ne II]
12.81 1201.08 3733.63 612.62

118.85 355.09 30.93

[Ne V]
14.32 5.34 17.09 586.24

0.12 0.39 15.71

[Cl II]
14.37 12.82 40.90 504.09

0.10 0.32 4.59

[Ne III]
15.55 127.01 438.43 640.71

2.79 9.98 13.16

H2 0-0 S(1)
15.55 252.60 997.46 553.12

7.64 34.15 20.55

[S III]
18.71 74.87 257.92 330.17

1.36 4.91 5.84

a The flux densities of each line are given in the first row. The row below shows the corresponding uncertainties.
These are the fluxes obtained from the co-added spectra of the whole 10×10 aperture of the SH map described
in Sect. 4.3.

b Rest wavelength of the lines.

c Flux density corrected for extinction using the silicate-based AV(9.85µm) estimated in Sec. 4.3.4. Note that
this extinction correction may not be valid for every component. For the AGN BLR the extinction is given by
the X-ray-derived H2 columns of > 1024 cm−2, while for the AGN NLR it should be far less (because it does
not originate from behind the torus walls).

d Line width in km s−1 obtained from the Gaussian fit.

rived extinction towards the starburst ring may be accurate to correct the fluxes
of the starburst tracers. However, this estimate is unlikely to probe all the obscu-
ration towards the AGN. Hence, the flux density derived for the [Ne V] 14.32 µm
corresponds only to the best lower limit we can derive from the current data. Fig-
ures 4.10 and 4.11 show the same set of maps as in Figs. 4.5 and 4.6, but corrected
for extinction using the estimated AV(9.85 µm) map. Note that after correcting for
extinction, all the fine-structure emission lines, the average 14.5–15.0 µm contin-
uum, and the PAH features peak at about the same position of the H2O maser. The
H2 lines show an offset of about 43 pc (∼ 2.3′′, one pixel) with respect to the water
maser. However, there is a difference of only < 1′′ between the centroids obtained
from a two-dimensional gaussian profile fit of all the lines.

With the aim to determine whether the line emission maps are resolved, we re-
trieved a partial map of 3×3 SH slit pointings of the star P Cygni (AOR 13049088).
The map consists of 5′′ steps parallel to the slit and 2′′ steps perpendicular to the
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slit, similar to the map spacing we have for NGC 4945. These pointings lead to a
10×3 pixel map. In order to test the continuum drop off along the (10 pixels) slit,
2×2 aperture spectra were extracted in the same way we do for the SH maps of
NGC 4945. Then the continuum flux at 15 µm was measured in each position, re-
sulting in a mostly gaussian variation of the flux along the slit. The FWHM ranges
from 6 to 7 arcsec between 10 and 19 microns, far less than the ratio 19/10 ex-
pected over this range for the PSF of a diffraction limited telescope. The same pro-
cedure was applied to the 12×6 map of the star KsiDra used by Pereira-Santaella
et al. (2010) (AORs 16294912 and 16340224). In this case, a FWHM in the range
5.8′′ − 6.4′′ was found in both the parallel and the perpendicular (to the slit) direc-
tions. For the particular case of the [Ne V] line, a gaussian fit of the uncorrected for
extinction map indicates that this emission is only marginally resolved along the
major axis, given its FWHM of 6.4′′. Along the minor axis the FWHM is 7.3′′. After
extinction correction, the [Ne V] emission appears unresolved. The other emission
lines (uncorrected for extinction) are well resolved (FWHM> 7′′).

The integrated flux densities of the co-added spectra from the whole 10×10
aperture of the IRS/SH map (described in Sec. 4.3) are summarized in Table 4.1. In
this work we include only the fluxes of the most prominent emission lines. These
integrated fluxes are larger than those reported by Bernard-Salas et al. (2009),
because our 10×10 aperture is larger than the SH staring aperture. In Table 4.1
we also include the fluxes corrected with the silicate-based extinction AV(9.85 µm),
and the line widths (FWHM) as estimated from the Gaussian fit.

4.4 Discussion

4.4.1 Rotation in the nuclear region

Even though the spectral resolution (R∼600) of the IRS/SH module is relatively low
in comparison to the resolution used in most kinematic studies, we used the SH
spectra to determine shifts in the velocity of various lines. Pereira-Santaella et al.
(2010) studied the validity of the SH velocity fields by using synthetic spectra. They
found that the distortion of the wavelength scale introduced by the telescope point-
ing uncertainties limits the accuracy of the velocity estimates up to ±10 km s−1,
regardless of the S/N of the spectra, for sources which are neither point sources
nor uniformly extended sources (e.g., the nuclear region of NGC 4945). Consid-
ering as well the uncertainty in the absolute wavelength calibration (∼ 10% of a
pixel), which does depend on the S/N of individual spectra, Pereira-Santaella et al.
estimated uncertainties of 10 − 30 km s−1 in the SH velocity fields, and concluded
that variations of > 20 km s−1 in the velocity maps are likely to be real.

The derived velocity fields of the [Ne II] 12.81 µm, [Ne III] 15.56 µm, and H2

S(2) 17.0 µm lines are shown in Fig. 4.12. These correspond to the lines with the
highest S/N (& 100) in the SH spectra throughout the whole region mapped, and
therefore the velocity fields derived from them are considered to be reliable. We
also include the velocity field of the [Ne V] 14.32 µm line, although with a much
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Figure 4.12: Velocity fields of the fine-structure lines [Ne II] 12.81 µm (top left panel ),
[Ne III] 15.56 µm (top right panel ), [Ne V] 14.32 µm (bottom left panel ), and the molecular hydro-
gen line H2 0-0 S(2) 17.0 µm (bottom right panel ). The maps, covering a region of ∼ 20.7′′ × 20.7′′

(∼ 383 × 383 pc2), are consistent with a rotating disk, with the exception of the [Ne V] line, which
present a relatively uniform (most likely not spectrally resolved) velocity field.

lower S/N ranging from ∼ 1 to ∼ 100 throughout the map. The pixels with less than
a 3σ detection level (mostly found at the edges of the map, where the S/N is the
lowest) in the [Ne V] line have been blackened.

Given that the galaxy major axis runs at ∼ 45o, we find that the velocity fields of
the [Ne II], [Ne III], and H2 S(2) lines are consistent with a rotating disk in the region
of ∼ 20.7′′ × 20.7′′ covered by the SH map, which corresponds to a physical scale
of ∼ 383× 383 pc2. These velocity fields are in agreement with the velocity curves
estimated for the H I Pfβ and H2 0-0 S(9) lines by Spoon et al. (2003, their Fig.7),
given the rotation of 45o between the north-south axis of the respective figures, and
the fact that the inclination of the nuclear disk has been estimated to be smaller
(∼ 62o) than the inclination (∼ 80o) of the large-scale galactic disk (Chou et al.,
2007).
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On the other hand, the relatively uniform central region of the [Ne V] velocity
field may be due to the lack of spectral resolution and the lower (factor 10 to 100)
S/N level obtained in this line. This implies that we are unable to spectrally resolve,
at a reliable level, the rather small (. 50 km s−1) velocity shifts in the [Ne V] line.
Nevertheless, with a higher spectral resolution we would expect a weaker rotation
of [Ne V] in comparison to the rotation shown by the starburst tracers (from about
−120 km s−1 to ∼ 100 km s−1). If the [Ne V] is exclusively related to the AGN NLR,
it would mean that the NLR gas does not feel the gravitational pull of the large gas
mass interior to the starburst ring. But it would feel the pull from the SMBH, which
cannot be resolved spatially with Spitzer-IRS. Besides, the group of three pixels,
next (∼ 43 pc) to the adopted location of the AGN (the H2O maser), shows positive
velocities (in the range ∼ 10− 70 km s−1) which is opposite to the characteristics of
the velocity fields of the starburst tracers. This might be a sign of the kinematically
decoupled component discovered at the center of the disk with interferometric
maps of the J = 2 → 1 transitions of 12CO, 13CO, and C18O (Chou et al., 2007).
However, higher spectral and spatial resolution observations of the [Ne V] line are
required to reliably conclude on this.

4.4.2 Excitation temperature of H2

For LTE conditions, and an ortho-to-para ratio of 3 (Neufeld et al., 2006, their
Fig.13), we can estimate the excitation temperature of the molecular hydrogen
throughout the region mapped with the IRS/SH module, from the ratio between
the flux density of the H2 S(2) 12.3 µm and H2 S(1) 17.0 µm lines as

Tex = − T
S(2)
up − T S(1)

up

log(FS(2)νS(1)AS(1)gS(1))− log(FS(1)νS(2)AS(2)gS(2))
K, (4.4)

where FS(1) and FS(2) are the integrated flux densities of the H2 S(1) and S(2) lines,
ν is the corresponding rest frequency (∼ 1.75×1013 Hz for S(1) and ∼ 2.44×1013 Hz
for S(2)), and A and g are the respective Einstein A-coefficients and statistical
weights of each transition. The upper level energy Tup of the transitions is in units
of K.

Figure 4.13 shows the IRS/SH maps (not corrected for extinction) of the H2 S(2)
to H2 S(1) total flux ratio (top left panel ), and the corresponding map of the excita-
tion temperature Tex (K) (bottom left panel ) of the molecular hydrogen, estimated
from eq.(4.4). The peak excitation temperature of ∼ 528 ± 31 K is reached about
43 pc (&2.3′′) to the north of the H2O maser. The right panels of Fig. 4.13 show the
H2 S(2)/S(1) ratio and the estimated excitation temperature from the respective H2

fluxes corrected for extinction with the silicate-based AV(9.85 µm). The correction
for extinction leads to a peak temperature of 421 K, which is about 100 K lower than
the temperature derived from the non-corrected fluxes. However, the distribution
of the temperature, and the position of its peak value, do not change.

Since LIRGs and ULIRGs are complex systems, the H2 gas is not expected to be
at a single temperature. Besides, a long line of sight can probe different excitation
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Figure 4.13: Left panels - IRS/SH maps of the H2 S(2) to H2 S(1) total flux ratio (top left panel ),
and the map of the estimated Tex (K) of the molecular hydrogen. The peak excitation temperature of
∼528 K is reached about 43 pc (&2.3′′) to the north of the H2O maser. Right panels - Same as above,
but using the extinction corrected fluxes of the H2 S(2) and S(1) lines. The extinction correction leads
to an ∼100 K lower peak temperature.

environments (e.g., PDRs, shocks) like in the sample of galaxies studied by Roussel
et al. (2007). Previous estimates of the excitation temperature, based on SWS
observations of the (0-0) S(0) and S(1) fluxes detected in the nucleus of NGC 4945,
led to a cooler H2 component with Tex ∼ 160 K (corresponding to about 9% of the
total H2 mass), while a temperature Tex ∼ 380 K (about 0.4% of H2 mass) was
estimated from the S(1) and S(2) fluxes (Spoon et al., 2000, their Table 6), which
is in close agreement with our result considering the size of the big SWS slit. This
excitation temperature is similar to the temperature Tex = 365 ± 50 K derived for
the low-energy transitions in NGC 1377 (Roussel et al., 2006), but higher than
the temperature of Tex = 292 ± 6 K estimated from the S(0)-S(3) lines observed in
NGC 6240 (Higdon et al., 2006). Since we cannot use the map of the H2 S(3) 9.7 µm
line due to the mismatch between the SH and SL modules mentioned in Sec. 4.3, we
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are not able to infer accurately the mass of the warm H2 mass using only the S(1)
and S(2) lines. In fact, even if we had been able to use the S(3) line as an extinction
probe, most of the warm mass is revealed by the S(0) line in combination with the
S(1) line. The S(3) map from the LH module has far lower resolution, which makes
it difficult to compare with the SH and SL maps.

4.4.3 Tracing the starburst ring

The [Ne II] and [S III] fine-structure lines are our cleanest tracers of star formation
(H II regions). If an AGN is present the [Ne III] and [S IV] lines will have contri-
butions from both the starburst and the AGN. That is, the [Ne III] map may not be
suitable to trace the starburst if an AGN is present. However, in NGC4945 the AGN
contamination to [Ne III] is likely low, given the faintness of [Ne V].

The [Ne III] 15.56/[Ne II] 12.81 line ratio (middle left panel in Fig. 4.14) ranges
between ∼0.13 and ∼0.27 above and below the major axis of the region mapped.
The difference with the lowest ratios (0.06–0.13), which are found along the northeast-
southwest axis, is more pronounced than in the [Ne V] 14.32/[Ne II] 12.81 line ratios.
The [Ne III]/[Ne II] line ratios obtained with the extinction correction (middle right
panel in Fig. 4.14) are just ∼9% larger than without correction. This relatively
small change after the extinction correction is because even in a high-extinction
situation the differential extinction between [Ne III] and [Ne II] is small, given that
both lines are closely spaced in wavelength and not in one of the silicate features.
The [Ne III]/[Ne II] ratio at the position of the H2O maser is about 10% lower than
the ratio obtained from the fluxes of the 10×10 co-added spectrum (Table 4.1). The
lowest ratio of ∼0.06 is observed at about 131 pc (∼7.3′′) southwest of the H2O
maser.

Since in starburst environments the [Ne II] and [Ne III] emission lines are ex-
pected to be driven mainly by photo-ionization (e.g., Ho & Keto, 2007), the lower
ratios found along the northeast-southwest axis are likely due to a [Ne II] emission
enhanced by the starburst ring. Even though these low ratios are consistent with a
ratio [Ne III]/[Ne II]≤0.1 found in shocks (Binette et al., 1985) where the low ioniza-
tion line [Ne II] can also be enhanced (Voit, 1992). On the other hand, the highest
[Ne III]/[Ne II] ratios found above and below the major axis are larger than those
typically found in shocks. Note that only our 10×10 co-added [Ne V]/[Ne II] ratio
(from Table 4.1) can be compared to other galactic nuclei, as the 10×10 aperture
is comparable to the size probed in any of the more distant galaxy nuclei.

The [Ne III]/[Ne II]∼ 0.08 − 0.1 ratios observed along the starburst ring are in
close agreement with the ratios observed in some galaxies of the ISO starburst
sample and are consistent with burst timescale models predicting a relatively short-
lived starburst of 5− 8 Myr (Thornley et al., 2000, their Fig.6). In the whole region
mapped, we observe ratios [Ne III]/[Ne II]< 0.3, which are a factor ∼ 3 lower than
the ratios observed in the sample of quasars reported by Veilleux et al. (2009).
However, the ratio [Ne III]/[Ne II]∼ 0.07 observed at the nucleus of NGC 4945 is
comparable to the ratios observed in the nucleus of 5 (out of 16) galaxies in the
sample of LIRGs studied in Pereira-Santaella et al. (2010, their Fig.14).
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Figure 4.14: Left panels - Integrated flux density ratios between the fine-structure lines (from
top to bottom) [Ne V] 14.32/[Ne II] 12.81, [Ne III] 15.56/[Ne II] 12.81, and [S IV] 10.51/[S III] 18.71.
Right panels - Same as above, but considering the fluxes corrected for extinction. The blackened pixels
correspond to pixels with a <3σ detection level in the faintest emission lines [Ne V] 14.32 µm and
[S IV] 10.51 µm.
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The bottom panels of Fig. 4.14 show the [S IV] 10.51/[S III] 18.71 line ratio map
corrected (bottom right) and not corrected (bottom left) for extinction. Like in
the case of the [Ne V] line, the pixels with a <3σ detection level are blackened.
Because [S IV] is sitting close to the deepest point of the silicate absorption feature
at 9.7 µm (Fig.4.2), the ratios corrected for extinction are a factor ∼2 larger than
those obtained without correction. In both cases the highest ratio is found about
43 pc northwest of the H2O maser. The uncorrected for extinction map-averaged
ratios (from the fluxes in Table 4.1) of [Ne III]/[Ne II]∼ 0.11 and [S IV]/[S III]∼ 0.02
are similar (within 10%) to the ratios obtained from the SH staring observations
by Bernard-Salas et al. (2009). They position NGC 4945 among the sources with
the lowest hardness of the radiation field in their sample of starburst galaxies,
which, according to Bernard-Salas et al., may be an indication of an old (or small)
population of massive stars in NGC 4945. However, this can be conclude only for
the outermost surface that we can probe with [S IV] and [S III] lines, and we cannot
rely much on the extinction corrected data for this analysis, since the [S IV]/[S III]
ratio depends more on the extinction law used than the [Ne III]/[Ne II] ratio.

4.4.4 Starburst or AGN dominated [Ne V] emission?

If shocks can be excluded, the [Ne V] fine-structure line would be our cleanest
tracer of AGN activity. Galaxies with a predominant AGN component have typi-
cal [Ne V]/[Ne II] line flux ratios of 0.8 − 2 (e.g., Sturm et al., 2002; Armus et al.,
2007). On the other hand, starburst galaxies have a strict upper limit <0.01 for
the [Ne V]/[Ne II] flux ratios (e.g., Sturm et al., 2002; Verma et al., 2003; Farrah
et al., 2007; Bernard-Salas et al., 2009). The top left panel of Fig. 4.14 shows the
IRS/SH map of the [Ne V] 14.32/[Ne II] 12.81 line ratio in the nucleus of NGC 4945.
The pixels with a <3σ detection level in the faintest emission line [Ne V] 14.32 µm
have been blackened and they are not considered in the analysis. The extinction
corrected [Ne V] 14.32/[Ne II] 12.81 line ratios are shown in the top right panel of
Fig. 4.14. In either case, corrected or not corrected for extinction, our measured
[Ne V]/[Ne II] line ratios are consistent with those observed in starburst galaxies
rather than with AGN dominated galaxies. If we assume that the [Ne V] emission is
driven by the AGN, the low ratios observed can be due either to an excess [Ne II]
emission from the starburst, or to a heavily obscured AGN, which is consistent
with the assumption that the silicate-based extinction AV(9.85 µm) estimated in
Sec. 4.3.4 is just a lower limit for the extinction to the AGN narrow line region
(NLR).

There are several scenarios that may cause the true extinction to be higher
than our silicate-based estimate: (1) PAH emission originating from dusty PDRs
along the line of sight (a so-called mixed extinction scenario); (2) foreground, low-
extinction PAH emission fills up a deep silicate feature associated with the buried
AGN. If we were to observe a ratio of at least 0.8 at the position of the H2O maser,
where the not corrected for extinction [Ne V]/[Ne II] ratio is ∼0.005, we would re-
quire an extinction AV ∼ 5500 mag. Note that a [Ne V]/[Ne II] ratio about 10%
smaller is obtained using the fluxes of the 10×10 co-added spectrum (Table 4.1).
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Figure 4.15: HST NICMOS image of Paα (in units of 10−21 W cm−2) of the nucleus of NGC 4945
(Marconi et al., 2000). The contours (labelled) are the fine-structure lines [Ne II] 12.81 µm (top panels)
and [Ne V] 14.32 µm (middle panels). The left panels show the fluxes (10−21 W cm−2) without correc-
tion for extinction, while the right panels show the extinction corrected fluxes, using the silicate-based
extinction AV(9.85 µm) (Fig. 4.8). The not corrected [Ne V] flux peaks at about 43 pc to the northwest
of the H2O maser (Fig. 4.5), while the extinction corrected [Ne V] line peaks at about the same position
as [Ne II] and the H2O maser (Fig. 4.10). The bottom panels show the [Ne III] 15.55 µm/[Ne II] 12.81 µm
line ratio, corrected and not corrected for extinction. In both cases the ratio is lower along the starburst
ring traced by the Paα line, while it increases along the conical cavity (Marconi et al., 2000).
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Figure 4.16: ATCA 23 GHz image (in units of Jy beam−1) of the nucleus of NGC 4945 (Lenc &
Tingay, 2009). The contours (labelled) are the fine-structure lines [Ne II] 12.81 µm (top panels) and
[Ne V] 14.32 µm (bottom panels). The left panels show the fluxes (10−21 W cm−2) without correction
for extinction, while the right panels show the extinction corrected fluxes, using the silicate-based
extinction AV(9.85 µm) (Fig. 4.8). The dashed-line circle represents the ±1′′ pointing accuracy of
Spitzer. The reference (∆α = 0,∆δ = 0) is marked with a cross and corresponds to the position
R.A.(J2000)=13:05:27.477, Dec.(J2000)=-49:28:05.57 of the H2O maser (Greenhill et al., 1997). The
main radio emission coincides with the position of the H2O maser, and with the peak emission of the
extinction corrected [Ne V] and [Ne II] lines (Fig. 4.10).

Such high values of extinction are consistent with the extreme absorbing column
NH ∼ 4 × 1024 cm−2 estimated from X-ray observations towards the AGN Broad
Line Region (BLR) of NGC 4945 (Done et al., 2003). The NLR should be less extin-
guished, though.

Figure 4.15 shows the HST NICMOS image of Paα of the nucleus of NGC 4945
(Marconi et al., 2000). The contours are the fine-structure lines [Ne II] 12.81 µm
(top panels) and [Ne V] 14.32 µm (bottom panels). The left panels show the
fluxes without correction for extinction, while the right panels show the extinc-
tion corrected fluxes, using the silicate-based extinction AV(9.85 µm) estimated in
Sec.4.3.4. The not corrected [Ne V] flux peaks at about 43 pc to the northwest of
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the H2O maser (Fig. 4.5), just above the ∼ 5′′ radius starburst ring traced by the
Paα flux. Instead, the extinction corrected [Ne V] line peaks at about the same po-
sition as [Ne II] and the H2O maser (Fig. 4.10), inside the starburst ring. We also
notice a difference in shape of the extinction-corrected [Ne II] and [Ne V] emission.
The [Ne II] emission is elongated along the direction of the Paα starburst ring. The
[Ne V] emission, however, is not, which is consistent with the AGN driven interpre-
tation of [Ne V]. The [Ne III] 15.55 µm/[Ne II] 12.81 µm line ratios are lower along
the starburst ring traced by the Paα line, while there is an increasing gradient that
seems to mimic the conical-shaped cavity traced by the H2 1-0 S(1) line (Marconi
et al., 2000).

Figure 4.16 shows the ATCA 23 GHz image of the nucleus of NGC 4945 (Lenc &
Tingay, 2009). The contours (labelled) are the fine-structure lines [Ne II] 12.81 µm
(top panels) and [Ne V] 14.32 µm (bottom panels). The left panels show the fluxes
(10−21 W cm−2) without correction for extinction, while the right panels show the
extinction corrected fluxes. The main radio emission coincides with the position of
the H2O maser, and with the peak emission of the extinction corrected [Ne V] and
[Ne II] lines (Fig. 4.10).

4.5 Final remarks

We have mapped the central region of NGC 4945 with the SH and SL modules of
the Spitzer InfraRed Spectrograph. From the SH spectral cubes we produced maps
of fine-structure emission lines [S IV] at 10.51 µm, [Ne II] at 12.81 µm, [Ne III] at
15.56 µm, [S III] at 18.71 µm, the AGN narrow-line region tracer [Ne V] at 14.32
µm, and the molecular hydrogen lines, H2 S(2) and H2 S(1) at 12.3 µm and 17.0
µm, respectively. From the SL spectral cubes we obtained maps of the H2 S(3), and
the silicate absorption feature at 9.7 µm.

We present the first map of [Ne V] 14.32 µm towards the nucleus of NGC 4945
with flux detection levels down to 0.017 × 10−21 W cm−2. We produced and esti-
mated an extinction map AV(9.85 µm) based on the apparent strength of the 9.7 µm
silicate absorption feature. All the emission lines corrected for extinction peak at
about the same position of the H2O maser. On the other hand, the hydrogen lines
peak at about 43 pc away from the H2O maser. However, their centroid (from a
gaussian profile fit) is less than 1 arcsec different than the centroid obtained for
the other extinction corrected lines.

The [Ne V]/[Ne II] ratios observed in the region mapped are consistent with those
observed in starbursts rather than in AGNs. The [Ne III]/[Ne II] ratios observed
along the starburst ring are likely due to an excess [Ne II] emission driven by the
starburst ring.

In order to observe a ratio of at least 0.8 (as expected in most AGNs) at the
position of the H2O maser, we would require an AV ∼ 5500 mag, which is consistent
with the extreme (X-ray derived) column NH ∼ 4 × 1024 cm−2 (Done et al., 2003),
obscuring all the way down to the AGN BLR.
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4.6 Future work

We need to investigate whether the difference observed in the rotation gradient
between the [Ne II] and the H2 0-0 S(2) lines is significant (Fig. 4.12), and what this
indicates if so. We also need to check whether the extinction corrected [Ne V] emis-
sion (Fig.4.10) is consistent with a point-source origin, or if it is spatially extended.

Given the inferred supernova rate > 0.1(v/104) yr−1 by Lenc & Tingay (2009),
it will be interesting to investigate whether the [Ne V] 14.32 µm (uncorrected for
extinction) emission may have an origin in supernova remnants rather than from
an AGN NLR. For this we could use the observed [Ne V] luminosity from super-
nova remnant RCW103 (Oliva et al., 1999) to make a prediction for the number of
supernovae needed to power the observed [Ne V] luminosity in NGC 4945.

We also need to analyze the ratios between the other starburst tracers (e.g.,
[S III], [Ne III], [Ne II]) and compare them with ratios given in the literature. Also
the hardness of the radiation field, and the electron density, can be estimated from
these diagnostics.

Although it has been claimed that the variation of the PSF size with wavelength
within each IRS module is negligible (Pereira-Santaella et al., 2010, their appendix
A), we would like to check at which level (e.g., <20%, <10%) this is valid for our
IRS/SH maps at fairly different wavelengths, like the pivots at 5.3 µm and 13.55 µm
used to estimate the local mid-IR continuum for the silicate absorption feature at
9.7 µm (Sec.4.3.4), as well as for the ratios between lines at separated wavelengths,
like [S III] 18.71 µm and [S IV] 10.51 µm.
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5
Structure, Chemistry and Dynamics of

an AGN torus

– J.P. Pérez-Beaupuits, K. Wada, M. Spaans –

Many efforts have been made to model the mass and dynamical evolution of
the circumnuclear gas in active galactic nuclei (AGN). However, chemical

evolution has not been included in detail in current three-dimensional (3-D) hy-
drodynamic simulations. The UV and X-ray radiation from the AGN can drive the
chemistry of the gas and affect the thermodynamics, as well as the excitation of
the ISM. Therefore, we estimate the effects (in terms of chemical abundances and
excitation) of X-ray irradiation from the AGN itself for the atomic and molecular gas
of a 3-D hydrodynamic model of an AGN torus. The hydrodynamical model follows
the formation of H2 out of the H I phase according to the evolving ambient ISM
conditions. We estimate the abundance of different atomic and molecular species
from an XDR/PDR chemical model that depends on the local hydrogen density and
impinging X-ray flux at each grid element in the computational box. A 3-D ra-
diative transfer code that uses multi-zone escape probability techniques with fixed
directions was adapted to use the hydrodynamical model (temperature, density and
velocity field) as input, and to estimate the level populations of different transitions
of the atoms and molecules in the XDR/PDR model. A line tracing approach is then
used to obtain line intensities and profiles for arbitrary viewing angles. We found
an average XDR-derived temperature of & 1 to ∼ 100 times higher than the aver-
age temperature estimated in the X-ray free hydrodynamical model within the inner
±20 pc region, where the X-ray flux is FX & 1.1 erg s−1 cm−2. The average H2 XDR-
derived density, instead, follows an inverse relation with the X-ray flux, being lower
(by factors up to ∼ 104) than the average density of the hydrodynamical model
in the inner ±10 pc region. We emphasize the importance of coupling between
hydrodynamical simulations, XDR/PDR chemical models, and radiative transfer, to
estimate the abundances of different species and their line intensities. Exploratory
predictions for the CO J = 1→ 0 and J = 6→ 5 lines indicate that CO J = 1→ 0 is
not always a good tracer of nH in the central (. 60 pc) region of the AGN.

Paper in preparation
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5.1 Introduction

The formation and growth of a central black hole and its interaction with intense
star-forming regions is one of the topics most debated in the context of galaxy evo-
lution. There is observational evidence for a common physical process from which
most active galactic nuclei (AGNs) and starbursts originate (e.g., Soltan, 1982;
Magorrian et al., 1998; Ferrarese & Merritt, 2000; Graham et al., 2001; Häring
& Rix, 2004). A plausible scenario considers that starbursts, super-massive black
hole growth, and the formation of red elliptical and submillimeter galaxies, are
connected through an evolutionary sequence caused by mergers between gas-rich
galaxies (Hopkins et al., 2006, 2008; Tacconi et al., 2008; Narayanan et al., 2009,
2010). In this scenario, the starbursts and (X-ray producing) AGNs seem to be co-
eval, and the interaction processes between them (phase d and e in Figure 1 by
Hopkins et al. 2008), that dominate the formation and emission of molecular gas,
is one of the long-standing issues concerning active galaxies.

Numerous molecules tracing different (AGN and starburst driven) gas chemistry
have been detected in Galactic and (active) extragalactic environments. Studies
have shown that chemical differentiation observed within Galactic molecular clouds
is also seen at larger (∼100 pc) scales in nearby galaxies (e.g., Henkel et al., 1987;
Nguyen-Q-Rieu et al., 1991; Martín et al., 2003; Usero et al., 2004; Tacconi et al.,
2008; Pérez-Beaupuits et al., 2007, 2009, 2010; Baan et al., 2010).

The evolution of the ISM in the inner 100 pc region around a 108 M� super-
massive black hole (SMBH) was investigated by Wada & Norman (2002) (hereafter
WN02) using three-dimensional (3-D) Euler-grid hydrodynamic simulations. They
took into account self-gravity of the gas, radiative cooling and heating due to su-
pernovae (SNe). A clumpy and filamentary torus-like structure was found to be
reproduced on a scale of tens of pc around the SMBH, with highly inhomogeneous
ambient density and temperature, and turbulent velocity field. Their results indi-
cated that AGNs could be obscured by the circumnuclear material. This represents
theoretical support for observational evidence showing that some AGNs are ob-
scured by nuclear starbursts (e.g., Levenson et al., 2001, 2007; Ballantyne, 2008,
and references therein).

Several efforts have been made to estimate the molecular line emission from
the nuclear region in these 3-D hydrodynamic simulations, and to compare the
results with observational data. For instance, Wada & Tomisaka (2005) (hereafter
WT05) derived molecular line intensities emitted from the nuclear starburst region
around a SMBH in an AGN. They used the 3-D hydrodynamic simulations (density,
temperature, and velocity field data) of the multi-phase gas modeled by WN02 as
input for 3-D non-LTE radiative transfer calculations of 12CO and 13CO lines. They
found that the CO-to-H2 conversion factor (X-factor) is not uniformly distributed in
the central 100 pc and the X-factor for 12CO J = 1→ 0 is not constant with density,
in contrast with the 12CO J = 3→ 2 line.

Similarly, the role of the HCN and HCO+ high-density tracers in the inhomo-
geneous molecular torus of WN02 was studied by Yamada et al. (2007) (hereafter
YWT07). These non-LTE radiative transfer calculations suggested a complicated
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excitation state of the rotational lines of HCN (with maser action) and HCO+, re-
gardless of the spatially uniform chemical abundance assumed.

However, all these previous efforts to estimate the molecular line emissions
from the central 100 pc of an AGN leave room for improvements. First of all, the
radiative cooling in the simulations by WN02 are not consistent with the chemical
abundances in the cold and dense gas because (collisional) formation and (radia-
tive) destruction of H2 by far ultraviolet radiation (FUV) was not included. There-
fore, the cold and dense gas in the simulations by WN02 does not necessarily rep-
resent the dusty molecular gas phase around an AGN.

Hence, in order to study the distribution and structures of the various density
regimes of the H2 gas, the 3-D hydrodynamic simulations of WN02 were extended
by Wada, Papadopoulos & Spaans (2009) (hereafter WPS09) to solve the nonequi-
librium chemistry of hydrogen molecules along with the hydrodynamics. The for-
mation of H2 on dust and its radiative destruction by far ultraviolet radiation (FUV)
from massive stars are also included in the model by WPS09. This allows to track
the evolution of molecular hydrogen and its interplay with the H I phase in the cen-
tral 64 × 64 × 32 pc region. Thus, the radiative cooling in the model by WPS09 is
more consistent with the chemical abundances expected in the cold ISM, in com-
parison with the models by WN02. Different SN rates and strengths of the uniform
FUV field were also explored in order to study their effects on the structures of
molecular gas.

On the other hand, the inhomogeneous density and temperature structures ob-
served in the 3-D hydrodynamic models are not the only factors that drive molecu-
lar abundances and excitation conditions of molecular lines. There is observational
and theoretical evidence in the literature that supports different chemical evolution
scenarios due to X-ray and UV radiation from the central AGN and circumnuclear
starburst, as well as mechanical heating produced by turbulence and supernovae
(e.g., Kohno et al., 2001, 2007; Kohno, 2005; Imanishi & Wada, 2004; Imanishi
et al., 2006a,b; Imanishi & Nakanishi, 2006; Aalto et al., 2007b; Meijerink et al.,
2007; García-Burillo et al., 2007; Loenen et al., 2008; García-Burillo et al., 2008;
Pérez-Beaupuits et al., 2009). The strong UV and X-ray radiation from the AGN and
accretion disk could affect both the dynamics and excitation of the molecular gas
(e.g., Ohsuga & Umemura, 2001a,b; Meijerink et al., 2007). However, the radia-
tion field from the AGN itself was not taken into account in the earlier estimates of
molecular line emissions from hydrodynamical simulations.

A preliminary estimate of the potential effects of hard X-rays (E > 1 keV) on
the molecular gas was done by WPS09 using the X-ray Dissociated Region (XDR)
models of Meijerink & Spaans (2005). It was found that XDR chemistry may change
the distribution of H2 around an AGN, if X-ray effects are explicitly included in the
hydrodynamic model. The X-ray chemistry depends mainly on HX/n, where HX is
the X-ray energy deposition rate and n is the number density of the gas (Maloney
et al., 1996). Although the H2 abundance is robust in a clumpy medium like the
one found in the hydrodynamical models, the temperature of the gas affected by
an X-ray flux is expected to be a factor of ∼ 5 higher than that found in standard
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models of a Photon Dominated Region (PDR; e.g., Hollenbach & Tielens 1999), for
log(HX)/n > 26 (Meijerink et al., 2007). This is because the ionization heating
by X-rays is more efficient than photoelectric emission by dust grains. The higher
temperatures of the molecular gas will therefore produce stronger emission in the
pure rotational H2 lines (e.g., S(0) and S(1) at 28 µm and 17 µm, respectively).

Other molecular and atomic lines have also been suggested as tracers of the
AGN and starburst activity in nearby galaxies (z < 1) as well as in high (z ≥ 1)
redshift galaxies. Spaans & Meijerink (2008) studied the possibility of using 12CO
and H2 emission lines to trace a young population of accreting massive (≥ 106 M�)
black holes at redshifts z = 5 − 20 and radiating close to the Eddington limit. An
enhancement in the intensities of various 12CO transitions up the rotational ladder,
as well as other molecular and atomic lines like 13CO, HCN, HCO+, [C I], [C II], [O
I] and [N II], is also expected to be observed when X-ray irradiation dominates the
local gas chemistry (Meijerink et al., 2007; Spaans & Meijerink, 2008). Simulations
of quasars at z ∼ 6 with massive (1012 − 1013 M�) halos and different merging
histories showed that mid-J 12CO lines are highly excited by a starburst, while
high velocity peaks are expected to be produced by AGN-driven winds (Narayanan
et al., 2008b,a). It was further found by Narayanan et al. (2009) that the compact
12CO spatial extents, broad linewidths and high excitation conditions observed in
Submillimetre Galaxies (SMGs) at z ∼ 2 can be explained if SMGs are a transition
phase of major merging events.

In this work we use the XDR/PDR chemical model by Meijerink & Spaans (2005)
to estimate the abundances of more than 100 species (atoms and molecules) at each
grid point in the computational box of the extended 3-D hydrodynamical models of
an AGN torus by WPS09. We also estimate the actual X-ray flux emerging from
the AGN, derived from the central black hole mass. Flux attenuation by photo
absorption of X-rays along the ray path and the distance from the central black hole
is included. Thus, we estimate non-homogeneous abundances at each grid point
that depend on the local density and impinging X-ray flux. An extended version of
the non-LTE 3-D radiative transfer code β3D by Poelman & Spaans (2005) is used
to compute the level populations of any molecule or atom for which collision data
exist in the LAMDA∗ database (Schöier et al., 2005). Molecular and atomic line
intensities and profiles are calculated with a line tracing approach for an arbitrary
viewing angle. The organization of this article is as follows. In Sec. 5.2 we describe
the numerical method. The results and analysis are presented in Sec. 5.3. The final
remarks and future work are presented in Sec. 5.4.

5.2 Numerical Method

The three-dimensional hydrodynamic model of the AGN torus used in this work in-
cludes inhomogeneous density fields and mechanical heating effects due to turbu-
lence and supernova explosions, with a resolution (pixel size) of 0.25 pc in diameter.

∗ http://www.strw.leidenuniv.nl/∼moldata/
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Figure 5.1: Number of grid elements in the 3-D hydrodynamical model that has both density n(H2)

higher than 102 cm−3 and temperature Tk lower than 104 K, along the line-of-sight of the X-Y plane

(left) and the Z-Y plane (right). These are the grid elements that would contribute the most to the

emission of molecular gas irradiated by the X-ray flux emitted from the central SMBH.

Detailed descriptions of the hydrodynamic equations and simulations can be found
in WPS09. The 3-D hydrodynamic model considers the formation and destruction
of H2 in a self-consistent way, including formation of H2 on grains, and the destruc-
tion of it by FUV radiation. This allows the code to compute the total density, local
temperature (and velocity field) as well as the fraction of H2 at each grid element.
The hydrodynamical code runs for an equivalent time of & 3.5 Myr until it reaches a
quasi-steady state (WN02), and the gas forms a highly inhomogeneous and clumpy
torus with some spiral structures, and it comprises a flared disk of H2 gas with
∼ 50 pc in diameter, and about 10 pc in height (WPS09, their Fig.2c).

One of the main criticism that hydrodynamical models receive in general, is that
the density (and temperature) distribution that they show does not mimic closely
actual observations of the gas structure and distribution in galaxies and galaxy
nuclei (like in WPS09, their Fig.2a&b). However, observational data do not show
the actual density or temperature of the gas either. The information we get from
observations is the intensity and distribution of particular atomic and molecular
emission (or absorption) lines, from which the ambient conditions (density, tem-
perature and radiation field) can be estimated. Therefore, hydrodynamical models
need to be complemented with atomic and gas chemistry that allow us to infer how
the emission of different species would look like given the density and temperature
structure obtained from the hydrodynamic simulations.

One aspect that needs to be kept in mind is that not all the grid elements shown
in density and temperature distribution maps of the 3-D code by WPS09 will con-
tribute to the emission of, particularly, molecular lines. Figure 5.1 shows the num-
ber of grid elements with relatively cold temperature (TK ≤ 104 K) and moderate
density (n(H2) ≥ 102 cm−3) that can contribute to the molecular emission emerging
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along the line-of-sight of the face-on (X-Y plane) and edge-on (Z-Y plane) viewing
angles. At higher temperatures and lower densities, the fractional abundances of
molecular species would be very low (< 10−10) and their contribution to the molec-
ular emission lines would be negligible due to the low collisional excitation. The
structure observed then is quite different than when considering the full density
and temperature distribution at any cross section of the computational box. Al-
though the maps of the main contributing grid elements represent a close estimate
of the structure that we would expect to observe in molecular emission, they do
not take into account the optical depth effects nor the (sub-)thermal excitation of
the molecular energy levels that are treated in the radiative transfer calculations
described in Sec. 5.2.3. The actual structure of emission lines then depends on the
local density, temperature, and the radiation flux impinging at each grid element.

The heating of the gas and dust by X-rays emanating from the AGN, as well as
the chemical abundances in the cold (< 500 K) gas, are not computed in hydrody-
namical models. Including the (time dependent) chemical evolution at each step in
the hydrodynamical simulations would take too long with the current computational
resources. Therefore, after a realization of the state-of-art 3-D hydrodynamical sim-
ulation, the XDR/PDR code by Meijerink & Spaans (2005) is used to estimate the
chemical abundances, based on the local density and impinging X-ray flux at each
grid cell of the computational box. This code is the first combined XDR-PDR chem-
ical model, depth dependent up to large columns (NH ∼ 1025 cm−2), and considers
a large (over 100 species) chemical network. In the following sections we describe
the calculation of the X-ray flux, and the impact that it has on the chemistry and
heating of the atomic and molecular gas around the AGN.

5.2.1 The X-ray flux

For our 3-D hydrodynamical model we have a MBH = 1.3 × 107M� super massive
black hole (SMBH) (WPS09), so we can estimate the monochromatic luminosity of
the AGN model at the rest frame wavelength λ = 510 nm as follows

λLλ(510 nm) = 1044 ×
[

10−7

a

(
MBH

M�

)]1/b

erg s−1. (5.1)

With a = 5.71+0.46
−0.37 and b = 0.545±0.036 (e.g., Kaspi et al., 2000) we have λLλ(510 nm) =

6.62× 1042 erg s−1. Using the same bolometric to monochromatic luminosity factor
as in Kaspi et al. (2000) we can determine the bolometric (total radiant energy)
luminosity as Lbol ≈ 9λLλ(510 nm) erg s−1.

The incident specific flux is assumed to have a spectral shape of the form

Fi(E) = F0

(
E

1 keV

)α
exp (−E/Ec) erg s−1 cm−2 eV−1, (5.2)

where E = hν eV, α ≈ 0.9 is the characteristic spectral index of the power-law
components of Seyfert 1 galaxies (e.g., Pounds et al., 1990; Madejski et al., 1995;
Zdziarski et al., 1995), Ec is the cut-off energy which can be & 100 keV, 200 keV or
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550 keV depending on the sample of AGNs (e.g., Madejski et al., 1995), and F0 is
set to match the flux estimated from eq.(5.2) at the central grid point in the data
cube. Only the hard X-rays between 1 keV and 100 keV are relevant for the X-ray
chemical model. So we integrate eq.(5.2) over this energy range in order to obtain
the total bolometric flux

Fbol =
∫ 100 keV

1 keV

F0

(
E

1 keV

)α
e−E/EcdE erg s−1 cm−2. (5.3)

Considering that only ∼10% (Schleicher et al., 2010) of the total luminosity is
emitted in X-rays, we have that Fbol = 0.1×Lbol/4πr2

0, where r0 is the distance from
the central black hole which, for our purpose, is assumed to be the size of a grid
cell (r0 =‖ ~r0(x0, y0, z0) ‖= 0.25 pc) for the central unresolved grid point. From this
we find that F0 ≈ 9.6× 102 erg s−1 cm−2 eV−1.

For the rest of the cells, at position ~r(x, y, z) in the cube (a vector) the flux
decreases not only with the square of the distance r =‖ ~r(x, y, z) − ~r0(x0, y0, z0) ‖
from the central black hole, but also because of the opacity τ(E,~r) of each grid cell
at position ~r(x, y, z) along the radial path. The opacity is defined as

τ(E,~r) = σpa(E)NH(~r), (5.4)

where σpa(E) is the photoelectric absorption cross section per hydrogen nucleus,
and NH(~r) is the total column density of hydrogen along the radial path from the
central black hole to the position ~r in the computational box. The photoelectric
absorption is calculated from all the species as

σpa(E) =
∑
i

Atotali σi(E), (5.5)

with the total (gas and dust) elemental abundances, Atotali , taken from Meijerink
& Spaans (2005), and the X-ray absorption cross sections, σi(E), from Verner &
Yakovlev (1995). The total bolometric flux Fbol(~r) (erg s−1 cm−2) impinging on an
arbitrary grid cell at position ~r is then calculated as

Fbol(~r) =
(

0.25 pc
r

)2 ∫ 100 keV

1 keV

F0

(
E

1 keV

)α
e−E/Ece−τ(E,~r)dE. (5.6)

Figure 5.2 shows the X-ray flux estimated for the 3-D hydrodynamical model by
WPS09 at the X-Y plane, 7 pc below the mid-plane of the AGN torus (left panel ), as
well as the flux in the actual X-Y mid-plane (middle panel ). The right panel shows
the flux in the Y-Z plane. The grid cells with different densities cause more or less
absorption of the X-ray flux along the radial path from the central SMBH, producing
shadow-like shapes and an inhomogeneous flux field.

This total bolometric X-ray flux (from now on FX) is used along with the total
density of a grid cell as input parameters of the XDR/PDR chemistry code to es-
timate the abundances of several species. The formalism is described in the next
section.
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Figure 5.2: Impinging bolometric X-ray flux (in logarithmic scale and units of erg s−1 cm−2) as

seen in (left) the X-Y plane 7 pc below the mid-plane of the AGN torus; (middle) the flux in the actual

X-Y mid-plane (the accretion disk); and (right) the flux seen in the Y-Z plane. Note that the X-ray flux

distribution is not homogeneous. The shadow-like shapes are due to the X-ray absorption by the grid

cells with different densities found along the radial path from the AGN.

5.2.2 Chemical abundances and temperature

For each grid point in the computational box we have the total density and tem-
perature from the 3-D hydrodynamic model. Since each grid point represents a
physical (unresolved) scale of 0.25 pc, we also know the total column density that
the impinging radiation flux will go through. Thus, the total density, the radiation
flux, and the column density of each grid point are used as input parameters for
the XDR/PDR chemical model by Meijerink & Spaans (2005) to compute the den-
sities and fractional abundances of different species at different column densities
throughout the 0.25 pc slab. In addition, we also get the temperature of the gas
(as a function of the column density) derived self-consistently from the chemical
and thermal balance computed in the XDR/PDR code. Hence, we can compare the
temperatures and H2 densities estimated from the 3-D hydrodynamical model with
those computed considering the X-ray effects (see Sec. 5.3.2).

Figure 5.3 shows the fractional abundances of some species as a function of
the column density for impinging radiation fluxes of 160 erg cm−2 s−1 (left panel)
and 1.6 erg cm−2 s−1 (right panel). The slab represents a single unresolved grid
point in the computational box, with fixed scale (resolution) of d = 0.25 pc and
total hydrogen density nH = 105 cm−3. This gives a total column density of NH =
nH × d ≈ 1023 cm−2, which is marked with a vertical slashed-dotted line. The
XDR/PDR model, though, was executed to compute the abundances of the species
up to a column of 1025 cm−2 in order to show how deep the X-rays can penetrate
depending on the strength of the radiation field. For the strong X-ray flux (left
panel) and the actual column density (∼ 8× 1022 cm−2) of the slab, the abundances
of molecules like HCO+ will be negligible. Since the scale of the grid points is fixed,
a slab denser than 105 cm−3 would be required in order to observe a significant
abundance of HCO+ at larger (NH > 1023 cm−2) columns. Conversely, a weaker
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Figure 5.3: Left panel – Fractional abundances of various atomic and molecular species in a slab

that represents one unresolved grid cell of d = 0.25 pc scale and density of nH = 105 cm−3, in the

3-D hydrodynamic model. The X-ray flux of 160 erg cm−2 s−1 penetrates from the left side of the slab

and affects the chemistry as it is absorbed throughout the column of gas and dust. The vertical dashed-

dotted line indicates the total column density NH = nH × d ≈ 8 × 1022 cm−2 of the slab. For this

particular X-ray flux, a denser slab would be required to observe a significant abundance of molecules

like HCO+. Right panel – Fractional abundance for the same slab as above, but with an impinging

radiation flux of 1.6 erg cm−2 s−1. Note the higher abundances of H2, CO, and HCO+at lower column

densities, while the abundance of H, C and C+ decrease earlier and faster throughout the slab. The

overall temperature is also lower in this case.

radiation flux of 1.6 erg cm−2 s−1 (right panel) impinging on the slab will produce a
higher abundance of e.g., H2, CO, HCO+ at lower column densities, while H, C and
C+ would be less abundant, in a column averaged sense, than in the previous case.
An overall lower temperature is also observed when the radiation flux is weaker,
since X-ray photons are completely absorbed at a column of & 1024 cm−2.

Since a grid point of the 3-D hydrodynamic model is unresolved, and the chem-
ical abundances given by the XDR/PDR code depend on the column density, we
estimate an abundance that is representative for the particular slab and for each
species in the chemical network from the abundances observed throughout the slab
of 0.25 pc scale. We compute the total fractional abundance < AX > of the species
X=12CO, HCN, etc., as

< AX >=
∫
nX(l) dl∫
nH dl

, (5.7)

where nX(l) (cm−3) is the density of the species X at the layer l (cm) in the cloud,
and nH is the total density of the slab, so the denominator is actually the total
column density NH (cm−2) of a particular grid point.

Because the variation of the abundance of a species through the slab is different
for every species (e.g., [C I] is more abundant at the edge of the slab where T is
high, while 12CO is more abundant deep into the slab, where T is low), we require
a gas temperature that is representative of the layers in the slab where the abun-
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dance of the species is higher (since those layers contribute the most to the line
emission). Therefore, we compute an abundance-weighted average temperature,
throughout an unresolved grid point, as

< TX >=
∫

AX(l)T (l) dl∫
AX(l) dl

, (5.8)

which gives different temperatures for different species in the same grid point. For
instance, with the lower (1.6 erg cm−2 s−1) X-ray flux (right panel in Fig. 5.3) the
total fractional abundance of CO is ∼ 10−4 with an abundance-weighted average
temperature of ∼ 37 K. While for C we have an abundance of ∼ 3 × 10−5 and a
representative temperature of ∼ 66 K.

Due to the large number of grid elements in the hydrodynamical model (256 ×
256 × 128 ∼ 8.4 × 106 data points) we require an optimized process in order to run
the XDR/PDR code for the essential grid elements. Our criteria was to process only
the grid points with total density larger than 100 cm−3 and temperature lower than
104 K. This is because lower gas densities will have little weight in the excitation
of the molecular species, while higher temperatures would lead to mostly ionized
gas. Once the abundances and abundance-weighted average temperatures have
been determined for the selected grid elements of the 3-D hydrodynamical model,
we can proceed to perform the radiative transfer calculations for the entire cube.

5.2.3 3-D radiative transfer and line tracing

The advanced 3-D radiative transfer code β3D (Poelman & Spaans, 2005) has been
optimized for heavy memory usage, to be able to use the 256 × 256 × 128 (ele-
ments) data cube of the low resolution (0.25 pc scale) 3-D hydrodynamical models
by WPS09. In principle, the temperature, density and velocity field derived from the
hydrodynamical simulations can be used as the ambient conditions for the radiative
transfer formalism. However, the temperature and molecular hydrogen density de-
rived from the XDR model are found to be significantly different, as discussed in
Sec. 5.3.2. A multi-zone approach is used, in which the calculation of the level
populations in a grid cell depends on the level populations of all the other cells
through the different escape probabilities connecting adjacent grid points (Poel-
man & Spaans, 2005, 2006).

The collisional rates available in the LAMDA database (Schöier et al., 2005) are
used in a similar way as in the 1-D and 2-D radiative transfer codes RADEX (van der
Tak et al., 2007) and RATRAN (Hogerheijde & van der Tak, 2000), to calculate the
level populations of different atomic and molecular species (e.g. [C I], [C II], [O I],
12CO, 13CO, HCN, HCO+, HNC, CN, etc.). For this we use the commonly adopted
main collision partner H2 for the radiative transfer calculations in all the molecules.
Although the contribution of helium atoms to the total collision density for CO is just
about 10−2 larger, we also include (for completeness) He as an additional collision
partner by extrapolating (see Appendix 5.4) the rate coefficients reported in Cecchi-
Pestellini et al. (2002).
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The line intensities, including kinematic structures in the gas, and optical depth
effects, are computed with a ray-tracing approach for arbitrary rotation (viewing)
angles about any of the three axes of the computational box. The emerging specific
intensity is computed using the escape probability formalism described in Poelman
& Spaans (2005)

dIzν =
1

4π
niAijhνijβ (τij)

(
Sij − I locb (νij)

Sij

)
φ(νij)dz , (5.9)

where dIzν has units of [erg cm−2 s−1 sr−1 Hz−1] and τij is the cumulative optical
depth from the edge of the ray path to the zth layer, and increases away from the
observer.

5.3 Analysis and results

Once the level populations of particular transitions have been estimated with the
radiative transfer code, and the line tracing at a particular inclination angle has
been completed, the resulting two-dimensional emission map can be exported into
a regular FITS data cube. This data cube can in turn be processed by practically
any single-dish or interferometric data reduction package and visualization tool.

5.3.1 CO maps

The map of the J = 1 → 0 emission line of 12CO, from the inner ∼ 5 × 5 × 5 pc3

of the AGN torus, is shown in Fig. 5.4 using the view task of the GILDAS/CLASS
data reduction package. The line intensity has been rescaled assuming a distance
of 1 Mpc for the source, in order to obtain the spatial scale in arcseconds. The
effects of the velocity field are observed in the different velocity shifts across the
region mapped. The spectral lines, produced by the different grid elements found
along the line-of-sight through each pixel of the map, are distributed around the
arbitrary systemic velocity chosen for this system. This distribution is consistent
with gas rotating around the AGN. The spectral lines reveal the non-homogeneous
distribution of the ambient conditions, and kinematics of the gas, at the particular
inclination angle of 45o about the X-axis.

The total hydrogen column density NH, through a face-on viewing angle of the
3-D hydrodynamical model, is shown in the top left panel of Fig. 5.5. As it is
expected, the total column density of the CO molecule N(CO) (top right panel )
follows a similar distribution, although with about three orders of magnitude lower
columns. The left and right bottom panels of Fig. 5.5 show the surface brightness
of the CO J = 1 → 0 and J = 6 → 5 lines, respectively. These correspond to the
brightness observed at the surface of the face-on data cube (i.e., not scaled for an
arbitrary distance to the source). It is remarkable that the CO J = 6→ 5 line traces
more gas and structure than the CO J = 1 → 0 line, which is about twice as weak

http://iram.fr/IRAMFR/GILDAS/
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Figure 5.4: 12CO J = 1→ 0 emission line for the inner 21× 21× 21 grid cells (∼ 5× 5× 5 pc3) of

the original cube, at an adopted distance of 1 Mpc, and with an inclination angle of 45o about the X-axis.

The maps and spectra are produced using the view task of the GILDAS/CLASS data reduction package.

at its peak intensity. The very clumpy structure shown by the CO J = 1 → 0 line
does not resemble the total CO column density (top right in Fig. 5.5), while the
CO J = 6 → 5 line does. This can be explained by an optically thick J = 1 → 0
line (N(CO) > 1018 cm−2) and by the abscence of cold (< 100 K) gas, specially
at the inner ±5 pc of the AGN torus. This indicates that, by just considering the
excitation of CO, the J = 1 → 0 line will not always be a good tracer of hydrogen
column density nH in the central region (. 60 pc) of an AGN.

As an exercise for comparison with future observations, we simulate a raster
map of the AGN torus by adopting a distance D = 3.82 Mpc (the distance to
NGC 4945, see Chap. 4) to the source, and by convolving the surface brightness
maps with a single dish beam of FWHM=0.15′′ (about 11 pixels in the original map).
This corresponds to a spatial scale of ∼ 0.92 pc at the distance chosen. A step size
of one third the FWHM (about 4 pixels) degrades the original image from 256×256
to a 61×61 pixels image. Figure 5.6 shows the resulting flux density maps of the
CO J = 1 → 0 (left) and CO J = 6 → 5 (right) lines. The smearing effect of the
relatively large beam produces the loss of the intricate structure observed in the
original maps with 0.25 pc resolution shown in Fig. 5.5.
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Figure 5.5: Top panels - Face-on view of the column density (units of cm−2) of hydrogen NH (left)

and CO column N(CO) (right) in logarithmic scale. Bottom panels - Surface brightness maps of the CO

J = 1 → 0 (left) and J = 6 → 5 (right) lines (in units of 10−4 erg s−1 cm−2 sr−1), as observed at the

surface of the face-on data cube. Note that the CO J = 1→ 0 emission does not trace the same regions

as the CO J = 6→ 5, nor resembles the total CO column density (top right).

5.3.2 Temperature and density driven by X-rays

In order to investigate the impact of the X-ray flux on the temperature and molecu-
lar hydrogen density of the gas, we compare the temperature THYD obtained from
the hydrodynamical model with the temperature TXDR derived from the XDR chem-
ical model. We took a strip volume of 64×1.25×1.5 pc3 along the X-axis, and around
the center of the Y-axis (∆Y = 0) and Z-axis (∆Z = 0) of the 3-D cube. We use this
thin volume so we can have similar X-ray fluxes (decreasing mostly with the radial
distance) impinging at each grid element of the 1.25× 1.5 pc2 slices of the volume.
We computed the average temperature and H2 density of the 1.25 × 1.5 pc2 slices
at each ∆X grid element. At the resolution of 0.25 pc/element we have 30 grid ele-
ments per slice, which is a good compromise between a representative number of
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Figure 5.6: Face-on view of the flux density (in units of 10−15 erg s−1 cm−2) of the CO J = 1 → 0

(left) and CO J = 6 → 5 (right) lines, as mapped with a single dish beam of FWHM=0.15′′ (∼ 0.92 pc)

and adopting a distance D = 3.82 Mpc to the source. Note how the relatively large beam smears out

the intricate structure observed in the maps with the original resolution (0.25 pc) shown in Fig. 5.5.

grid elements, and a fairly constant impinging X-ray flux at each slice.

The top panel of Fig. 5.7 shows the average temperature THYD (K) estimated
in the 3-D hydrodynamical model (solid line) at each ∆X grid element. The corre-
sponding average temperature TXDR (K) obtained from the XDR chemical model is
shown with a gray line. Only the grid elements with THYD < 104 K were used in
the XDR model, and they are shown with filled circles. The average TXDR/THYD

ratio (gray line + filled circles) and the average X-ray flux (solid black line) FX
(erg s−1 cm−2) are shown in the bottom panel of Fig. 5.7. The average relative tem-
perature is directly related to the impinging flux at each ∆X grid element, and de-
creases as the X-ray flux decreases. The temperature derived from the XDR model
is higher (TXDR/THYD > 1) than the one estimated in the hydrodynamical model.
Both temperatures tend to be equal (TXDR/THYD ≈ 1, dashed line) at radial posi-
tions where the X-ray flux decreases to FX ∼ 1.1 erg s−1 cm−2. This corresponds to
the inner ±20 pc (X-axis offset) of the torus, which is consistent with an effective
number (attenuation) density neff larger than 105 cm−3, for an equivalent radiation
field of G0 ∼ 0.7× 103 in Habing units (Schleicher et al., 2010, their Fig.2).

In the top panel of Fig. 5.8 the average density of molecular hydrogen n(H2)HYD

along a 64× 1.25× 1.5 pc3 strip volume is shown. The density estimated in the 3-D
hydrodynamical model is shown by the solid line, and the corresponding average
n(H2)XDR density obtained from the XDR chemical model is shown with the gray
line + filled circle. Only the data points for grid cells with THYD < 104 K are
shown in the figure. In this case, the relative H2 density seems to be inversely
related to the impinging flux. That is, the average n(H2)XDR density derived from
the XDR model is lower (by factors up to ∼ 104) than the average H2 density of
the hydrodynamical model. This is observed in the inner ±10 pc region around the
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Figure 5.7: Top panel - Average temperature THYD (in units of K) of the gas along a 64 × 1.25 ×
1.5 pc3 strip volume, as estimated in the 3-D hydrodynamical model (black line) and the corresponding

average temperature TXDR obtained from the XDR chemical model (gray line). The filled circles show

the actual data points obtained with the XDR model in grid cells with THYD < 104 K. Bottom panel -

Average TXDR/THYD ratio (gray line + filled circles) and the average X-ray flux (solid black line) FX

(erg s−1 cm−2) in log10 scale. The standard deviation at each ∆X offset is shown by the error bars. The

relative average temperature is directly related to the impinging flux at each grid point. The average

temperature TXDR is predominantly higher than THYD in the inner ±20 pc around the center of the

AGN torus. The dashed line indicates where TXDR/THYD = 1, which coincides with an X-ray flux of

FX ∼ 1.1 erg s−1 cm−2.
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Figure 5.8: Top panel - Average density of molecular hydrogen n(H2)HYD (in units of cm−3) of

the gas along a 64 × 1.25 × 1.5 pc3 strip volume, as estimated in the 3-D hydrodynamical model (solid

line) and the corresponding average n(H2)XDR density obtained from the XDR chemical model (gray

line + filled circle). The filled circles show the actual data points obtained with the XDR model in grid

cells with THYD < 104 K. Bottom panel - Average n(H2)XDR/n(H2)HYD ratio (gray line + filled circle)

and the average X-ray flux (solid black line) FX (erg s−1 cm−2) in log10 scale. The standard deviation

of the relative density at each ∆X offset is shown by the error bars. The dashed line shows where

n(H2)XDR/n(H2)HYD = 1. The relative n(H2) density is roughly inversely related to the impinging flux,

being smaller closer (higher FX ) to the center of the AGN torus. The n(H2)XDR density is lower than

n(H2)HYD across the radial distance from the center, until about ∆X = 21 pc, where the magnitude of

the flux drops below ∼ 1 erg s−1 cm−2. This shift in the relation is due to the SNe that are considered

in the hydrodynamical model, but not in the XDR model, which have a stronger contribution to the

dissociation of the H2 molecular gas.
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center of the AGN torus. This is mostly the consequence of relatively thin slabs
(NH < 1023 cm−2) being irradiated by a rather strong (FX > 1.6 erg s−1 cm−2) X-ray
flux in the proximities of the torus center, as described in Sec. 5.2.2 and shown
in Fig.5.3. However, at ∆X ∼ 21 pc the X-ray flux dependance between H2 and
abundance is inverted. This change is explained by the SNe that are considered
in the hydrodynamical model at those distances, but they are not included in the
XDR model. The SNe produce a stronger dissociation of the H2 molecular gas in
the hydrodynamical model than the weakened X-ray flux in the XDR model, which
allows its survival.

5.4 Final remarks and future work

Comparisons between total hydrogen column density, N(CO) and CO lines, suggest
that the CO J = 1→ 0 line is not always a good tracer of nH in the central (. 60 pc)
region of an AGN torus.

The average temperature derived from the XDR model can be a factor ∼ 1 to
∼ 100 higher than the average temperature estimated in the hydrodynamical model
within a ±20 pc radius away from the torus, where the X-ray flux decreases down
to FX ∼ 1.1 erg s−1 cm−2. On the other hand, the average H2 density follows an
inverse relation with the X-ray flux.

The average XDR-derived density n(H2) is lower (by factors up to ∼ 104) than
the average density of the hydrodynamical model in the inner ±10 pc around the
AGN. The relation between the X-ray flux and the molecular hydrogen density also
depends on the non-uniform density distribution of the gas. This is consistent with
the fluctuations of the column density distribution of H2 explored by WPS09 for
different viewing angles and, as expected, the largest N(H2) columns are found at
a viewing angle ∼ 0 (i.e., edge-on). These facts imply that molecules will tend to
disappear at the central (. 20 pc) region. But, depending on the viewing angle, and
for total hydrogen columns & 1024 cm−2 like in the case of, for instance, the ULIRG
NGC 4945 (Chap. 4), molecules can survive and emission lines like, e.g., high-J CO,
[C II], [Ne II] and [Ne V], can be bright.

Using the flux density maps of CO will allow us to compute the actual H2 mass
to CO J = 1 → 0 luminosity ratio of our models, and to compare with the ratio
given by the higher-J CO lines. We also would like to explore the morphology and
distribution of the warm ionized medium traced by the [C II] 158 µm fine-structure
line, estimated assuming a two-level atom system (e.g., Hollenbach et al., 1991).
Its correlation with the CO J = 1 → 0 can also be addressed (e.g., Crawford et al.,
1985; Stacey et al., 1991).
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APPENDIX: Rotational excitation of CO by He

We used the rate coefficients for pure rotational de-excitation of CO by collisions
with He atoms reported in Cecchi-Pestellini et al. (2002). The original rate coeffi-
cients are given for the first 15 rotational levels and for ten different temperatures
from 5 to 500 K. In order to extend the available rates to higher rotational levels
and temperatures, we followed the methodology for linear molecules described by
Schöier et al. (2005), which was used to produce the LAMDA∗ database.

We first extrapolated the downward collisional rate coefficients (∆J = Ju →
Jl, Ju > Jl ) in temperature (up to 2000 K) using the modified version of the analytic
approximation given by de Jong et al. (1975) and presented by Bieging et al. (1998):

γul = A(∆J) y exp
[
−B(∆J) y1/4

]
× exp

[
−C(∆J) y1/2

]
, (5.10)

where y = ∆Eul/kT and the three parameters A, B, and C are determined by least-
squares fits to the original set of Cecchi-Pestellini et al. (2002) rate coefficients for
each ∆J . Then we extrapolated the collisional rate coefficients to include higher
rotational levels (up to J = 40) by fitting the rate coefficients (in natural logarithmic
scale) connecting the ground rotational state to a second order polynomial

ln(γJ0) = a+ bJ + cJ2, (5.11)

with a, b, and c parameters determined from the fit, for each temperature. The
Infinite Order Sudden (IOS) approximation (e.g., Goldflam et al., 1977) was used to
calculate the whole matrix of state-to-state rate coefficients from the coefficients
connecting the ground state γL0

γJJ ′ = (2J ′ + 1)
L=J+J′∑
L=|J−J′|

(2L+ 1)
(
J J ′ L

0 0 0

)2

γL0, (5.12)

where the term
(
J J ′ L

0 0 0

)
, (5.13)

is the Wigner 3-j symbol that designates the Clebsch-Gordan coefficients (e.g.,
Tuzun et al., 1998), and references therein). The IOS approximation provides an
accurate description of the collisional rates if the rotational energy differences are
small compared to the kinetic energy of the colliding molecules. In cases where
this condition is not satisfied, it is possible to approximately correct for the devi-
ations by multiplying the summation in eq.(5.12) with the adiabaticity correction
factor given by Depristo et al. (1979) and McKee et al. (1982)

A(L, J) =
6 + (αL)2

6 + (αJ)2
, with α = 0.13 B0 l

(µ
T

)1/2

, (5.14)

where B0 is the rotational constant of the colliding molecule in cm−3 (B0 = 1.9225
cm−3 for CO), l = 3 Å is a typical scattering length, µ is the reduced mass of the
colliding system in amu (µ ≈ 3.5 amu for CO-He), and T is the kinetic temperature.

∗ http://www.strw.leidenuniv.nl/∼moldata/
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Figure 5.9: Top left panel - Collisional rate coefficients (cm3 s−1) for CO with para-H2 as collision

partner. Top right panel - Collisional rate coefficients for CO colliding with He with the wrong Wigner

3-j function. Bottom panel - Collisional rate coefficients for CO-He collision partners with the correct

Wigner 3-j function.

However, the A(L, J) correction factor should be used only if EL > EJ and
(EL − EJ)� EK , where EJ,L is the energy of the CO rotational levels L, J and EK
is the kinetic energy of the collision partners. The top left panel of Fig.5.9 shows
the deviations introduced by the A(L, J) factor when used arbitrarily to extrapo-
late the rate coefficients of CO colliding with He. The top right panel of Fig.5.9
shows similar discontinuities in the extrapolated rate coefficients between CO and
para-H2 presented in the current LAMDA molecular data. Similar deviations are
observed for ortho-H2. This means that the extrapolated LAMDA molecular data
for CO need to be corrected. Although, the original CO-H2 rate coefficients ob-
tained from Flower (2001) and Wernli et al. (2006) go up to J = 29, and since we
do not explore CO transitions above J = 20 we can still use the LAMDA molecular
data without corrections.

In the case of the CO-He colliding system the conditions for using the A(L, J)
adiabaticity factor are not satisfied for the temperatures and energy levels consid-
ered here, and the IOS approximation given by eq.(5.12) yields results with 10%–
15% accuracy (Goldflam et al., 1977). The final extrapolated rate coefficients used
in this work for the system CO-He are shown in the bottom panel of Fig.5.9.
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CHAMP+ observations of warm gas in

M17 SW

– J.P. Pérez-Beaupuits, M. Spaans, M.R. Hogerheijde, R. Güsten, A. Baryshev and
W. Boland –

Sub-millimeter and Far-IR observations have shown the presence of a significant
amount of warm (few hundred K) and dense (n(H2) ≥ 104 cm−3) gas in sources

ranging from active star-forming regions to the vicinity of the Galactic center. Since
the main cooling lines of the gas phase are important tracers of the interstellar
medium in Galactic and extragalactic sources, proper and detailed understanding
of their emission and the ambient conditions of the emitting gas, is necessary for
a robust interpretation of the observations. With high resolution (7′′ − 9′′) maps
(∼ 3× 3 pc2) of mid-J molecular lines we aim to probe the physical conditions and
spatial distribution of the warm (50 to several hundred K) and dense gas (n(H2) >
105 cm−3) across the interface region of the nearly edge-on M17 SW nebula. We
have used the dual color multiple pixel receiver CHAMP+ on the APEX telescope to
obtain a 5′.3×4′.7 map of the J = 6→ 5 and J = 7→ 6 transitions of 12CO, the 13CO
J = 6 → 5 line, and the 3P2 → 3P1 370 µm fine-structure transition of [C I] in M17
SW. LTE and non-LTE radiative transfer models are used to constrain the ambient
conditions. The warm gas extends up to a distance of ∼ 2.2 pc from the M17 SW
ridge. The 13CO J = 6 → 5 and [C I] 370 µm lines have a narrower spatial extent
of about 1.3 pc along a strip line at P.A=63◦. The structure and distribution of the
[C I] 3P2 → 3P1 370 µm map indicate that its emission arises from the interclump
medium with densities on the order of 103 cm−3. The warmest gas is located along
the ridge of the cloud, close to the ionization front. An LTE approximation indicates
that the excitation temperature of the embedded clumps reaches ∼ 120 K. The non-
LTE model suggests that the kinetic temperature at four selected positions cannot
exceed 230 K in clumps of a density of n(H2) ∼ 5 × 105 cm−3 and that the warm
(Tk > 100 K) and dense (n(H2) ≥ 104 cm−3) gas traced by the mid-J 12CO lines
represents just about 2% of the bulk of the molecular gas. The clump volume-filling
factor ranges between 0.04 and 0.11 at these positions.

Originally published in Astronomy & Astrophysics, Vol. 510, A87 (2010)
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6.1 Introduction

The heating and cooling balance in photon-dominated regions (PDRs) remains an
active study of research. The comprehensive understanding of PDRs requires ob-
servations of large areas close to radiation sources and of a wide wavelength range
covering various emissions of atoms, molecules, and grains. In particular, mid-J
CO lines have been detected in almost all known massive Galactic star forming re-
gions (e.g., Orion Nebula, W51, Cepheus A, NGC 2024). This indicates that warm
(TK ≥ 50 K) and dense (n(H2) ≥ 104 cm−3) gas is common and probably of impor-
tance in most OB star forming regions. The mid-J CO lines detected in regions like,
e.g., M17, Cepheus A and W51 have relatively narrow line widths of 5–10 km s−1,
although not as narrow as the line widths observed in cold quiescent cloud cores.

Observations of the J = 6→ 5 and J = 7→ 6 transitions of 12CO in several mas-
sive star forming regions indicate that the warm emitting gas is confined to narrow
(< 1 pc) zones close to the ionization front. These observations favor photoelectric
heating of the warm gas by UV radiation fields outside the HII regions (e.g., Harris
et al., 1987; Graf et al., 1993; Yamamoto et al., 2001; Kramer et al., 2004, 2008).
Nevertheless, shocks may also be an important source of heating in high velocity
wing sources like Orion, W51 and W49 (Jaffe et al., 1987).

Because of its nearly edge-on geometry and the large amount of observational
data available in the literature, M17 SW is one of the best Galactic regions to study
the entire structure of PDRs from the exciting sources to the ionization front, and
the succession (or not) of H2, [C I] and CO emissions, as predicted by PDR models
(Icke et al., 1980; Felli et al., 1984; Meixner et al., 1992; Meijerink & Spaans,
2005). M17 SW is also one of the few star-forming regions for which the magnetic
field strength can be measured in the PDR interface and where the structure of
the neutral and molecular gas seems to be dominated by magnetic pressure rather
than by gas pressure (Pellegrini et al., 2007).

M17 SW is a giant molecular cloud at a distance of 2.2 kpc, illuminated by a
highly obscured (Av > 10 mag) cluster of several OB stars (among >∼ 100 stars) at
about 1 pc to the east (Beetz et al., 1976; Hanson et al., 1997). It also harbours
a number of candidate young stellar objects that have recently been found (Povich
et al., 2009). Several studies of molecular emission, excitation and line profiles
(e.g., Snell et al., 1984; Martin et al., 1984; Stutzki & Guesten, 1990) from the
M17 SW core indicate that the structure of the gas is highly clumped rather than
homogeneous. Emission of [C I] and [C II] was detected more than a parsec into
the molecular cloud along cuts through the interface region (Keene et al., 1985;
Genzel et al., 1988; Stutzki et al., 1988). These results, as well as those found in
other star-forming regions like S106, the Orion Molecular Cloud, and the NGC 7023
Nebula (e.g., Gerin & Phillips, 1998; Yamamoto et al., 2001; Schneider et al., 2002,
2003; Mookerjea et al., 2003) do not agree with the atomic and molecular stratifi-
cation predicted by standard steady-state PDR models. However, the extended [C I]
3P1 → 3P0 and 13CO J = 2→ 1 emissions in S140 have been successfully explained
by a stationary but clumpy PDR model (Spaans, 1996; Spaans & van Dishoeck,
1997). Hence, the lack of stratification in [C I], [C II] and CO is a result that can be
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expected for inhomogeneous clouds, where each clump acts as an individual PDR.
On the other hand, a partial face-on illumination of the molecular clouds would also
suppress stratification.

Based on analysis of low-J lines of 12CO, 13CO and CH3CCH data, the temper-
ature towards the M17 SW cloud core has been estimated as 50–60 K, whereas
the mean cloud temperature has been found to be about 30–35 K (e.g., Guesten
& Fiebig, 1988; Bergin et al., 1994; Wilson et al., 1999; Howe et al., 2000; Snell
et al., 2000). Temperatures of ∼ 275 K have been estimated from NH3 observations
(Guesten & Fiebig, 1988) towards the VLA continuum arc, which agrees with esti-
mates from highly excited 12CO transitions (Harris et al., 1987). Multitransition CS
and HC3N observations indicate that the density at the core region of M17 SW is
about 6× 105 cm−3 (e.g., Snell et al., 1984; Wang et al., 1993; Bergin et al., 1996).
On the other hand, densities up to 3 × 106 cm−3 have been estimated towards the
north rim with multitransition observations of NH3, which indicates that ammonia
is coexistent with high density material traced in CS and HCN (Guesten & Fiebig,
1988). The UV radiation field G0 has been estimated to be on the order of 104

in units of the ambient interstellar radiation field (1.2 × 10−4 ergs s−1 cm−1 sr−1,
Habing 1968; Meixner et al. 1992).

However, most of the millimeter-wave molecular observations in M17 SW are
sensitive only to low temperatures (< 100 K), and the few available data of mid-J CO
and [C I] lines (consisting mostly of cuts across the ionization front and observations
at a few selected positions) are limited in spatial resolution and extent (e.g., Harris
et al., 1987; Stutzki et al., 1988; Genzel et al., 1988; Stutzki & Guesten, 1990;
Meixner et al., 1992; Graf et al., 1993; Howe et al., 2000). Therefore, in this work
we present maps (∼ 3× 3 pc2) of mid-J molecular (12CO and 13CO) and atomic ([C
I]) gas with an excellent high resolution (9.4′′− 7.7′′), which advances existing work
in M17 SW.

The observations were done with CHAMP+ (Carbon Heterodyne Array of the
MPIfR) on the Atacama Pathfinder EXperiment (APEX∗) (Güsten et al., 2006). The
multiple pixels at two submm frequencies of CHAMP+ allow the efficient mapping
of ∼arcmin regions, and provide the ability to observe simultaneously the emission
from the J = 6 → 5 and J = 7 → 6 rotational transitions of 12CO at 691.473
GHz and 806.652 GHz, respectively. We also observed the J = 6 → 5 transition of
13CO at 661.067 GHz and the 3P2 → 3P1 370 µm (hereafter: 2 → 1) fine-structure
transition of [C I] at 809.342 GHz.

Since the gas phase cools mainly via the atomic fine structure lines of [O I], [C
II], [C I] and the rotational CO lines (e.g., Kaufman et al., 1999; Meijerink & Spaans,
2005), these carbon bearing species presented here are very important coolants in
the interstellar medium (ISM) of a variety of sources in the Universe, from Galactic
star forming regions, the Milky Way as a galaxy, and external galaxies up to high
redshifts (e.g., Fixsen et al., 1999; Weiß et al., 2003; Kramer et al., 2005; Bayet
et al., 2006; Jakob et al., 2007).

∗ This publication is based on data acquired with the Atacama Pathfinder Experiment (APEX). APEX
is a collaboration between the Max-Planck-Institut fur Radioastronomie, the European Southern
Observatory, and the Onsala Space Observatory
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The case of M17 SW can be considered as a proxy for extra galactic star form-
ing regions. M17 SW is not special, nor does it need to be, compared to other
massive star-forming regions like Orion, W49, Cepheus A, or W51. Still, it does
allow feedback effects, expected to be important for starburst and active galax-
ies, to be studied in great spatial detail. A comparison of the local line ratios to the
extra-galactic regions can then shed light on the properties of massive star-forming
regions that drive the energetics of active galaxies. Our results will be of great use
for future high resolution observations, since molecular clouds of the size of the
maps we present will be resolved by ALMA at the distance (∼ 14 Mpc) of galaxies
like NGC 1068.

The main purpose of this work is to explore the actual spatial distribution of
the mid-J 12CO and [C I] lines in M17 SW and to test the ambient conditions of
the warm gas. A simple LTE model based on the ratio between the 12CO and
13COJ = 6 → 5 lines is used to probe the temperature of the warm (TK ∼ 100
K) and dense (nH > 105 cm−3) molecular gas. Then a non-LTE model is used to
test the ambient conditions at four selected positions. In a follow-up work we will
present an elaborate model of these high resolution data.

The most frequent references to Stutzki et al. (1988), Stutzki & Guesten (1990)
and Meixner et al. (1992) will be cited as S88, SG90 and M92, respectively. The
organization of this article is as follows. In Sect. 6.2 we describe the observations.
The maps of the four lines observed are presented in Sect. 6.3. The modeling and
analysis of the ambient conditions are presented in Sect. 6.4, and the conclusions
and final remarks are presented in Sect. 6.5.

6.2 Observations

We have used the dual color heterodyne array receiver CHAMP+ (Kasemann et al.,
2006; Güsten et al., 2008), providing 2×7 pixels, on the APEX telescope during July
2008 to map the J = 6 → 5 and J = 7 → 6 lines of 12CO simultaneously, and - in a
second coverage - the 13CO J = 6 → 5 and [C I] J = 2 → 1. We observed a region
of about 5′.3× 4′.7 (3.4 pc × 3.0 pc) in on-the-fly (OTF) slews in R.A. (∼ 320 arcsec
long), subsequent scans spaced by 4′′ in declination. The observations were done in
total power mode, nodding the antenna prior to each OTF slew to a reference posi-
tion 180′′ east of the SAO star 161357. The latter is used as a reference throughout
the paper, with R.A(J2000)=18:20:27.64 and Dec(J2000)=-16:12:00.90. We used
Sgr B2(N) as a reference for continuum poiting. Calibration measurements were
performed regularly every ∼10 min with a cold liquid nitrogen (LN2) load and an
ambient temperature load. The data were processed with the APEX real-time cal-
ibration software (Muders et al., 2006), assuming an image sideband suppression
of 10 dB.

We used the Fast Fourier Transform Spectrometer (FFTS) as backend with a
fixed bandwidth of 1.5 GHz and 1024 channels. We used the two IF groups of
the FFTS with an offset of ±460 MHz between them. The spectral resolution was
smoothed to about 1 km s−1, while the line widths are between 4 km s−1 and 9
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km s−1, so they are well resolved. The on-source integration time per dump and
pixel was 1 second only. However, oversampling with 4′′ spacing, all the seven
pixels of CHAMP+ covered a given grid position at least once. So, after adding
all the subscans from both IF channels, and after convolving the maps with the
corresponding beam size, the total integration time in the central 5′ × 4′ region of
the maps varied between about 50 and 80 seconds per grid cell.

The SSB system temperatures are typically about 2000 K and 6000 K respec-
tively for the low and high frequency bands. The spatial resolution varies between
9.4′′ for the 13CO J = 6 → 5 transition in the low frequency band (at 661 GHz -
the nominal beam at 691 GHz is 8.4′′) and 7.7′′ for the high frequency band (809
GHz). All data in the paper were converted to the line brightness temperature
TB = ηf ×T ∗A/ηc, using a forward efficiency (ηf ) of 0.95 and beam coupling efficien-
cies (ηc) of 0.45 and 0.43 (at 661 GHz and 809 GHz, respectively) as determined
towards Jupiter∗ (Güsten et al., 2008). We assumed brightness temperatures of 150
K (at 660 GHz) and 145 (at 815 GHz) for Jupiter (Griffin et al., 1986). This coupling
efficiency was chosen because in velocity-space (velocity channels) the size of the
M17 clumps is Jupiter-like, which had a size ∼ 38.7′′ at the time of the observations.
The calibrated data were reduced with the GILDAS† package CLASS90.

6.3 Results

6.3.1 Integrated line temperature maps

Figure 6.1 shows the maps of the temperatures, integrated between 5 km s−1 and
35 km s−1, of 12CO J = 6 → 5 (top) with the contour lines of 12CO J = 7 → 6,
and the velocity integrated temperature of 13CO J = 6 → 5 (bottom) with the
contour lines corresponding to [C I] J = 2→ 1. All the maps were convolved to the
largest beam size (9.4′′) of the 13CO J = 6 → 5 line, obtaining a grid size of about
4.7′′×4.7′′. The peak integrated temperatures of the 12CO J = 6→ 5 and J = 7→ 6
lines are 852 K km s−1 and 925 K km s−1 respectively. These lines follow a similar
spatial distribution. The peak integrated temperatures of 13CO J = 6→ 5 and [C I]
J = 2→ 1 are 420 K and 282 K. respectively, and the peak of [C I] is shifted towards
the inner side of the interface region at about 0.55 pc (∼ 50′′). The ionization front
traced by the high resolution (10′′ × 7′′) map of the 21 cm continuum emission
(Brogan & Troland, 2001) as well as the ionizing stars identified by Beetz et al.
(1976) and Hanson et al. (1997) are shown in Fig. 6.2, with 12CO J = 6→ 5 (white
contour lines) and [C I] J = 2 → 1 (green contour lines) overlaid. The transition
between the hot (Tk > 300 K) atomic gas and the warm (Tk > 100 K) molecular gas
can be seen due to the almost edge-on geometry of M17 SW.

The left panel of Fig. 6.3 shows the variation of the integrated temperature of
all the lines across the ionization front (strip line at P.A=90◦ in Fig. 6.1). Due to
the limited S/N the 12CO J = 7 → 6 and [C I] J = 2 → 1 strip lines have been

∗ http://www.mpifr.de/div/submmtech/heterodyne/champplus/ champmain.html
† http://www.iram.fr/IRAMFR/GILDAS
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Figure 6.1: Top - Color map of the integrated temperature of 12CO J = 6 → 5 in M17 SW. The
contour lines correspond to the 12CO J = 7 → 6, which has a peak emission of 925 K km s−1. The
countour levels are the 25%, 50%, 75% and 90% of the peak emission. Dashed lines correspond to the
E-W and NE-SW strip lines at P.A=90◦ and P.A=63◦, respectively. Bottom - Color map of the integrated
temperature of 13CO J = 6 → 5 and the contour levels (as described before) of [C I] J = 2 → 1
with a peak emission of 282 K km s−1. The filled triangle and square mark selected positions where
ambient conditions are estimated from. The reference position (∆α = 0, ∆δ = 0), marked with a cross,
corresponds to the SAO star 161357 at R.A(J2000)=18:20:27.6483 and Dec(J2000)=-16:12:00.9077.

smoothed spatially with respect to the strip direction. The [C I] J = 2 → 1 line
starts peaking up at about 0.1 pc (∼ 10′′) after the molecular lines and presents a
smooth transition towards the inner part of the cloud, forming a plateau at about
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Figure 6.2: Color map of the 21 cm continuum emission (Jy beam−1) in M17 SW with a 10′′ × 7′′

resolution by Brogan & Troland (2001). The white contour lines correspond to the 12CO J = 6→ 5 with
a peak emission of 830 K km s−1, while the green contour lines correspond to the [C I] J = 2→ 1 with
a peak emission of 260 K km s−1. The countour levels (from thin to thick) are the 25%, 50%, 75% and
90% of the peak emission. The red stars indicate the O and B ionizing stars (Beetz et al., 1976; Hanson
et al., 1997). The reference position (∆α = 0, ∆δ = 0) is the same as in Fig 6.1. These 12CO and [C I]
maps have a slightly lower integrated temperature than in Fig. 6.1 because they were convolved with a
20′′ beam to smooth the contour lines.

∆α = −100′′, from where it increases its emission until the peak is reached at
about ∆α = −120′′. The peak of [C I] correlates with a secondary peak seen in
13CO. However, the main peak emission of the latter correlates with the peak of the
12CO lines along this strip line.

The strip line at P.A.=63◦ (right panel of Fig. 6.3) can be compared with Fig.5
in M92, and Fig.2 in S88. At this position angle, there is no marked plateau in the
[C I] emission, and the peak of the [C I] line is closer to the peaks of the 12CO and
13CO lines. The dip in 12CO J = 2 → 1 at about ∆α = −120′′ is an artifact. The
integrated temperature of the 12CO J = 2→ 1, J = 6→ 5 and J = 7→ 6 lines have
a comparable strength deep (∆α > −160′′) into the M17 SW complex.

6.3.2 The complex internal structure of M17 SW

Figure 6.4 shows the spectra at selected positions along the NE-SW strip line at P.A.
63◦. The main-beam temperature of the spectra is shifted by 70 K at each offset
position. This set of spectra can be compared with the 12CO and C18O J = 2 → 1
spectra along the same strip line of Fig.8 in S88. The warm gas (TK > 50 K), traced
by the mid-J 12CO lines, is as extended as the cold gas (TK < 50 K) traced by the
12COJ = 2 → 1 line deeper into the cloud. On the other hand, the 13CO J = 6 → 5
and [C I] J = 2→ 1 lines are strongly detected in a narrower spatial extent of about
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Figure 6.3: Left panel - Strip lines of the velocity integrated intensities of 12CO J=7–6 (black),
12CO J=6–5 (red), 12CO J=2–1 (green) (adapted from S88), 13CO J=6–5 (blue) and [C I] J=2–1 (cyan)
at ∆δ = 30′′ (P.A. 90◦) across the ionization front of M17 SW. Right panel - Strip lines at P.A. 63◦

(∆δ = ∆α/2). The X-axis corresponds to the actual offset in R.A. of the maps shown in Fig. 6.1. Hence,
∆α = 0′′ is the R.A. of the reference illuminating star SAO 161357.

1.3 pc, similar to the extent of the C18O J = 2→ 1 emission.

Multilevel molecular line observations in CS, 12CO, 13CO and C18O and in sev-
eral fine structure lines ([C I], [C II], [Si II],[O I]) indicate that M17 SW consists of
numerous high density clumps (n(H2) > 104 cm−3) from which the [O I], [Si II] and
mid-J CO lines emanate. This dense gas is found within a relatively warm (∼ 50 K)
and less dense (n(H2) ∼ 3 × 103 cm−3) molecular gas (interclump medium), which
in turn is surrounded by a diffuse halo (n(H2) ∼ 300 cm−3) which is the source of
the very extended [C I] and [C II] emission (Snell et al., 1984, 1986; Evans et al.,
1987, S88, SG90, M92).

From the C18O observations in M17 SW a beam-averaged (13′′) column density
of ∼ 8×1023 cm−2 has been estimated for the cloud core and masses in the range ∼
10−2000 M� for the CO clumps (SG90). A comparable mass range (∼ 10−120 M�)
was lately estimated from submillimeter continuum observations in the northern
part of M17 (Reid & Wilson, 2006), although the region mapped by Reid & Wilson
(2006) adjoins, but does not overlap with M17 SW.

Figure 6.5 shows representative velocity channel maps of the 12CO J = 6 → 5
(top left) and J = 7 → 6 (top right) lines in M17 SW. These are the main-beam
brightness temperatures averaged over two and three velocity channels between
18.2 km s−1 and 19.9 km s−1. These are similar to the velocity channels shown in
Fig.3 by SG90. The fact that the C18O J = 2→ 1 line traces colder (TK < 50 K) and
less dense (nH ∼ 3× 103 cm−3) gas than the 12CO lines is reflected in the different
velocity integrated maps (Fig. 6.1) and in the channel maps of these lines. In theory
the critical densities (at TK = 100 K) of the 12CO J = 6→ 5 and J = 7→ 6 lines are
ncrit ∼ 2.7 × 105 cm−3 and ncrit ∼ 4.4 × 105 cm−3, respectively, which corresponds
to a difference of a factor ∼ 1.6. However, this difference is not directly translated
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Figure 6.4: Selected spectra of 12CO J = 6 → 5, 12CO J = 7 → 6, 13CO J = 6 → 5 and [C
I] J = 2 → 1 along the NE-SW strip line (see Fig. 6.1). The positions in arcsecs are the offsets with
respect to the reference position at R.A(J2000)=18:20:27.6483 and Dec(J2000)=-16:12:00.9077. The
spectra are the average spectra within ±2′′ of the indicated offset positions and smoothed to 1 km s−1

velocity resolution.

into a different clumpyness. This is reflected in the similar clumpy structure seen
in the channel maps of these mid-J 12CO lines.

Even though the critical density of the 13CO J = 6 → 5 line is similar to that of
the 12CO (ncrit ∼ 2.4 × 105 cm−3) the south-east region of its channel map (bottom
left) differs from that seen with the 12CO lines. This could be due to a change
in the temperature of the gas, or to a variation in the 13CO column density in that
region. Since 13CO is much more optically thin than 12CO (abundance ratio of about
50− 70), this difference in the map can be expected. In Sections 6.4.2 and 6.4.3 we
discuss the optical depths.

On the other hand, the [C I] J = 2 → 1 channel map (bottom right) shows a
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Figure 6.5: Top panel - Channel maps of the main-beam brightness temperature of 12CO J = 6→ 5
(left) and J = 7→ 6 (right) averaged over two and three velocity channels, between 18.2–19.9 km s−1,
respectively. The contour lines are as described in Fig.1, with peak-integrated line temperatures of
54.5 K km s−1 and 55.7 K km s−1 for the J = 6 → 5 and J = 7 → 6 lines, respectively. Bottom panel -
Channel maps of 13CO J = 6→ 5 (left) and [C I] J = 2→ 1 (right), averaged over two velocity channels
between 18.4–19.7 km s−1. Contours are as in the top panel, and the peak-integrated line temperatures
are 37.0 K km s−1 and 23.9 K km s−1.

completely different structure and distribution than the 12CO and the isotope lines.
Since the critical density of this line is about 2.8 × 103 cm−3, its emission is likely
emerging partly from the interclump medium mentioned above.

6.4 Discussion

6.4.1 Self-absorption in the mid-J 12CO lines?

The complex structure of the 12CO J = 1 → 0, J = 2 → 1, and J = 3 → 2 line
profiles has been attributed to strong self-absorption effects (e.g., Rainey et al.,
1987; Stutzki et al., 1988). Martin et al. (1984) also reported a flat topped spectrum
of 12CO J = 3→ 2, attributed to self-absorption or saturation at velocities near the
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line center and gave details about the effects of macroturbulent clumpy medium in
the line profiles.

A double peaked structure in the 13CO J = 1 → 0 line was also reported by
Lada (1976). Rainey et al. considered that this double peaked structure in 13CO
suggests that either this line is optically thick or that the double peaked structure
is due to more than one cloud component. The latter is the interpretation favored
by Rainey et al. in view of the available data at that time.

Phillips et al. (1981) presented a self-absorption LTE model that considers a
12CO cloud of uniform temperature Tk in front of a hot background source of a
temperature Tbg, at the same central velocity. The velocity dispersion of the back-
ground cloud is considered to be larger than that of the foreground cloud, so the
self-absorption effect is seen mostly at the line center. This model indicates that,
depending on the total column density of 12CO, the self-absorption effect will be
stronger in the J = 2 → 1 and J = 3 → 2 lines than in the J = 1 → 0 line, with
decreasing intensity as the transition number J increases. This is indeed observed
in Fig.12 of S88 for the 12CO J = 4→ 3, J = 3→ 2, J = 2→ 1, and J = 1→ 0 lines.

We reproduced the model by Phillips et al., including the higher-J lines of 12CO.
The top panel of Fig. 6.6 shows the model with the same background and fore-
ground temperatures used by Phillips et al.. This model implies that, for a back-
ground temperature Tbg = 64 K and a foreground kinetic temperature Tk = 15 K,
the lower-J lines (J=1,2,3,4) of the background cloud start showing self-absorption
at the line center for lower column densities (N/∆V = 1014 - 1015 cm−2 km s−1). In-
stead, the higher-J lines (J=5,6,7) need larger columns (N/∆V = 1015 - 1017 cm−2

km s−1) in order to be affected by self-absorption. For a velocity dispersion of
∆V = 5 km s−1, the upper limits of these 12CO columns would correspond to extinc-
tions Av of ∼ 0.1 mag and ∼ 10 mag, respectively.

The bottom panel of of Fig. 6.6 shows the model for a background temperature
Tbg = 150 K and a foreground temperature Tk = 30 K (from S88). In this case the
lower-J lines show self-absorption at the same range of columns as before, while
the higher-J lines start showing self-absorption at a narrower range of columns
(N/∆V=1015 - 1016 cm−2 km s−1). A remarkable characteristic of these models (top
and bottom panels of Fig. 6.6) is that all the J lines are expected to be strongly self-
absorbed at columns larger than 1018 cm−2 km s−1, which is similar to the column
density estimated by S88. Another characteristic is that the 12CO emission of the
higher-J lines are also expected to decrease with the transition number J , and be
weaker than the low-J lines. However, the 12CO J = 7 → 6 line seems to break
this rule, as can be seen in fig.12 of S88. The high peak temperature observed
in the 12CO J = 7 → 6 line is missing in the lower-J lines. Even considering a
calibration uncertainty of 20%, the 12CO J = 7→ 6 line (observed at offset position
(−100′′, 0′′), bottom panel of Fig.12 in S88) will be as strong as the J = 4 → 3 line
(at least at the peak intensity) but still stronger than the J = 2→ 1 line.

On the other hand, the 12CO J = 7 → 6 line seems to be asymmetric, with a
left shoulder weaker than the right shoulder, which may be due to self-absorption
produced by a colder foreground cloud with slightly lower center velocity than the
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Figure 6.6: Top panel - Expected brightness temperature at the center of the 12CO lines for a
warm background cloud with a temperature Tbg = 64 K and a colder foreground-absorbing cloud with
a temperature Tk = 15 K. Bottom panel - Same as in the top panel, but for a background temperature
Tbg = 100 K and a foreground temperature of Tk = 30 K.
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warmer clump traced by the J = 7→ 6 line. However, that weaker left shoulder of
the mid-J line is still brighter than the corresponding shoulder of the lower-J lines,
in most of the velocity range and in both positions (−100′′, 0′′) and (−60′′,−30′′) -
assuming a low (< 10%) uncertainty in the calibration of the data. This is not what
would be expected in the self-absorption scenario proposed by Phillips et al. (1981).

Figure 6.4 shows that the 13CO J = 6 → 5 line has a similar asymmetry as
the 12CO lines, at positions (−45′′,−23′′) and (−60′′,−30′′). But it shows only one
component at the other positions. This difference may be related to a gradient in
the temperature (or total column density) of the foreground cloud that produces
self-absorption in the first two positions, but not in the others. Instead, [C I] J =
2 → 1 shows similar asymmetry as 12CO at positions (−45′′,−23′′), (−150′′,−75′′)
and (−180′′,−90′′), and an opposite asymmetry at position (−75′′,−38′′). Given that
there is no strong evidence for self-absorption in neither the 13CO lines nor in the
[C I] lines and that the 13CO lines are mostly optically thin, it is unlikely that the
observed asymmetries of the 13CO and [C I] lines are produced by self-absorption.
Hence, we agree with Rainey et al. (1987) in that this complex structure is more
likely due to more than one kinematical component along the line of sight. And this
could also be the case for the mid-J 12CO lines.

Therefore, the observational facts and the models suggest that the self absorp-
tion effect, if present, should have little impact on the mid-J lines, and a few cloud
components at different central velocities could also explain the complex structure
of the line profiles. The asymmetry of the profiles suggests that self-absorption af-
fects mostly one wing of the line profile, while the peak temperatures seems to be
the least affected velocity channel in the mid-J lines. Hence, in the following sec-
tions we test the ambient conditions of the warm gas based on the ratios between
the peak main-beam temperatures of the 12CO and 13CO J = 6 → 5 and J = 7 → 6
lines.

6.4.2 Optical depth and excitation temperature (LTE)

Since we have the maps of the 12CO and the 13CO J = 6 → 5 lines, we can es-
timate the optical depth and the excitation temperature of these lines, assuming
local thermal equilibrium (LTE), from the ratio between their peak main-beam tem-
perature Tmb observed between the 5 km s−1 and 35 km s−1 velocity channels. This
will provide at least a lower limit for the kinetic temperature in M17 SW. Then we
will estimate the ambient conditions at four selected positions based on a non-LTE
model of the ratio between the peak Tmb temperatures of the 12CO J = 6 → 5
and J = 7 → 6 lines (hereafter referred as 12CO 7−6

6−5 line ratio). The temperature
and densities obtained in this way will be compared to those values estimated in
previous work.

In LTE the radiation temperature can be approximated (e.g., Kutner, 1984;
Bergin et al., 1994) by the expression:

TR = [Jν(Tex)− Jbg][1− e−τν ], (6.1)
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where the term Jν(T ) is the Planck’s function evaluated at a frequency ν and tem-

perature T , and multiplied by the factor λ2

2k to obtain the intensity in K. So it is
defined as:

Jν(T ) =
hν/k

ehν/kT − 1
. (6.2)

We use the full Jν(T ) function since the Rayleigh-Jeans (R-J) approximation
(commonly applied when hν � kT ) does not hold for the high frequency lines stud-
ied in this work. For the R-J approximation to be true, we require T � 300 K, which
is a much higher temperature than what we expect to trace with our observations.

The background radiation Jbg is a composite between the cosmic microwave
background radiation (CMB), as a blackbody function at 2.73 K, and the diluted
infrared radiation remitted by dust. That is:

Jbg = Jν(2.73) + τdJν(Td), (6.3)

where τd is the effective optical depth of the warm surface layer, adopted from
Hollenbach et al. (1991), and it is defined as τd = τ100µm(100µm/λ). For M17 SW
we adopted an emission optical depth at 100 µm of τ100µm = 0.106 and the average
dust temperature Td = 50 K from M92. We tried both, with and without the dust
contribution to the background radiation, and we found that the contribution of the
radiation by dust continuum emission is negligible at frequencies on the order of
690 GHz and 810 GHz. Nevertheless, all the following analysis includes the dust
contribution for completeness.

For extended (resolved) sources like the clumps in M17 SW, the radiation tem-
perature is well estimated by the observed main-beam brightness temperature Tmb.
Hence, we use that quantity in the following analysis. From the LTE approximation
we can assume that the excitation temperatures Tex of 12CO and 13CO J = 6 → 5
are the same, although the terms Jν(Tex) are not exactly the same because of the
slightly (∼ 4%) different frequencies of the 12CO and 13CO lines. So, from equation
(6.1) the ratio between 12CO and 13CO can be approximated as:

Tmb(12CO J = 6− 5)
Tmb(13CO J = 6− 5)

≈ 1− e−τ(12CO J=6−5)

1− e−τ(13CO J=6−5)
, (6.4)

Following the work by Wilson et al. (1999), we adopt a constant [12CO/13CO]
abundance ratio of 50 for M17 SW, which is approximately the value measured
at a similar Galactic radius towards the W51 region (Langer & Penzias, 1990).
Assuming that the optical depth is proportional to the total column density of the
molecules and, hence, to the abundance ratio between them, we can estimate that
τ(12CO) ≈ 50τ(13CO). The 13CO line is usually optically thin, so τ(13CO) could be
taken out of the exponential in Eq. 6.4 and estimated directly. However, we do
not really know if this holds true for the entire M17 SW region, so we do not apply
further approximations and we solve Eq. 6.4 for τ(13CO) with a numerical method
(Newton-Raphson).
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Figure 6.7: LTE approximation of the optical depth (top) of the 13CO J = 6→ 5 and the excitation
temperature (bottom) of the 13CO and 12CO J = 6 → 5 lines in M17 SW. Contours are the 10%, 25%,
50%, 75% and 90% of the peak value, which is 1.9 for τ(13CO 6− 5) and 120 K for Tex.

The top panel in Fig. 6.7 shows the τ(13CO) map. The 13COline is optically
thin in most of the region, with some optically thick spots (e.g., ∆α = −30,∆δ =
−110). Knowing τ(13CO) we can estimate Tex from equation (6.2) using either
tracer, considering that the Tex estimated using 12CO is just ∼ 0.6% higher than
that estimated using 13CO. The Tex map is shown in the bottom panel of Fig. 6.7.
This map indicates that the warmest gas is located along the ridge of the cloud,
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close to the ionization front. The temperature in this region ranges between 40 and
120 K, and the peak temperature is located at around (∆α = −60,∆δ = 10). If we
consider only the gas with temperatures ≥ 80 K, the warm gas would be confined to
a zone of about 40′′ (∼ 0.44 pc) next to, and along, the HII region, which agrees with
previous results found by Graf et al. (1993). If the gas were thermalized, this could
be the actual map of the kinetic temperature of the gas. Otherwise, the Tex map can
be considered as a lower limit of TK . Since in velocity space the clumps cover the
whole beam, this would imply that the 12CO and 13CO molecules are subthermal in
the J = 6 → 5 transition. That is, the density of the gas and the column density of
12CO and 13CO may be insufficient to thermalize these transitions. A more detailed
analysis is presented in the next section.

6.4.3 Ambient condition at selected positions (non-LTE)

Figure 6.8 shows the spectra of all the observed lines extracted at four different
positions in the map. The top panel shows the spectra observed at position A
(∆α = −70′′,∆δ = +32′′), close to the peak emission of the 12CO lines. All the lines
show a double component structure with the secondary component peaking at ∼ 25
km s−1. The middle top panel shows the spectra at position B (∆α = −70′′,∆δ =
−82′′), where the velocity-integrated temperature corresponds to about 50% of the
peak emission. Here only the 12CO J = 7 → 6 line seems to have a dip at the line
center. However, because of the low S/N in the high frequency band, this dip may
be likely due to noise. The middle bottom panel shows the spectra at position C
(∆α = −60′′,∆δ = −30′′), which corresponds to the peak of the NE–SW strip scan
reported in S88 and Graf et al. (1993), with beams of 40′′ and 8′′, respectively. The
bottom panel shows the spectra at position D (∆α = −100′′,∆δ = 0′′), which is close
to the continuum far-IR peak, also reported in S88. Since we do not have dedicated
observations at these positions, we extracted the spectra from the nearest pixels
in our maps, convolved to the largest beam (9.4′′) of the 13CO J = 6 → 5 line. So
the spectra shown in Fig. 6.8 are the convolved spectra centered within ±1′′ of the
indicated coordinates. This is justified because we have oversampled data.

Table 6.1 shows the Gaussian fits of the spectra obtained at the four selected
positions. Two Gaussian components were needed to fit the lines, except at position
B, where only one component was used. The main components of the 12CO lines
have a line width that is about 8–9 km s−1 at position A, while the 13CO has a line
width of about 3 km s−1 narrower. The [C I] line is the narrowest line, with a line
width of ∼ 4 km s−1. At position B, the 12CO lines are the widest of the four lines
with about 8 km s−1 and the 13CO and [C I] lines have about half the line width of
the 12CO lines. At position C and D the Gaussian parameters of the 12CO J = 7→ 6
presented uncertainties of ∼ 50% when let free in the fitting. However, because
the line shape of the 12CO J = 7→ 6 and J = 6→ 5 transitions are very similar, we
set the line width of the J = 7 → 6 transition to the value found for the J = 6 → 5
line. The line width of the main components of the 12CO lines at position C and D
are ∼ 6 km s−1, that is about 2 km s−1 narrower than the lines observed at positions
A and B. This difference can be due to a higher optical depth towards the latter
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Figure 6.8: Top - Spectra of the four lines observed in M17 SW at position A (∆α = −70′′,∆δ =
+32′′), close to the peak emission in the 12CO and 13CO maps. Middle top - Spectra observed at
position B (∆α = −70′′,∆δ = −82′′), where the integrated line temperatures are about 50% of the
peak emission. Middle bottom - Spectra observed at position C (∆α = −60′′,∆δ = −30′′), the peak of
the NE–SW strip scan. Bottom - Spectra observed at position D (∆α = −100′′,∆δ = 0′′), close to the
continuum far-IR peak.
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Table 6.1: M17 SW line parameters derived from Gaussian fits, at four selected
positions.

Molecule–J Imb V Tmb ∆V

[K km s−1] [km s−1] [K] [km s−1]

Position A (−70′′,+32′′)

12CO J=6–5
723.1±7.5 20.4±0.04 82.9±1.5 8.2±0.11
44.6±3.3 25.1±0.03 31.5±2.9 1.3±0.07

12CO J=7–6
825.4±24.1 20.3±0.13 84.6±3.6 9.2±0.28
56.9±12.8 24.2±0.15 26.5±7.3 2.0±0.32

13CO J=6–5
301.2±4.2 20.2±0.04 54.7±1.1 5.2±0.08
51.3±3.6 23.9±0.04 21.2±1.7 2.3±0.09

[C I] J=2–1
138.5±11.5 20.2±0.16 30.0±3.8 4.3±0.42
29.9±10.1 23.6±0.18 12.7±5.2 2.2±0.51

Position B (−70′′,−82′′)

12CO J=6–5 537.4±6.9 19.7±0.05 65.7±1.3 7.7±0.11

12CO J=7–6 528.5±16.1 19.5±0.12 62.2±2.8 7.9±0.26

13CO J=6–5 166.7±1.6 19.3±0.02 33.5±0.5 4.7±0.05

[C I] J=2–1 169.7±4.2 19.2±0.06 34.4±1.4 4.6±0.14

Position C (−60′′,−30′′)

12CO J=6–5
220.4±3.1 17.9±0.04 33.7±0.6 6.1±0.06
365.8±4.9 21.9±0.03 86.2±1.6 3.9±0.05

12CO J=7–6
220.2±16.8 17.9±0.31 33.6±2.6 6.1a

367.1±16.4 21.9±0.08 86.5±4.0 3.9a

13CO J=6–5
145.7±11.5 18.9±0.17 29.8±2.7 4.6±0.21
120.3±11.3 21.8±0.05 36.9±3.6 3.1±0.09

[C I] J=2–1
41.6±27.6 17.5±0.55 12.1±8.6 3.2±0.77

124.5±28.6 20.7±0.48 24.9±7.3 4.5±0.72

Position D (−100′′, 0′′)

12CO J=6–5
136.1±10.9 16.8±0.09 34.6±3.2 3.7±0.17
374.4±11.6 21.8±0.09 57.9±2.5 6.1±0.18

12CO J=7–6
114.1±11.5 16.9±0.19 29.1±3.2 3.7a

369.7±18.9 21.6±0.15 57.2±3.4 6.1a

13CO J=6–5
82.7±4.2 18.4±0.09 20.0±1.3 3.9±0.15

131.3±4.1 21.6±0.05 28.7±0.9 4.2±0.04

[C I] J=2–1
95.9±5.2 18.7±0.17 17.9±1.5 5.0±0.30

120.9±1.5 21.4±0.06 24.5±1.3 4.6±0.24

a The uncertainty of this parameter was larger than 50% when let free in the Gaussian fitting. We set its value
accordingly to the one found for the corresponding Gaussian component of the 12CO J=6–5 line.
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positions or to the contribution of a few fast-moving cloudlets (Martin et al., 1984;
Graf et al., 1993).

The 12CO 7−6
6−5 line ratio between the peak main-beam temperatures Tmb ob-

tained from the Gaussian fit of the main components is 1.02 ± 0.05 at position A,
0.95 ± 0.05 at position B, 1.00 ± 0.05 at position C, and 0.99 ± 0.07 at position D.
From these line ratios we can estimate the ambient conditions for these particular
positions. We have used the non-LTE radiative transfer code RADEX∗ (van der Tak
et al., 2007) to estimate the average ambient conditions (kinetic temperature, den-
sity and column density) of the molecular gas. We assumed collisional excitation
by molecular hydrogen. We also assumed an homogeneous spherical symmetry in
the clumps for the escape-probability formalism. The collision rates between 12CO
and ortho- and para-H2 are taken from Wernli et al. (2006), and can be found in the
LAMDA database (Schöier et al., 2005). As in the LTE case, we used the cosmic
microwave background radiation at 2.73 K, and we also tested the non-LTE model
with and without the infrared radiation remitted by dust (eq.6.3) as the background
source. It was found also for this case that the dust continuum emission produces
a negligible effect in the non-LTE model at the frequencies of the 12CO J = 6 → 5
and J = 7→ 6 lines. We explored molecular hydrogen densities between 104 cm−3

and 107 cm−3, temperatures between 5 K and 500 K, and 12CO column densities
between 1010 cm−2 and 1018 cm−2.

Figure 6.9 shows the possible ambient conditions required to reproduce the
12CO 7−6

6−5 line ratios, and the peak Tmb of the 12CO J = 6 → 5 line observed at
position A (left panel ) and B (right panel ). A wide range of temperatures (100 –
450 K) and densities (> 3 × 104 cm−3) are possible solutions for a 12CO column
density per line width N(12CO)/∆V ∼ 5× 1016 cm−2 km−1 s.

Figure 6.10 shows the possible ambient conditions estimated for position C (left
panel ) and D (right panel ). The combinations of temperatures and densities re-
quired to reproduce the line ratios and peak temperatures are similar to those
found for position A and B, although the range of possible temperatures (for a given
density) at position D is larger than at the other positions. The column densities
differ due to the different line strengths observed at the four positions (Table 6.1).

In order to constrain the range of solutions we can adopt the average 5 ×
105 cm−3 density estimated by M92, which is also similar to the mean density of
the clumps estimated by SG90. This is a sensitive assumption for a collision dom-
inated scenario since this density is larger than the critical density of both 12CO
lines for TK ≥ 20 K. However, at this density (5×105 cm−3) the temperature cannot
be higher than 230 K in order to reproduce the line ratio and the peak Tmb of the
12CO J = 6 → 5 line observed at position A. And it cannot be higher than 150 K at
position B. At position C the limit is about 220 K, and at position D it is about 200
K. These are lower kinetic temperatures than the 1000 K estimated for the dense
clumps in the three-component model proposed by M92. Our upper limits for the
kinetic temperature agree with the results reported in previous work (e.g., Harris
et al., 1987, S88, SG90). From the map of the excitation temperature Tex estimated

∗ http://www.sron.rug.nl/∼vdtak/radex/radex_manual.pdf
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Figure 6.9: Left - The gray scale and contours represent the average (log10 scale) column density
per line width (cm−2 km−1 s) required to reproduce the observed 12CO 7−6

6−5
line ratio between the peak

main-beam temperatures Tmb and the the peak Tmb of the 12CO J = 6→ 5 line observed at position A
(∆α = −70′′,∆δ = +32′′), for different kinetic temperatures TK and densities n(H2). Right - Same as
top, but at position B (∆α = −70′′,∆δ = −82′′).

Figure 6.10: Left - The gray scale and contours represent the average (log10 scale) column density
per line width (cm−2 km−1 s) required to reproduce the observed 12CO 7−6

6−5
line ratio between the peak

main-beam temperatures Tmb and the the peak Tmb of the 12CO J = 6→ 5 line observed at position C
(∆α = −60′′,∆δ = −30′′), for different kinetic temperatures TK and densities n(H2). Right - Same as
top, but at position D (∆α = −100′′,∆δ = 0′′).
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from the LTE model (Fig. 6.7), the lower limits for TK would be ∼ 110 K and ∼ 80
K at position A & C and B & D, respectively. These are similar (within 30%) to the
lowest temperatures obtained with the non-LTE models (Figs. 6.9 and 6.10).

According to the radiative transfer model, temperatures up to 400 K and higher
are also possible, but they require densities of < 105 cm−3 in order to reproduce
the observed line ratios and peak temperatures. These densities and temperatures
are consistent with the estimates made based on previous observations of the 12CO
J = 7 → 6 and J = 14 → 13 lines (Harris et al., 1987, SG90). On the other hand,
clumps with densities of > 106 cm−3 could also reproduce the observed ratios and
peak Tmb in all the positions at temperatures ≤ 200 K. However, these would be
at the lower limit of the temperature range estimated in Harris et al. (1987) and
SG90. The densities and temperatures found for M17 SW are similar to those
found in W3 Main (Kramer et al., 2004), but higher (although compatible) than the
kinetic temperatures found in Carina, where lower limits between 30 K and 50 K
were estimated (Kramer et al., 2008).

6.4.4 Column densities at selected positions

The column density per line width N(12CO)/∆V at position A varies over a small
range of 4 − 6 × 1016 cm−2 km−1 s. If we consider an average line width of 8.7
km s−1 estimated for the 12CO J = 6 → 5 and J = 7 → 6 lines (Table 6.1) and
the average N(CO)/∆V = 5× 1016 cm−2 km−1 s, we have a total column density of
N(12CO) ≈ 4× 1017 cm−2.

The model indicates that at position B the 12CO column density per line width
would be ∼ 4 × 1016 cm−2 km−1 s. The average line width of the lines at position
B is ∼ 7.7 km s−1 (Table 6.1), which gives a total column density of N(12CO) ≈
3 × 1017 cm−2, similar to the column found at position A. At positions C and D
the average column densities per line width are ∼ 8 × 1016 cm−2 km−1 s and ∼
5×1016 cm−2 km−1 s, respectively. Considering a line width of ∼ 6 km s−1 we obtain
similar column densities as in the previous two positions. That is N(12CO) ≈ 5 ×
1017 cm−2 and N(12CO) ≈ 3 × 1017 cm−2 for positions C and D, respectively. At
positions A and C the lines are optically thin, with τ ranging from about 0.6 to
1 for TK ≥ 150 K. At temperatures of ≤ 150 K, the lines become optically thick
(1 ≤ τ ≤ 3). The optically thin limit at positions B and D is reached at TK ∼ 120 K,
with about the same ranges of optical depths as before, for temperatures higher or
lower than 120 K.

Assuming a density of 5 × 105 cm−3 and average temperatures of 200 K at po-
sition A and 150 K at position B, the non-LTE model indicates that 13COcolumn
densities of ∼ 1.5 × 1017 cm−2 and ∼ 7.4 × 1016 cm−2 would be required to repro-
duce the observed strength (Table 6.1) of the 13COJ = 6→ 5 line at these positions,
respectively. For a temperature of 200 K, the 13COcolumn density at position C and
D would be ∼ 5.6 × 1016 cm−2. And the excitation temperatures would be ∼ 180 K
at position A, C and D, and ∼ 140 K at position B, which are higher temperatures
than estimated with the LTE approximation. However, these excitation tempera-
tures are just between 10 and 20 K lower than the assumed kinetic temperatures,
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which indicates that these lines are close (within 10%) to the thermal equilibrium.
From their C18O J = 2→ 1 observations, S88 estimated a 12CO beam-averaged

column density of ∼ 2× 1019 cm−2, considering a [12CO]/[C18O] abundance ratio of
500. Hence, the column densities found for the four selected positions in M17 SW
suggest that the warm (Tk > 100 K) and dense (n(H2) ≥ 104 cm−3) gas traced by
the mid-J 12CO lines represent . 2% of the bulk of the cold (Tk < 50 K) and less
dense (n(H2) ∼ 103 cm−3) gas traced by the low-J 12CO lines.

6.4.5 Volume-filling factors

The clump volume-filling factor ΦV can be estimated from the ratio between the
average volume density nav per beam and the average clump density nclump ∼
5 × 105 cm−3 derived from the non-LTE model (e.g., Kramer et al., 2004). The
average volume density per beam can be estimated from the total column density of
the gas and the line of sight extent of the cloud (Dcloud). That is nav ∼ N(H2)/Dcloud.
Following the work by Howe et al. (2000) we can assume a 13CO abundance ratio of
1.5× 10−6 relative to H2, and estimate the hydrogen column densities of NA(H2) ∼
2.3× 1023 cm−2, NB(H2) ∼ 1.1× 1023 cm−2, and NC,D(H2) ∼ 8.4× 1022 cm−2, for the
four selected positions.

The line of sight extent of the cloud is a difficult parameter to estimate. From a
13′′ (∼ 0.14 pc) beam-averaged column density of N(H2) ∼ 8× 1023 cm−2, a volume-
filling factor of 0.13 was estimated by SG90. While Howe et al. (2000) reported a
ΦV of ∼ 0.002 from the total column density of N(H2) ∼ 4× 1022 cm−2 estimated at
the peak column density of their 13CO J = 1→ 0 map, and assuming a cloud extent
of 3 pc, which was deconvolved from the 4′ beam of the SWAS space telescope. The
line of sight extent should be larger than the smallest possible clump size (∼ 0.1 pc)
that we can deconvolve from our 9.4′′ beam. But we do not think it can be as large
as 3 pc, which is about the size of the maps we present here. This holds true at
least for the region of bright 12CO and 13CO emission close to the ionization front,
where our four selected positions are taken from. If we take the average between
the upper (3 pc) and lower (0.1 pc) limits of the cloud extent, we would obtain a
cloud size of ∼ 1.6 pc. This line of size extent of the cloud is uncertain, but perhaps
more realistic given the geometry of M17 SW and the high resolution of our maps.
Besides, it is similar to the diameter of the [C I]emitting region (≈ 1 pc) estimated
by Genzel et al. (1988), and the narrow spatial extension (∼ 1.3 pc) of the 13CO
J = 6→ 5 and [C I] 370 µm lines along the strip line at P.A=63◦ (Figs. 6.3 and 6.4).

Using the total column densities estimated for the four selected positions and
Dcloud = 1.6 pc, the average volume densities at position A and B would be ∼ 5.3×
104 cm−3 and ∼ 2.5× 104 cm−3, respectively, and ∼ 1.9× 104 cm−3 at position C and
D. This in turn yields volume-filling factors ΦV = nav/nclump of ∼ 0.106, ∼ 0.050 and
0.038 at positions A, B and C/D respectively. These volume-filling factors, as well
as the total hydrogen densities estimated here, are larger than those estimated by
Howe et al. (2000), but smaller than the ones reported in SG90. This is an expected
and reasonable result since the 13CO J = 6 → 5 line traces only the warm and
dense clumps and not the interclump medium. Besides, the volume-filling factors
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estimated at the four selected positions agree closely with those estimated in other
star-forming regions using clumpy PDR models (e.g. S140, W3 Main; Spaans & van
Dishoeck 1997; Kramer et al. 2004).

6.4.6 Jeans stability of the clumps

With an average density of 5 × 105 cm−3 and an average clump size of 0.2 pc in
diameter, which gives a typical total clump mass of ∼ 100 M� in molecular hy-
drogen, M92 estimated that these clumps are not in pressure equilibrium with the
interclump gas (with average density 3× 103 cm−3 and temperature of 200 K), but
rather that they are self-gravitating. With these parameters and a temperature of
about 1000 K, the Jeans mass and radius should be about 1500 M� and 0.3 pc,
respectively. Hence these clumps are not near the collapsing regime. Even with
our upper limits for the temperatures of the clumps of 230 K and 150 K at position
A and B, and 220 K and 200 K at position C and D, respectively, the Jeans mass and
radius of these clumps would still be larger than those estimated with the average
density of 5 × 105 cm−3. Temperatures of < 170 K would be required to break the
Jeans stability at that density. This means that the clumps at position B should
have a slightly lower density of ∼ 3 × 105 cm−3 (or lower) to be Jeans-stable at a
temperature of about 150 K (or higher).

6.5 Conclusions

We have used the dual-color heterodyne receiver array of 7 pixels CHAMP+ on the
APEX telescope to map a region of about 3.4 pc × 3.0 pc in the J = 6 → 5 and
J = 7→ 6 lines of 12CO, the 13CO J = 6→ 5 and the 3P2 → 3P1 370 µm (J = 2→ 1)
fine-structure transition of [C I] in M17 SW nebula.

The completely different structure and distribution of the 3P2 → 3P1 370 µm
emission and its critical density indicate that this emission arises from the inter-
clump medium (∼ 3 × 103 cm−3). On the other hand, the mid-J lines of 12CO and
the isotope emissions arise from the high density (∼ 5 × 105 cm−3) and clumpy
region.

The spatial extent of the warm gas (40-230 K) traced by the 12CO J = 7→ 6 line
is about 2.2 pc from the ridge of the M17 SW complex, which is smaller than the
extent observed in the low-J 12CO and C18O lines reported in previous work. The
13CO J = 6→ 5 and [C I] 370 µm lines, have a narrower spatial extent of about 1.3
pc along a strip line at P.A=63◦.

An LTE approximation of the excitation temperature provides lower limits for
the kinetic temperature. The warmest gas is located along the ridge of the cloud,
close to the ionization front. In this region the excitation temperatures range be-
tween 40 and 120 K. A non-LTE estimate of the ambient conditions at four se-
lected positions of M17 SW indicates that the high density clumps (∼ 5× 105 cm−3)
cannot have temperatures higher than 230 K. The warm (Tk > 100 K) and dense
(n(H2) ≥ 104 cm−3) gas traced at the four selected positions by the mid-J 12CO
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lines represents ∼ 2% of the bulk of the molecular gas traced by the low-J 12CO
lines. Volume-filling factors of the warm gas ranging from 0.04 to 0.11 were found
at these positions.
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7
Diffuse and dense irradiated gas in

M17 SW: [C I], HCN and HCO+

– J.P. Pérez-Beaupuits, M. Spaans and R. Güsten –

Stars are formed in dense molecular clouds. These star-forming regions are
impacted by radiative feedback from UV and X-ray sources. The influence

of these radiation fields is reflected in the chemistry and thermodynamics of the
gas. To probe with high resolution (13′′ − 18′′) the ambient conditions and spa-
tial distribution, as well as the influence of UV and (hard) X-rays, of the diffuse
(n(H2) ∼ 103 cm−3) and dense gas (n(H2) > 105 cm−3) toward the core of M17 SW.
The dual colour single pixel receiver FLASH on the APEX telescope was used to
map a 4.1 pc × 4.7 pc region in emission from the 3P1 → 3P0 609 µm fine-structure
transition of [C I], and the APEX-2 SIS receiver was used to map the emission from
the J = 4 → 3 transition of HCN and HCO+ in a smaller region of 2.6 pc × 1.3 pc.
The small scale (∼ 13′′) spatial distribution of the [C I] 3P1 → 3P0 609 µm fine-
structure transition is similar to that shown in earlier observations of the 3P2 → 3P1

370 µm transition. The [C I]370 µm/[C I]609 µm integrated temperature ratio is > 1
in most of the region mapped, which indicates optically thin emission. Conversely,
the HCN and HCO+ J = 4 → 3 transitions also show similar distributions at the
brightest emission regions. However, the HCO+ J = 4 → 3 line is a factor ∼ 1 − 6
brighter than that of HCN across the region mapped, and presents more extended
emission. In the optically thin limit, the excitation temperature of [C I] ranges be-
tween 40 K and 100 K in the inner region of M17 SW. While excitation temperatures
> 100 K are found along the eastern edge of the cloud. The column density of [C
I] ranges between ∼ 4 × 1017–1019 cm−2 in the region where the [C I] integrated
temperature is larger than 50% of its peak emission. The unusually high (up to
∼ 6) HCO+/HCN J = 4→ 3 integrated temperature ratio is argued to be an indica-
tion of irradiation by heavily obscured X-ray sources or to be the result of a lower
excitation temperature of HCN.

Submitted to Astronomy & Astrophysics (2010)
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7.1 Introduction

In order to advance our understanding of the ambient conditions of star formation,
observations of large areas of known massive Galactic star forming regions (e.g.,
Orion Nebula, W51, Cepheus A, NGC 2024) have been done over a wide wavelength
range. These observations include emissions of atoms, molecules, and grains, and
they usually cover areas close to the radiation sources.

The warm emitting gas seems to be confined to narrow (< 1 pc) zones close to
the ionization front, according to observations of mid-J (e.g. J = 6→ 5 and J = 7→
6) transitions of 12CO in several massive star forming regions (e.g., Harris et al.,
1987; Graf et al., 1993; Yamamoto et al., 2001; Kramer et al., 2004, 2008; Pérez-
Beaupuits et al., 2010). Although shocks can be an important source of heating in
high velocity wing objects like Orion, W51 and W49 (Jaffe et al., 1987), the mid-J
12CO observations favor a photoelectric heating of the warm gas located beyond
the H II region driven by the UV radiation field emerging from an ionizing source,
the so-called photon-dominated region (PDR).

A vast amount of data also shows that molecular clouds are clumpy over a wide
range of scales, from giant molecular clouds containing smaller subclouds to small
dense cores within the subclouds. The clumpiness of molecular clouds is relevant
for the understanding of fragmentation processes that can lead to density conden-
sations of a size that may collapse to form stars (e.g., Carr, 1987; Hocuk & Spaans,
2010). Several efforts have been made over the past years to identify clumps, their
size, line width and mass, among other parameters. The complex line profiles ob-
served in optically thin lines like [C I], CS, C18O, 13CO and their velocity-channel
maps, are indicative of the clumpy structure of molecular clouds and allow for a ro-
bust estimation of their clump mass spectra (e.g., Carr, 1987; Loren, 1989; Stutzki
& Guesten, 1990; Hobson, 1992; Kramer et al., 1998, 2004; Pérez-Beaupuits et al.,
2010).

In contrast to [C II] 158 µm and [O I] 63 µm, PDR models predict that the inten-
sity of the [C I] fine structure lines do not have a strong dependence on UV energy
density (e.g., Hollenbach & Tielens, 1999). Therefore, in a clumpy cloud irradiated
by UV photons, the intensity of the [C I] emission is expected to be proportional
to the number of photodissociation surfaces of clumps along the line of sight (e.g.,
Spaans, 1996; Howe et al., 2000; Kramer et al., 2004).

Inhomogeneous and clumpy clouds, as well as a partial face-on illumination, in
star-forming regions like M17 SW, S106, S140, the Orion Molecular Cloud, and the
NGC 7023 Nebula, seem to produce extended emission of atomic lines like [C I] and
[C II], and suppress the stratification in [C II], [C I] and CO expected from standard
steady-state PDR models (e.g., Keene et al., 1985; Genzel et al., 1988; Stutzki et al.,
1988; Gerin & Phillips, 1998; Yamamoto et al., 2001; Schneider et al., 2002, 2003;
Mookerjea et al., 2003; Pérez-Beaupuits et al., 2010). A clumpy PDR model was
required to explain the extended [C I] 3P1 → 3P0 and 13CO J = 2 → 1 emission in
S140 (Spaans & van Dishoeck, 1997).

Massive star forming regions like the Omega Nebula M17, with a rather edge-on
view, are ideal sources to study the clumpy structure of molecular clouds, as well
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as the chemical and thermodynamic effects of the nearby ionizing sources. The
south-west region of M17 (M17 SW) concentrates molecular material in a clumpy
structure. Models based on far-IR and sub-millimeter observations (Stutzki et al.,
1988; Meixner et al., 1992) suggest that the distribution and intensity of the emis-
sions observed in the M17 SW complex can be explained with high density (n(H2) ∼
5 × 105 cm−3) clumps embedded in an interclump medium (n(H2) ∼ 3 × 103 cm−3)
and surrounded by a diffuse halo (n(H2) ∼ 300 cm−3).

The central cluster of more than 100 stars that illuminates M17 SW is NGC 6618
(e.g., Lada et al., 1991; Hanson et al., 1997). The two components of the massive
binary CEN1 (Kleinmann, 1973; Chini et al., 1980) are part of the central cluster
NGC 6618 and are separated by ∼ 1′′.8. This source, originally classified as a
double O or early B system by Kleinmann (1973), is actually composed of two O4
visual binary stars, named CEN 1a (NE component) and CEN 1b (SW component),
and it appears to be the dominant source of photo-ionization in the whole M17
region (Hoffmeister et al., 2008).

The components of the CEN1 O4+O4 binary are also the brightest X-ray sources
detected in a short (40 ks) Chandra ACIS exposure of the stellar population in the
M17 region (Broos et al., 2007). This exposure detected 886 X-ray sources, with
771 of them having a stellar counterpart in IR images. A new long (∼ 300 ks) expo-
sure of the same field yielded a combined dataset of ∼ 2000 X-ray sources (Getman
et al., 2010, Townsley et al., in preparation). Spectral analysis of 598 sources with
the highest photometric significance in the initial set, yielded estimated absorb-
ing column densities of up to NH ≈ 5 × 1023 cm−2 (AV ∼ 250 − 300 mag.) with a
temperature (energy) range 0.5 keV ≤ kT ≤ 8 keV in the observed total band.
The total luminosities (t) estimated in this band, corrected for absorption (c), range
from Lt,c ∼ 6× 1029 erg s−1 to Lt,c ∼ 2× 1033 erg s−1.

Although the brightest X-ray sources are CEN 1a and CEN 1b from the central
NGC 6618 cluster, other stellar concentrations of ∼ 40 heavily obscured (Emedian ≥
2.5 keV, AV > 10 mag) X-ray sources are distributed along the eastern edge of the
M17 SW molecular core. The densest concentration of X-ray sources coincides with
the well known star-forming region M17-UC1 and the concentration ends at around
the Kleinmann-Wright Object (see Fig. 7.4 for an overview).

Since hard X-ray photons (> 1 keV) can penetrate much deeper into a cloud than
far-UV photons (6 − 13.6 eV), high temperatures are maintained to much greater
depths into the clouds. Also in contrast with PDR models, in X-ray dominated re-
gions (XDRs, e.g., Maloney et al. 1996; Meijerink & Spaans 2005) a transition layer
C+ → C → CO is not well-defined, and these species can actually co-exist, while
large columns of neutral carbon can be produced, with fractional abundance of
∼ 10−5− 10−4 (e.g., Meijerink & Spaans, 2005). A similar effect can be expected in
a PDR with enhanced cosmic-ray rates (e.g., Meijerink et al., 2006).

Thus, the extended emission of [C I] and [C II] observed in M17 SW could be
the result of its clumpy structure, but also be a consequence of its embedded X-ray
sources. In fact, the abundances of molecular species like HNC, HCO+, CN, and
SiO are also expected to be enhanced by hard X-ray irradiation (e.g., Usero et al.,
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2004; Meijerink & Spaans, 2005; Aalto et al., 2007b).

In an earlier paper we presented high resolution maps of mid-J CO lines and
the 3P2 → 3P1 fine-structure transition of [C I] (Pérez-Beaupuits et al., 2010). In
this study we present a new high resolution map of the 3P1 → 3P0 fine-structure
transition of [C I], and maps of the J = 4→ 3 transition of HCN and HCO+.

We are particularly interested in these molecules (HCN and HCO+) because
they have been extensively used in previous efforts to disentangle the driving
source of power, star formation vs. black hole accretion, in the nuclear region
of active galaxies (e.g., Sternberg et al., 1994; Kohno et al., 1999, 2001; Kohno,
2003, 2005; Usero et al., 2004; Pérez-Beaupuits et al., 2007; García-Burillo et al.,
2008; Loenen et al., 2008; Krips et al., 2008; Pérez-Beaupuits et al., 2009).

Given the relative youth (. 1 Myr, e.g., Lada et al. 1991; Hanson et al. 1997 of
the main ionizing cluster (NGC 6618) of M17 SW, and the absence of evolved stars,
it is likely that supernovae have not yet occurred. This makes M17 SW an ideal
place to study the interactions of massive stars with their surrounding gas/dust and
stellar disks, without the influence of nearby supernovae. This allows us to study
the effects of X-rays on [C I], HCN, and HCO+ in a rather isolated environment.

This study of M17 SW can be considered as one more Galactic template for
extra-galactic star forming regions. The properties and feedback effects of massive
star forming regions, studied at small scale and with high resolution in the Milky
Way, are expected to drive the energetics of active galaxies. Therefore, we expect
that our results will be important for future high resolution observations where
similar regions in extra-galactic sources will be studied in great spatial detail with,
e.g., ALMA (Schleicher et al., 2010).

The organization of this article is as follows. In Sect. 7.2 we describe the ob-
servations. The maps of the four lines observed are presented in Sect. 7.3. The
modelling and analysis of the ambient conditions are presented in Sect. 7.4. The
conclusions and final remarks are presented in Sect. 7.5.

7.2 Observations

We have used the lower frequency band of the dual channel DSB receiver FLASH
(Heyminck et al., 2006) on the Atacama Pathfinder EXperiment (APEX∗; Güsten
et al. 2006) during October 2009, to map the 3P1 → 3P0 609 µm (hereafter: 1→ 0)
fine-structure transition of [C I] at 492.161 GHz. The observed region covers about
6′.2×7′.2 (4.1 pc × 4.7 pc) compared to the 5′.3×4′.7 (3.4 pc × 3.0 pc) area previously
mapped for [C I] J = 2 → 1 with CHAMP+ (Pérez-Beaupuits et al., 2010). The
[C I] J = 1 → 0 was done in on-the-fly (OTF) slews in R.A. (∼ 360 arcsec long).
Because the beam size of APEX at 492 GHz is about 12′′.7 the subsequent scans in
Declination and R.A. were spaced 6′′ apart.

∗ This publication is based on data acquired with the Atacama Pathfinder Experiment (APEX). APEX
is a collaboration between the Max-Planck-Institut für Radioastronomie, the European Southern
Observatory, and the Onsala Space Observatory
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We also observed HCN J = 4 → 3 at 354.506 GHz during July 2008, during the
same period as the [C I] J = 2 → 1 map was done, and HCO+ J = 4 → 3 356.734
GHz during June 2009, using the APEX-2 heterodyne SIS receiver (Risacher et al.,
2006). With the single pixel receiver, the regions mapped in HCN and HCO+ are
smaller than that of [C I], covering just about 4′ × 2′ (2.6 pc × 1.3 pc) due to the
visibility of M17 SW and other priority projects during the observing campaigns.
The HCN and HCO+ J = 4 → 3 maps were done in raster slews in R.A. of ∼ 240′′

long and subsequent scans in Declination with spacing of 8′′, since the APEX beam
size at 357 GHz is about 17.6′′.

The total power mode was used for the observations, nodding the antenna prior
to each OTF (and raster) slew to an off-source position 180′′ east of the SAO star
161357. The latter is used as reference position (∆α = 0, ∆δ = 0) in the maps and
throughout the paper, with R.A(J2000)=18:20:27.64 and Dec(J2000)=-16:12:00.90.
The reference for continuum pointing was Sgr B2(N) and the pointing accuracy was
kept below 3′′ for all the maps. In the facility cabin of APEX there is a closed cycle
cooler offering cold temperature with a liquid nitrogen (LN2) load and an ambient
temperature load. Calibration measurements with these loads were performed ev-
ery ∼10 minutes. The data were processed during the observations with the APEX
real-time calibration software (Muders et al., 2006), assuming an image sideband
suppression of 10 dB (APEX-2) and equal gains for FLASH-460.

The Fast Fourier Transform Spectrometer (FFTS) was used as backend with a
fixed bandwidth of 1.5 GHz and 2048 channels for the [C I] J = 1→ 0 map and 1.0
GHz bandwidth and 8192 channels for the HCN and HCO+ J = 4 → 3 maps. We
used the two IF groups of the FFTS without offsets between them. The on-source
integration time per dump was 1 second for the OTF map of [C I] J = 1 → 0, and
10 seconds for the HCN and HCO+ J = 4 → 3 maps. The median DSB system
noise temperature of FLASH was about 810 K for [C I], and the median SSB system
temperatures of the APEX-2 receiver were about 470 K and 380 K, for HCN and
HCO+, respectively.

Observations toward Jupiter were performed to estimate the beam coupling effi-
ciency (ηc ≈ 0.59) of FLASH (Heyminck et al., 2006), assuming a brightness temper-
ature of 158 K for the Jovian planet at 492 GHz, as interpolated from data reported
in Griffin et al. (1986). A beam coupling efficiency of 0.73 was assumed for the
APEX-2 receiver at the frequencies of HCN and HCO+ J = 4 → 3 (Güsten et al.,
2006; Risacher et al., 2006). With these beam coupling efficiencies, and a forward
efficiency (ηf ) of 0.95, we converted all data to line brightness temperature scale,
TB = ηf ×T ∗A/ηc. The reduction of these calibrated data, as well as the maps shown
throughout the paper, were done using the GILDAS∗ package CLASS90.

∗ http://www.iram.fr/IRAMFR/GILDAS
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7.3 Results

7.3.1 The [C I] integrated temperature maps

Figure 7.1 shows the maps of the temperature, integrated between 10 km s−1 and
28 km s−1, of [C I] J = 1 → 0 (top) and J = 2 → 1 (bottom) which was convolved
to the largest beam size (12′′.7) of the J = 1 → 0 line. Therefore, the peak inte-
grated temperature of the [C I] J = 2 → 1 line is ∼ 20 K km s−1 lower than the
peak previously reported in Pérez-Beaupuits et al. (2010). The peak integrated
temperatures of the maps shown here are 205 K km s−1 and 262 K km s−1 for the
[C I] J = 1 → 0 and J = 2 → 1 lines, respectively. These lines follow a similar spa-
tial distribution and their respective peaks are located at about the offset position
∆α = −120′′,∆δ = 30′′, approximately 0.88 pc (∼ 80′′ at P.A. 90◦) from the ridge.
They both present extended emission, not like a stratified PDR.

The critical density (ncr ∼ 103 cm−3 for collisions with o-/p-H2 at 100 K; from
the LAMDA∗ database, Schöier et al. 2005) and upper-level energy (Eu ≈ 24 K for
J = 1→ 0, and Eu ≈ 62 K for J = 2→ 1) of [C I] enable us to trace the diffuse ISM
and asses its temperature. In section 7.4.2 we estimate the excitation temperature
of [C I] from the ratio between the two transitions and assuming optically thin
emission. From this excitation temperature, the optical depths of both lines and
the column density of [C I] can be estimated as well. This is done in section 7.4.2.

7.3.2 The HCN and HCO+ integrated temperature maps

The HCN and HCO+ J = 4→ 3 lines (ncr ∼ 108 cm−3 and ncr ∼ 9× 106 cm−3 at 100
K, respectively, and both with Eu ≈ 43 K) probe much denser regions than [C I]. The
maps of the velocity (10−28 km s−1) integrated temperature of the HCN and HCO+

J = 4→ 3 lines are shown in the top and middle panel of Fig.7.2, respectively. The
HCO+ map was convolved with the slightly larger beam size (17.7′′) of the HCN
J = 4 → 3 line, in order to have the same number of pixels per map. The pixel
size is −8.9′′×8.9′′ which ensures Nyquist sampling of the spectra in both (R.A. and
Dec.) directions.

The peak integrated temperatures are 96 K km s−1 and 136 K km s−1, for HCN
and HCO+, respectively. The brightest regions of both lines have a similar spatial
distribution. However, the velocity-integrated temperature of the HCO+ J = 4→ 3
line is a factor ∼ 1 − 6 brighter than that of the HCN line, as shown in the bottom
panel of Fig.7.2. The HCO+ J = 4 → 3 emission is also more extended than the
HCN one, particularly towards the northern edge of the cloud core where the ratio
is larger.

In order to reduce uncertainties, we compute the HCO+/HCN ratio only in the
region where the integrated temperature in both lines is brighter than 5% of their
peak values. Because these maps were not done simultaneously we also consider
the role of the relative pointing errors in our results. Since the pointing accuracy in
both maps is < 3′′ we know that the relative pointing errors would be at most ∼ 6′′,
∗ http://www.strw.leidenuniv.nl/∼moldata/
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Figure 7.1: Top - Colour map of the integrated temperature of [C I] J = 1 → 0 in M17 SW. The
peak emission is 205 K km s−1. The contour levels are 25%, 50%, 75% and 90% of the peak emission.
Bottom - Colour map of the integrated temperature of [C I] J = 2→ 1 (from Pérez-Beaupuits et al. 2010)
convolved to the beam size (∼ 12.7′′) of the [C I] J = 1→ 0 line, with a peak emission of 262 K km s−1.
The contour levels are as described above. The reference position (∆α = 0, ∆δ = 0), marked with a
cross, corresponds to the SAO star 161357 at R.A(J2000)=18:20:27.65 and Dec(J2000)=-16:12:00.91.
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Figure 7.2: Top - Colour map of the integrated temperature of HCN J = 4 → 3 in M17 SW. The
peak emission is 96 K km s−1. The countour levels are the 10%, 25%, 50%, 75% and 90% of the peak
emission. middle - Colour map of the integrated temperature of HCO+ J = 4→ 3, with a peak emission
of 136 K km s−1 and contour levels as described before. Bottom - Map of the HCO+/HCN J = 4 → 3
line ratio. The ratio ranges from ∼ 1 to ∼ 5.5 in the region where both lines are brighther than 5% of
their peak intensities. The contour lines correspond to the HCN J = 4 → 3 map and are defined as
before, from thin to thick. The reference position (∆α = 0, ∆δ = 0), marked with a cross, corresponds
to the SAO star 161357 at R.A(J2000)=18:20:27.65 and Dec(J2000)=-16:12:00.91.
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Figure 7.3: Spectra of the HCN and HCO+ J = 4 → 3 lines at selected positions towards
M17 SW. The top panel shows the spectra at the position (∆α = −66′′,∆δ = +18′′) of the peak
integrated temperature of the HCO+ map. The middle panel corresponds to the spectra at position
(∆α = −60′′,∆δ = +50′′) where the HCO+/HCN J = 4 → 3 line ratio (∼ 5.5) is the largest in the
region mapped.
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which is smaller than the pixel size of the maps. Therefore, we can exclude the
pointing errors as the cause of the high ratios observed, specially at the northern
edge of the cloud core. On the other hand, the broader emission of the HCO+

J = 4 → 3 line was also observed in the J = 3 → 2 transition by Hobson (1992),
who reported a more extended emission of HCO+ further into the H+ region.

Fig. 7.3 shows the spectra of HCN and HCO+ J = 4 → 3 at selected positions.
The spectra at position (∆α = −66′′,∆δ = +18′′) correspond to the peak integrated
temperature of HCO+. The spectra at position (∆α = −60′′,∆δ = +50′′) correspond
to the largest ratio (∼ 5.5) between the velocity-integrated temperatures at the
northern edge of the cloud core. The other spectra correspond to positions where
both lines are weaker. The line profiles of both lines match very well in all the
positions, which indicates that the difference in intensities is not a consequence of
different line widths.

Similar high HCO+/HCN J = 4 → 3 line ratios have been observed in other
Galactic star forming regions (e.g., W49A, Peng et al. 2007) and in active galaxies
(e.g., NGC 1068, Pérez-Beaupuits et al. 2009). Although these ratios are character-
istic of X-ray dominated regions (XDRs) (e.g., Meijerink & Spaans, 2005; Meijerink
et al., 2007) we discuss in Sec. 7.4.3 other possible mechanisms that can lead to
similar results. Indeed, if the intensity of HCO+ is as strong as HCN (or stronger)
it may be due to relatively high kinetic temperatures, strong UV radiation fields,
and low densities (e.g., Fuente et al., 1993; Chin et al., 1997; Brouillet et al., 2005;
Christopher et al., 2005; Zhang et al., 2007; Meijerink et al., 2007).

7.4 Discussion

7.4.1 The ionization front

The ionization front traced by the high resolution (10′′ × 7′′) map of the 21 cm con-
tinuum emission (Brogan & Troland, 2001), as well as the ionizing stars identified
by Beetz et al. (1976) and Hanson et al. (1997), are shown in Figure 7.4. The HCN
J = 4→ 3 (white contour lines) and [C I] J = 1→ 0 (green contour lines) are over-
laid. The densest concentration of heavily obscured X-ray sources coincides with
the M17-UC1 star forming region, and their location is indicated with black circles.
The median energy of these sources is Emedian > 2.5 keV (AV ≥ 10 mag) which can
penetrate columns larger than 1023 cm−2 (Meijerink & Spaans, 2005, e.g.,[). These
X-ray sources correspond to the ∼ 40′′ × 40′′ field shown in Fig.10 by Broos et al.
(2007). The coordinates were obtained from the VizieR online catalogue∗. Note
that the HCN and HCO+ lines peak in a similar region, close to the X-ray sources
in the UC1 complex. While the [C I] peaks at ∼ 0.4 pc away from the HCO+ peak.

Figure 7.5 shows the variation of the integrated temperature of several lines
across the ionization front. This corresponds to the strip line at P.A=90◦ shown in
Pérez-Beaupuits et al. (2010), where the 12CO, 13CO, and [C I] J = 2→ 1 are repro-
duced from. Every strip lines was smoothed spatially (in two pixels with respect to

∗ http://vizier.cfa.harvard.edu/viz-bin/VizieR?-source=J/ApJS/ 169/353
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Figure 7.4: Colour map of the 21 cm continuum emission (Jy beam−1) in M17 SW with 10′′ × 7′′

resolution by Brogan & Troland (2001). The white contour lines correspond to the HCN J = 4 → 3
transition with a peak emission of ∼ 90 K km s−1. The blue contour lines correspond to the HCO+

J = 4 → 3 transition with a peak emission ∼ 130 K km s−1. While the green contour lines correspond
to the [C I] J = 1 → 0 with a peak emission of ∼ 200 K km s−1. The contour levels (from thin to thick)
are the 10%, 25%, 50%, 75% and 90% of the peak emission. The red stars show the location of O and B
ionizing stars, while the white star corresponds to the X-ray counter part of the CEN1 (NE component)
binary system (Beetz et al., 1976; Hanson et al., 1997; Broos et al., 2007). The black circles correspond
to the heavily obscured (Emedian > 2.5 keV, AV ≥ 10 mag) population of X-ray sources around the
M17-UC1 region (Fig.10 in Broos et al. 2007; coordinates from the VizieR catalogue). The reference
position (∆α = 0, ∆δ = 0) is the same as in Fig 7.1. The [C I], HCN and HCO+ maps have a slightly
lower integrated temperature than in Fig. 7.1 and Fig. 7.2 because they were convolved to a 30′′ beam
resolution to smooth the contour lines.

their respective original resolutions) along the strip direction. We do not show here
the strip lines at P.A.=63◦ because we do not have HCN and HCO+ data at lower
declinations.

The HCO+ and HCN J = 4→ 3 lines have their peaks between offset −60′′ and
−80′′ in R.A., which corresponds to the peaks of the 13CO and 13CO lines. On the
other hand, both [C I] lines peak at about −120′′ offset, i.e., ∼ 0.8 pc from the ridge.
These peaks coincide with a secondary peak of 13CO, and a second peak observed
at a slight offset (∼ 10′′) in the HCO+ and HCN lines.

The [C I] (369µm) J = 2 → 1 is brighter than the (609µm) J = 1 → 0 along
the strip line, and throughout the whole region mapped (Fig. 7.1). The same is
observed for the HCN and HCO+ lines, where the HCO+ J = 4→ 3 line is unusually
brighter (for Galactic standards) than the HCN line. From the ratio between the [C
I] lines, the excitation conditions of the diffuse gas can be estimated. Similarly, the
ratio between the HCO+ and HCN J = 4 → 3 lines can give hints to the origin of
the bright HCO+. These will be discussed in the following sections.
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Figure 7.5: The strip lines of the velocity integrated temperature of 12CO J = 7→ 6 (black), 12CO
J = 6 → 5 (black dashed), 13CO J = 6 → 5 (black dotted) and [C I] J = 2 → 1 (red) are the same as
in Fig. 3 by Pérez-Beaupuits et al. (2010). The new strips lines in [C I] J = 1 → 0 (red dashed), HCO+

J = 4 → 3 (blue), and HCN J = 4 → 3 (blue dashed) are taken at the same declination ∆δ = 30′′ (P.A.
90◦) across the ionization front of M17 SW. All the strip lines are smoothed spatially with respect to the
strip direction. The X-axis corresponds to the actual offset in R.A. of the maps shown in Figs. 7.1 and
7.2. The offset, ∆α = 0′′ in R.A. correspond to the reference illuminating star SAO 161357.

7.4.2 The diffuse gas in M17 SW

The [C I] 369µm / [C I] 609µm ratio

The top panel of Fig. 7.6 shows the colour map of the ratio R = I([C I] J = 2 →
1)/I([C I] J = 1→ 0) between the velocity-integrated temperatures of the [C I] lines,
and the contour lines corresponding (from thin to thick) to 10%, 25%, 50%, 75%
and 90% of the peak emission of [C I] J = 2→ 1 (Fig. 7.1). The ratio is larger than
unity (indicating optically thin emission, where the line intensities are proportional
to the upper state column density; e.g., Zmuidzinas et al. 1988) in most of the
region mapped. Ratios lower than unity, which are expected for optically thick
emission, are also observed mostly in the inner region of M17 SW, about 1.5 pc
(∼ 140′′) from the ionization front.

In order to ensure a high enough S/N ratio in the R map, we set to zero the
pixels where any of the two [C I] lines is lower than 5% of their corresponding peak
integrated temperature. In most of the region mapped the ratios are < 3. Only a
few pixels in the map show higher ratios (up to about 5) at sparse locations between
the ionization front and the ionizing OB stars. For better clarity of the colour map
we set the maximum scale value to 2.11 in the top panel of Fig. 7.6. The value
of 2.11 in the line ratio R derives from the optically thin and LTE approximation
(e.g., Schneider et al., 2003; Kramer et al., 2004) used to estimate the excitation
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temperature of [C I] in the next section. The ratio R ranges between 1.0 and 1.5 in
most of the region where the integrated temperature of the [C I] J = 2 → 1 line is
brighter than 50% of its peak.

These ratios match the values expected in a PDR environment with low density
(. 103 cm−3) and relatively low radiation fields (G0 . 103) as shown by Meijerink
et al. (2007, their Fig.3). These densities agree well with previous estimates (e.g.,
Meixner et al., 1992).

The excitation temperature of [C I]

In the optically thin limit (which holds for the region mapped where R > 1 in the
top panel of Fig. 7.6) we can estimate the excitation temperature Tex of [C I] from
the ratio R as: Tex = 38.8/ln(2.11/R) K (e.g., Schneider et al., 2003). The bottom
panel of Fig. 7.6 shows the map of the estimated Tex in logarithmic scale. The
excitation temperature ranges between ∼ 40 K and ∼ 100 K in the inner region,
whereas temperatures > 100 K are found along the eastern edge of the M17 SW
complex, close to the ionization front. This result is in agreement with a previous
LTE estimate of the excitation temperature of 12CO (Pérez-Beaupuits et al., 2010),
earlier estimates from [C I] J = 2 → 1 observations (e.g., Genzel et al., 1988) and
from a multi-line NH3 study (Guesten & Fiebig, 1988). The ratios larger than 2.11
found between the ionization front and the ionizing stars (as mentioned in the pre-
vious section) would lead to negative excitation temperatures in the optically thin
and LTE approximation. Note, however, that ratios larger than 2 can be found in
PDR and XDR environments, depending on the local density and incident radiation
fields (e.g., Meijerink et al., 2007, their Fig.3).

Optical depths and column density of [C I]

From the excitation temperature and the peak intensity of the [C I] J = 1 → 0 and
J = 2 → 1 lines, the optically thin approximation also allows us to estimate the
optical depths of both lines. Knowing the excitation temperature and the optical
depth of the J = 1 → 0 line, the column density N([C I]) can be computed as well.
For detailed formulae see Schneider et al. (2003).

Fig. 7.7 shows the optical depth τ of the J = 1 → 0 line (top left panel ), which
appears to be more optically thin (τ ≤ 1) than the J = 2→ 1 line (top right panel ).
Optically thick (τ ≥ 1) emission is found mostly in the J = 2 → 1 line at the inner
region mapped, where this line is brighter than 75% of its peak intensity. In order
to compare the optical depths, the colour scale in the middle panel was fixed at the
same maximum value as in the J = 1 → 0 line. Although τ up to about 4.7 were
found in the J = 2→ 1 line. This is not self-consistent with the initial assumption of
optically thin regime. Therefore, the excitation temperature and column densities
estimated for those particular pixels must be considered carefully.

The column density N (cm−2) of [C I] (bottom panel of Fig. 7.7) ranges between
∼ 1017.6 cm−2 and ∼ 1019 cm−2 in most of the region where the maps show a strong
(≥ 50% of the peak integrated temperature) [C I] emission.



164 CHAPTER 7. DIFFUSE AND DENSE GAS IN M17 SW

Figure 7.6: Top panel - Map of the ratio R = I([CI] J = 2 → 1)/I([CI] J = 2 → 1) between
the velocity-integrated temperatures of the J = 2 → 1 and J = 1 → 0 transitions of [C I]. Bottom
panel - Map of the excitation temperature of [C I] estimated from the ratio R, assuming the lines are
in the optically thin regime (R > 1), which holds for most of the region mapped. As in Fig. 7.1, the
contour lines correspond (from thin to thick) to 10%, 25%, 50%, 75% and 90% of the peak emission of
[C I] J = 2→ 1.
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Figure 7.7: Maps of the optical depths τ of [C I] J = 1 → 0 (top left panel ), J = 2 → 1 (top right
panel ), and the column density N (Bottom panel ) of [C I], calculated in the optically thin approximation.

7.4.3 The dense gas in M17 SW

Origin of the bright HCO+ in M17 SW

An HCO+/HCNJ = 4→ 3 line ratio larger than unity can be reproduced by standard
PDR models with Galactic UV radiation fields (G0 >∼ 102), in gas with densities lower
than ∼ 2 × 104 cm−3 (e.g., Meijerink et al., 2007). However, earlier observations
of HCO+ and HCN J = 3 → 2 data in M17 SW allowed to estimate densities of
about 5 × 105 cm−3 and 106 cm−3 for the HCO+ and HCN clumps, respectively
(Hobson, 1992). Therefore, a standard PDR scenario cannot explain the high (> 1)
HCO+/HCN J = 4→ 3 line ratios.

On the other hand, PDRs with elevated cosmic-ray rates (about 200×Galactic
∼ 5×10−15 s−1) can enhance the abundance of HCO+ with respect to HCN, and line
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intensity ratios similar to those observed in M17 SW can be expected (Meijerink
et al., 2006). However, there is no evidence for recent supernovae in M17 SW, so
the cosmic-ray rates in this region are not expected to be high enough to reproduce
the observed results. These leave three possible mechanisms that can lead to the
high HCO+/HCN ratios: (1) a high optical depths or subthermal excitation of HCN,
(2) mid-IR pumping of HCO+, and (3) high ionization flux from embedded X-ray
sources. We discuss these alternatives in the following sections.

Optical depth effects and subthermal excitation

The typical optical depths of the HCO+ and HCN clumps were found to be ∼20
and ∼100, respectively, for the J = 3 → 2 lines (Hobson, 1992). So both lines are
optically thick, with a factor ∼ 5 between their optical depths. From the molecular
and collision data reported in the LAMDA database, we know that in both molecules
the Einstein-A coefficient of the J = 4 → 3 line is about 2.5 times larger than that
of the J = 3 → 2 line of the respective molecules. Similarly, the upper energy
level and the critical density of the higher transition are a factor ∼1.7 and ∼2.5,
respectively, larger than those of the J = 3 → 2 line. Since these factors between
the transitions are practically the same for both molecules, we can assume that the
optical depth of the HCN J = 4 → 3 line is also about 5 times larger than that of
the HCO+ J = 4→ 3 line, and most likely they are both optically thick as well.

The critical densities of the HCO+ and HCN J = 4→ 3 lines are ∼ 9× 106 cm−3

and ∼ 108 cm−3, respectively, for temperatures between 20 K and 100 K. However,
the gas densities estimated from the J = 3 → 2 lines are on the order of 106 cm−3

(Hobson, 1992). Therefore, both HCO+ and HCN J = 4→ 3 lines are subthermally
excited, and the lines are clearly detected because of their large optical depths.

The higher optical depth of HCN may lead to a saturated and flat-topped line
profile (e.g., Martin et al., 1984; Solomon et al., 1987). This characteristic is ob-
served in both HCN and HCO+ lines (Fig. 7.3). However, according to Hobson
(1992) the high optical depths found for the J = 3 → 2 lines are consistent with
the presence of about 3–4 (rather than 1) individually optically thick clumps (at
different systemic velocities) along the line of sight, which yield the shape of the
observed line profiles. Therefore, optical depth effects can be ruled out as the
cause of the high HCO+/HCN J = 4→ 3 line ratio.

On the other hand, a larger filling factor of HCO+ may also lead to a stronger
line brightness. However, the HCN and HCO+ molecules reach their peak abun-
dances at similar depths (column densities) in a molecular cloud (e.g., Hollenbach
& Tielens, 1999; Meijerink & Spaans, 2005). Therefore, they are expected to co-
exist at the typically observed τ = 1 surfaces, which leads to similar filling factors.
This is supported by the size of the HCN clumps, which were found to be just
marginally smaller than the HCO+ clumps, down to the scale of the 19′′ telescope
beam used by (Hobson, 1992). Therefore, different filling factors can also be ex-
cluded as the cause of the brighter HCO+ emission.

Since HCN and HCO+ are expected to co-exist at similar depths in a cloud, the
kinetic temperature of their surrounding gas must also be similar. But the critical
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density of the HCO+ J = 4 → 3 line is about one order of magnitude lower than
that of HCN, which makes HCO+ more easily excited (collisionally) in single-phase
molecular gas. These leaves open the possibility of a lower excitation temperature
of the HCN J = 4 → 3 line as the explanation for the unusually high HCO+/HCN
J = 4→ 3 line ratio.

Still, we cannot really conclude on this because the optical depths of the J =
3 → 2 lines, as well as the ambient densities, were estimated assuming standard
relative abundances in molecular clouds (from Irvine et al. 1987) of 2×10−8 and 3×
10−9 for HCN and HCO+, respectively (Hobson, 1992). Thus, the effects of UV and
X-ray irradiation, that can enhance (or suppress) the abundance of one molecule
with respect to the other (e.g., Maloney et al., 1996; Hollenbach & Tielens, 1999;
Meijerink & Spaans, 2005) were not taken into account in the earlier analysis of
the lower transition lines. Therefore, our current data do not allow us to determine
whether the stronger HCO+ J = 4 → 3 line brightness is due to a lower excitation
temperature of the HCN J = 4 → 3 line or because of an unusual enhancement of
the HCO+ abundance. A future excitation analysis based on the 4 → 3/3 → 2 line
ratio of both molecules will shed light on this issue.

Infrared pumping of the molecular gas

In environments where the UV/X-ray surface brightness is high enough to heat
the dust up to several hundred K, like in AGNs or bright starbursts, strong HCN
emission may be explained by the infrared radiative pumping scenario (e.g., Aalto
et al., 1995; García-Burillo et al., 2006; Guélin et al., 2007; Aalto et al., 2007b),
since hot dust produces strong mid-infrared continuum emission in the 10–30 µm
wavelength range.

Because the HCN molecule has its first bending mode at 14.0 µm wavelength,
the surrounding molecular gas can be vibrationally excited by absorbing these in-
frared 14.0 µm photons, and the subsequent cascade process can enhance HCN ro-
tational lines in the sub-millimeter and millimeter range. According to Guélin et al.
(2007), the infrared pumping scenario may also work for molecules like HCO+ and
HNC, because they have similar transitions at 12.1 µm and 21.7 µm, respectively,
and fairly large Einstein-A coefficients (A ≈ 1− 7 s−1, Nezu et al. 1999).

Earlier ISO/SWS infrared observations (in the ∼ 10 − 40 µm wave range) to-
ward M17 SW allowed to estimate temperatures between 105 K and 130 K for the
amorphous carbon grains, while the silicate grain temperature was estimated to
be in the range 55–63 K (Jones et al. 1999). From the Wien’s displacement law
λmaxT = b (with b = 2.898 × 10−6 Knm), we have that the continuum (black body)
radiation peaks at λmax >∼ 20 µm. Therefore, if we assume that these dust temper-
atures are high enough to pump the HCO+ molecule, then HNC and HCN must be
affected even more by this process.

If the infrared pumping scenario is at work for these particular molecules, ab-
sorption features must be detected in infrared spectra at 12.1 µm (HCO+), 14.0 µm
(HCN), and 21.7 µm (HNC). We do not have high resolution IR spectra to check if
this is the case in the core of M17 SW. However, these wavelengths, and the Wien’s
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Figure 7.8: Colour map of the hard (2 − 8 keV band) X-ray flux Fx (erg cm−2 s−1) estimated
from the thermal plasma fits of the photometrically selected Chandra/ACIS sources by Broos et al.
(2007) (coordinates and luminosities from the VizieR catalogue). The black contour lines demarcate the
log10(Fx) = −4.1 flux level. The white contour lines correspond to the HCN J = 4→ 3 transition with a
peak emission of ∼ 90 K km s−1. The HCO+ J = 4→ 3 transition, with peak emission ∼ 130 K km s−1,
is shown with blue contour lines. While the green contour lines correspond to [C I] J = 1 → 0 with
a peak emission of ∼ 200 K km s−1. The contour levels (from thin to thick) are 10%, 25%, 50%, 75%
and 90% of the peak emission. The reference position (∆α = 0, ∆δ = 0) is the same as in the previous
figures.

law, imply that the HNC molecule would be easier to pump by the IR photons than
HCN, while HCO+ would be the most difficult one to be affected by this process.

The X-ray sources in M17 SW

Typically, the HCO+ lines are stronger in XDRs than in PDRs by a factor of at
least three. This is consequence of the higher ionization degree in XDRs (Mei-
jerink & Spaans, 2005), leading to an enhanced HCO+ formation rate. The HCO+

abundance is high over a much wider range of ionization rates than HCN (Lepp &
Dalgarno, 1996, their Figs. 2 and 3). Therefore, we also study the possibility of an
over-abundance of HCO+ produced by X-ray sources embedded in the molecular
gas of M17 SW.

Using the luminosities estimated from thermal plasma (546 sources) and power
law (52 sources) fits of the photometrically selected Chandra/ACIS sources by
(Broos et al., 2007), we estimate the total X-ray luminosities of all these 598 sources
in M17 SW. Knowing the coordinates and luminosities of the combined 598 X-ray
sources (from the VizieR catalogue) we estimate the cumulative flux at any position
in our maps, considering that the flux decreases with the square of the distance d
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Figure 7.9: Top panel - Thermal plasma fit of the Chandra/ACIS source 387 with kT = 3.5 keV.
Bottom panel - Power law fit of the Chandra/ACIS source 547 with photon index γ = 1.6 (the model
parameters are from Broos et al. 2007, and the VizieR online catalogue). The models are reproduced
with the Xspec package (http://heasarc.gsfc.nasa.gov/docs/xanadu/xspec).

from a particular X-ray source.

In the literature we find several estimates of the distance to M17. The distance
ranges from 1.3 kpc (Hanson et al., 1997) to 2.2 kpc (Chini et al., 1980). The latter
was used as reference in our previous work. In this paper we adopt a distance of
∼ 1.6 kpc estimated from a more recent study by Nielbock et al. (2001), which is
consistent with the results from Townsley et al. (2003) and with the NIR study of
Jiang et al. (2002). At the distance of 1.6 kpc, one arcsecond (1′′) corresponds to
∼ 0.0078 pc in the projected R.A.–Dec. plane of M17. This allows us to estimate
the projected distance between a pixel in our maps and a given X-ray source, and
therefore, the flux Fx = Lt/4πd2 (erg cm−2 s−1) at each pixel of the map, from all
the 598 available luminosities Lt of the total observed X-ray band (between 0.5 keV
and 8 keV).

However, the X-ray sources emit significantly in the higher (>10 keV) energy
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band that is not observed by Chandra. Hence, we used model fits to estimate the
integrated X-ray luminosities up to 50 keV. Since the thermal plasma models (top
panel in Fig. 7.9) of 546 sources present a sharp decay at energies >10 keV, their
contribution to the integrated luminosity is not significant. However, the power-law
fit models (bottom panel in Fig. 7.9) of 52 sources did contribute about one order of
magnitude in ambient X-ray flux since their energy decay is not as steep as that of
the thermal plasma models. These extended integrated luminosities of the thermal
plasma models correspond to lower limits only since we do not actually know the
X-ray spectrum for energies higher than 8 keV. Therefore, higher energy photons
could make a larger contribution to the X-ray flux emerging from those sources, if
they have power-law tails.

Note that we are assuming that all the X-ray sources are in the same plane
(i.e. at the same distance from us), and we do not have the full 3-D distribution
of density clumps that would allow us to estimate the photoelectric absorption of
the low energy (< 10 keV) photons along a path between an X-ray source and a
particular clump in M17 SW (e.g., Maloney et al., 1996; Meijerink & Spaans, 2005).

Integrating the flux contribution from all the 598 X-ray sources with estimated
luminosities between 0.5 keV and 50 keV, we obtain the map of the hard X-ray flux
Fx shown in Fig. 7.8. The [C I] J = 1→ 0, as well as the HCN and HCO+ J = 4→ 3
transitions are overlaid. The peak intensities of HCN and HCO+ coincide with a
region where the estimated X-ray flux is Fx & 8 × 10−5 erg cm−2 s−1 (demarcated
with the black contour lines). Whereas the [C I] peak intensity tends to avoid this
region. The impinging flux is about three orders of magnitude lower than what
is usually adopted in XDR models, where higher radiation fluxes are expected to
emerge from the accretion process of an AGN or stellar super-winds (e.g., Meijerink
& Spaans, 2005; Meijerink et al., 2007; Spaans & Meijerink, 2007).

In order to drive an XDR, an X-ray source with a luminosity of about 1032 erg s−1

would be required to be within a few arcsecs of the region of the HCO+ 4 → 3
peak emission (or large HCO+/HCN 4 → 3 line ratio). The high density (n(H2) >
105 cm−3) of the gas in the core of M17 SW, and the fact that many more X-ray
sources were found outside the molecular region of M17 SW, while no X-ray sources
were detected by Chandra/ACIS within a radius of ∼ 10′′ (∼ 0.08 pc) around the
peak HCO+ emission (∆α ≈ −68,∆δ ≈ 18), suggests that all X-ray photons with
energy <10 keV are heavily absorbed by the large column density of the gas. If
we assume a standard abundance for [C I] of 1.4 × 10−4 (e.g., Meijerink & Spaans,
2005) and a [C I] column density of ∼ 1018 cm−2 (Fig. 7.7) estimated at the peak of
HCO+, we get a total column density of at leastNH ∼ 1022 cm−2, which corresponds
to the column contributed only by the diffuse gas surrounding the dense molecular
gas in that region. While such diffuse gas column suffices to absorb all ∼1 keV
photons already, the molecular hydrogen column density has been estimated to be
as large as ∼ 8× 1023 cm−2 (Stutzki & Guesten, 1990), which can easily absorb the
higher (>1 keV) energy photons. Therefore, future observations at higher energies
(kT > 10 keV) are required in order to detect any heavily obscured X-ray source in
the dense core of M17 SW.
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7.5 Conclusions

We used the dual channel DSB receiver FLASH (Heyminck et al., 2006) on the
APEX telescope, to map (with 12′′.7 resolution) a region of about 4.1 pc × 4.7 pc in
the 3P1 → 3P0 609 µm (J = 1 → 0) fine-structure transition of [C I], and a smaller
region of about 2.6 pc × 1.3 pc in the J = 4→ 3 lines of HCN and HCO+ (with 17.5′′

resolution) in the M17 SW nebula.
Using our earlier observation of the 3P2 → 3P1 370 µm (J = 2 → 1) fine-

structure line of [C I], we found that the [C I] I(J = 2 → 1)/I(J = 1 → 0) ratio
is larger than unity in most of the region. This indicates optically thin emission,
which allows us to estimate the excitation temperature Tex of [C I]. We found that
Tex ranges between ∼ 40 K and ∼ 100 K in the inner region, and > 100 K along
the easthern edge of M17 SW. In the optically thin limit the [C I] column density
ranges between ∼ 1017.6 cm−2 and ∼ 1019 cm−2 in most of the region where the [C
I] emission is ≥ 50% of its peak integrated temperature.

We found that the HCO+/HCN J = 4 → 3 line ratio is larger than unity in all of
the region mapped, which cannot be explained with a standard PDR model. We dis-
cuss different mechanisms (elevated cosmic-ray rates, filling factors, optical depth
and excitation effects, infrared pumping, and X-ray irradiation) that could repro-
duce this result. We conclude that the most likely mechanisms that can produce
the bright HCO+ emission is the radiation emitted by embedded X-ray sources or a
lower excitation temperature of HCN.

The analysis of the X-ray energy (between 0.5 keV and 50 keV) budget estimated
from Chandra/ACIS observations leads to an X-ray flux irradiating the dense core
of M17 SW that is not sufficient to drive an XDR. However, the energy budget
analysis and the X-ray spectral model fits, are limited to the observed 0.5 keV – 8
keV band. Since about 91% of the ACIS X-ray sources are modeled with thermal
plasma fits (which have a sharp cut-off at ∼ 10 keV), we miss information on all the
high energy (>10 keV) photons that can contribute significantly to the total X-ray
flux. The low energy photons (<10 keV) are completely absorbed by the large (NH >

1022 cm−2) column densities observed in the dense core of M17 SW. Observations at
high energy are needed to reveal the heavily obscured X-ray sources, and to allow
for a complete energy budget analysis.

Likewise, a further excitation analysis based on the ratio between the J = 4→ 3
and lower transitions of HCN and HCO+ is required to distinguish between a lower
excitation temperature of HCN and an unusually higher abundance of HCO+.
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8
Highlights and Outlook

The most relevant results and conclusions obtained from the studies described
throughout the thesis are presented in this final chapter. The not fully under-

stood problems and further proposed investigation are described afterwards.

8.1 Remarks

Single dish observations of the J = 3 → 2 transition of HNC and HCN, and the
J = 2→ 1 and J = 1→ 0 lines of CN, are presented (Chap. 2) for the HNC-luminous
Seyfert galaxies NGC 1068, NGC 1365, NGC 3079, NGC 2623, and NGC 7469.
From the J = 3 → 2/J = 1 → 0 line ratios we estimate the excitation condi-
tions of HCN and HNC in these galaxies. We conclude that in two of these galax-
ies (NGC 1068, NGC 3079) the HNC emission emerges from gas with densities
n(H2) . 105 cm−3, where the chemistry is dominated by ion-neutral reactions. The
observed HCN/HNC and CN/HCN line ratios favor a PDR scenario, rather than an
XDR one, which is consistent with previous indications of a starburst component
in the central region of these galaxies. However, the N(HNC)/N(HCN) column
density ratios observed in NGC 3079 are consistent only with those found in XDR
environments. However, since the starburst region is of a larger angular scale than
the AGN, its effects can be contaminating the observations (through the larger
beam size of the J = 1 → 0 lines), leading to the favored PDR scenario found with
our models.

The excitation conditions of HCN, HNC, and CN are estimated (Chap. 3) to-
ward the nuclear region of NGC 1068, based on line intensity ratios and radiative
transfer models. A first-order estimate, based on single dish observations of the
J = 1 → 0 lines from different telescopes (beam sizes), leads to starburst con-
tribution factors of 0.58 and 0.56 for the CN and HCN, respectively. We find that
the bulk emission of HCN, HNC, CN, and the high-J HCO+ emerges from dense gas
(n(H2) ≥ 105 cm−3). However, the low-J HCO+ lines (dominating the HCO+ column
density) trace less dense (n(H2) < 105 cm−3) and colder (TK ≤ 20 K) gas, whereas
the high-J HCO+ emerges from warmer (> 30 K) gas than the other molecules. The
HCO+ J = 4 → 3 line intensity, compared to the lower transition lines and to the
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HCN J = 4 → 3 line, support the influence of a local XDR environment. The esti-
mated N(CN)/N(HCN) ∼ 1−4 column density ratios are indicative of an XDR/AGN
environment with a possible contribution of grain-surface chemistry induced by
X-rays or shocks.

The first Spitzer IRS maps of the nuclear region of NGC 4945 in the fine-
structure line [Ne V] at 14.32 µm, the deep silicate absorption feature at 9.7 µm,
and other emission lines, are presented (Chap. 4). We estimate an extinction (AV)
map based on the apparent strength of the 9.7 µm absorption feature. The peak
emission of most of the extinction corrected lines coincides (within ∼ 1′′, or ∼ 18 pc
at the distance of 3.7 Mpc) with the position of the H2O maser, adopted as the lo-
cation of the AGN. The [Ne V]/[Ne II] ratios obtained in all the mapped regions are
lower than the ratios typically observed in AGNs. Whereas the [Ne III]/[Ne II] ratios
observed along the starburst ring are consistent with the ratios expected in shocks.
This is interpreted as an excess [Ne II] emission driven by the starburst ring, or by
SN remnants. An extinction AV ∼ 5500 mag is needed in order to obtain a typical
AGN [Ne V]/[Ne II] line ratio of ∼ 0.8 towards the H2O maser. This high extinction
is consistent with the extreme column density NH > 1024 cm−2 obscuring the AGN
BLR of NGC 4945, as estimated from X-ray observations.

The chemical abundances and excitation aspects of X-ray irradiation (XDR) by
an AGN are studied (Chap. 5) for the molecular gas in a 3-D hydrodynamic model
of an AGN torus. Line intensities are estimated using a 3-D radiative transfer code
based on multi-zone escape probability techniques with fixed directions. We found
an average XDR-derived temperature about & 1 to ∼ 100 times higher than the av-
erage temperature estimated in the hydrodynamical model within the inner ±20 pc
radius from the torus, where the X-ray flux is FX & 1.1 erg s−1 cm−2. The average
H2 XDR-derived density, instead, follows an inverse relation with the X-ray flux, be-
ing lower (by factors up to ∼ 104) than the average density of the hydrodynamical
model in the inner ±20 pc around the AGN.

The CHAMP+ receiver on the APEX telescope was used (Chap. 6) to map (with
7′′ − 9′′ resolution, or 0.07 − 0.1 pc at the distance of 2.2 kpc) the M17 SW star-
forming region in mid-J transitions of 12CO, 13CO, and in the 370 µm fine-structure
line of [C I]. The warm gas was found to extend up to a distance of ∼ 2.2 pc from
the M17 SW ridge. The structure and distribution of the [C I] 3P2 → 3P1 370 µm
map indicate that its emission arises from the interclump medium with densities of
∼ 103 cm−3. A non-LTE model suggests that the kinetic temperature at four selected
positions cannot exceed 230 K in clumps with density of n(H2) ∼ 5× 105 cm−3, and
that the warm (Tk > 100 K) and dense (n(H2) ≥ 104 cm−3) gas traced by the mid-J
12CO lines represents just about 2% of the bulk of the molecular gas. The clump
densities lead to clump volume-filling factors of 0.04− 0.11 at these positions.

The APEX/FLASH receiver was used (Chap. 7) to map the 609 µm fine-structure
line of [C I] toward M17 SW. Maps of the HCN and HCO+ J = 4 → 3 lines are also
presented. We compare the 609 µm fine-structure line of [C I] with the transition
at 370 µm presented in Chap. 6. The [C I]370 µm/[C I]609 µm integrated temperature
ratio is > 1 in most of the region mapped. Assuming optically thin emission, the
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excitation temperature of [C I] ranges between 40 K and 100 K in the inner region
of M17 SW. While excitation temperatures > 100 K are found along the eastern
edge of the cloud. The column density of [C I] ranges between ∼ 4×1017–1019 cm−2

in the region where the [C I] integrated temperature is larger than 50% of its peak
emission. The HCO+ J = 4 → 3 line was found to be a factor ∼ 1 − 6 brighter
than HCN across the region mapped, and presents more extended emission. This
unusually high HCO+/HCN J = 4 → 3 line ratio is argued to be an indication
of irradiation by heavily obscured X-ray sources, or to be the result of a lower
excitation temperature of HCN.

8.2 Prospects

Intense star formation, black hole accretion and the coalescence of active galactic
nuclei are crucial phases in galaxy evolution. How these processes interact and
drive feedback in galaxy centers, and the impact that they have on the (mostly
dense, molecular) interstellar medium and star forming gas, is far from understood.

The physical properties of AGNs and the surrounding gas are often obscured
at IR and optical wavelengths due to dust and large (NH ∼ 1024 cm−2) absorb-
ing columns of gas. However, (sub)-millimeter and X-ray observations do reveal
these hidden processes. And high resolution observations at (sub-)millimeter wave-
lengths can shed light on the interaction and feedback processes between the ac-
creting black hole and the starburst activity. Specifically, one needs a better under-
standing of the radiative (UV and X-ray photons), mechanical (supernova shocks
and outflows) and chemical (heavy element pollution) feedback processes in nuclei
of galaxies. Studies of atomic and molecular emission triggered by these processes
can advance our understanding of the interaction (and feedback) between these
processes in galaxy centers, and the impact that they have on the (mostly dense,
molecular) interstellar medium and star-forming gas.

High spatial resolution observations of Galactic star-forming regions (e.g., M17 SW)
and the Galactic center are particularly important since molecular clouds of the size
of maps (∼ 3× 3 pc2) recently reported (Chap. 7 and 6) will be resolved spatially by
ALMA∗, at the distance of nearby galaxies like the prototypical Seyfert NGC 1068
(D ∼ 14 Mpc, Chap. 2 and 3) or the LIRG NGC 4945 (D ∼ 3.7 Mpc, Chap. 4). As
such, star-forming regions in our own Milky Way can serve as templates for a direct
comparison with such regions in active galaxies that will become observable with
ALMA in the coming years.

The (sub-)millimeter and mid-IR data I have collected for galaxies like NGC 1068,
and the deeply buried AGN of NGC 4945 (Chaps. 2, 3 and 4), will provide diagnos-
tics for unification models of Seyfert galaxies and the observable effects of viewing
angle. Interferometric studies I am performing with collaborators, of the ambient
conditions and kinematics of the molecular gas in the merging system Arp 299 will
give insights to young starbursts, prior to the turning on period of an AGN, and
pave the road for future higher resolution observations with ALMA.

∗ http://www.almaobservatory.org/
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The higher excitation lines of CO, the bright fine-structure lines of neutral and
ionized atomic carbon, nitrogen and oxygen that are (and will be) accessible with
current and future instruments like APEX∗/CHAMP+, Herschel†/SPIRE & PACS and
SOFIA‡/GREAT will allow to explore the dense, warm and hot (feedback affected)
gas in the Galactic center, nearby galaxies, AGNs and starbursts. These lines will
be used to probe the physical conditions within regions of active star formation in
low and high metallicity environments, allowing the investigation of the role that
metallicity plays in the physical structure of star-forming gas and its effect on the
resulting line emission.

All these observational data will be used to constrain theoretical models based
on the high resolution (pixel size of ∼ 0.25 − 20 pc in diameter) 3-D hydrodynam-
ical and chemical simulations of galactic nuclei and galaxies (Chap. 5). The line
intensity maps of several molecular and atomic species, obtained from the 3-D ra-
diative transfer code, will then be used to guide and interpret future extra-galactic
observations that will be performed with the facilities mentioned above.

∗ http://www.mpifr.de/div/mm/technology_projects/apex.html
† http://sci.esa.int/science-e/www/area/index.cfm?fareaid=16
‡ http://www.sofia.usra.edu/
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Nederlandse samenvatting

Op een typische heldere nacht on-
der de noordelijke hemel van Chili

is het mogelijk om, met het blote oog,
een uitgerekte donkere wolk te ont-
waren die een heldere verdikking be-
dekt, omringd door ontelbaar veel ster-
ren. Op de foto (rechts) genomen door
Alexandru Tudorica aan de voet van het
Cerro Tololo Inter-American Observato-
rium (CTIO), ongeveer 500 km ten noor-
den van Santiago, Chili, zijn de ster-
renbeelden Schorpioen (linksboven) en
Boogschutter (rechtsonder) te zien. De
vage witte verdikking is het centrum
van ons sterrenstelsel, de Melkweg (MW)
– een vertaling van Via Lactea uit het
Latijn.
Omdat het vlak van de Melkweg een hoek
van ∼60◦ maakt met de ecliptica (het vlak
van de omloopbaan van de Aarde), zien
we vanaf de Aarde het centrum van de
Melkweg vrijwel volledig van opzij. Daar-
door wordt de heldere kern van de Melk-
weg verduisterd door al het materiaal dat
zich tussen de sterren bevindt. Dit ma-
teriaal vormt de donkere band op de foto,
en is samengesteld uit vele wolken van in-
terstellair gas en stof dat aanwezig is in
de spiraalarmen van de Melkweg.

De Melkweg aan het zuidelijke hemelhalfrond,

gezien vanuit het noorden van Chili. De heldere

kern van de Melkweg is zichtbaar in het midden

van de foto. Deze opname is gemaakt met een

digitale fotocamera door Alexandru Tudorica.

Door de sterke verduistering als gevolg van gas en stof – dat vooral invloed heeft
in het visuele spectraalgebied – zijn indirecte methodes en waarnemingen bij an-
dere golflengtes (bijv. millimeter-, sub-millimeter-, infrarood-, en röntgengolven)
nodig om de kernen van de meeste sterrenstelsels, incl. de MW, te bestuderen.
Aangenomen wordt dat de meerderheid van de sterrenstelsels een superzwaar
zwart gat in hun kern bevatten. Deze kernen vertonen verschillende niveau’s van
helderheid, stervormingsactiviteit, en snelheid waarmee materie hun zwarte gaten
instroomt. Men heeft ontdekt dat zelfs ons eigen sterrenstel (de Melkweg) in het
centrum een zwart gat herbergt. De MW is echter minder helder en minder actief
dan veel andere sterrenstelsels die intense stervormingsactiviteit ondergaan. Dit
suggereert dat de MW tegenwoordig in een betrekkelijk rustige staat verkeert.
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Artistieke weergave van een Actieve Galactische Kern (Engels: ‘Active Galactic Nucleus’, AGN) en de

interpretatie van de unificatietheorie die afhangt van de gezichtslijn naar het centrale gedeelte van het

sterrenstelsel. De extreme lichtkracht van een AGN wordt aangedreven door een superzwaar zwart

gat in het centrum. Sommige AGN’s hebben zogenaamde ‘stralen’, andere niet. Annotaties in het

figuur, vanaf boven, met de klok mee: ‘Blazar’: gezichtslijn parallel aan de straal – ‘Quasar / Seyfert 1’:

gezichtslijn onder een hoek t.o.v. de straal – ‘Radiosterrenstelsel / Seyfert 2’: gezichtslijn onder een

hoek van 90◦ t.o.v. de straal – Radio-straal – Torus van neutraal gas en stof – Accretieschijf – Zwart gat.

Rechten afbeelding: Aurore Simonnet, Sonoma State University.

Het spectrum van een normaal sterrenstelsel zoals de MW wordt gedomineerd
door warmtestraling en heeft een vorm die overeenkomt met een composiet van
zwarte-lichaamsstraling uitgezonden door miljarden sterren en interstellair gas en
stof. Normaalgesproken ligt het maximum van zo’n spectrum in het visuele of
nabij-infrarode spectraalgebied. Bij een actief sterrenstelsel daarentegen, wordt
een belangrijk deel van de algehele lichtkracht (of energieproductie) geleverd door
een niet-thermisch proces. Ten opzichte van normale sterrenstelsels vertonen ze
een hogere lichtkracht (& 10 × LMW

∗), die voornamelijk voortkomt uit de centrale
gebieden. Afhankelijk van het soort actief sterrenstelsel kan de uitgestraalde ener-
gie worden waargenomen via infrarood- (IR), radio-, ultraviolet- (UV), röntgen- en
gammastraling.

Wat de meeste actieve sterrenstelsels met elkaar gemeen hebben is een Actieve
Galactische Kern (Engels: ‘Active Galactic Nucleus’, AGN). In de figuur hierboven
is het algemeen geaccepteerde model voor een AGN afgebeeld, dat uitgaat van
de aanwezigheid van een superzwaar zwart gat – tussen de 106 en 109 maal de
massa van de Zon (M�) – in het centrum van het sterrenstelsel. Een torus van gas
en stof, die het centrale gedeelte van het sterrenstelsel overschaduwt, voedt het
zwarte gat via een afgeplatte accretieschijf van dicht materiaal. Regelmatig komen
grote hoeveelheden zwaartekrachtsenergie vrij vanuit de accretieschijf, in de vorm

∗ waarin LMW de lichtkracht van de Melkweg representeert, ∼ 2 × 1010 maal de lichtkracht van de
Zon (L�).
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van krachtig uitstromende stralen van heet plasma. Volgens deze beschrijving van
sterrenstelselkernen zijn de waargenomen verschillen tussen verscheidene soorten
actieve sterrenstelsels simpelweg een gevolg van variërende kijkhoeken en accre-
tiesnelheden – dit geldt als de unificatietheorie voor actieve sterrenstelsels.

Sommige van de verschillende soorten actieve sterrenstelsels staan bekend als
Seyfert-sterrenstelsels; dit zijn vooral stelsels met een spiraalvorm en een kleine
kern die ongeveer tien maal meer licht uitzendt dan de gehele MW. Hun helderheid
kan fluctueren op tijdschalen van ongeveer een maand, en hun spectra vertonen
brede verboden emissielijnen (bijv. [O II], [O III], [N II], [Ne III], [Ne V], [S III], [S IV]),
die overeenkomen met sterk geïoniseerd gas. Seyfert-sterrenstelsels manifesteren
zich bovendien sterk in IR-, UV- en röntgenstraling.

Terwijl in een normaal sterrenstelsel per jaar in de orde van 1 M� aan sterren
wordt gevormd, vertonen andere soorten actieve sterrenstels, zogenaamde ‘ster-
explosiestelsels’, een uitzonderlijk hoge stervormingssnelheid (tussen 10 en 300
M� aan sterren per jaar) in hun binnenste kiloparsec∗. Dit soort sterrenstelsels kan
de voortdurende stervormingsexplosie zo’n 108 − 109 jaar volhouden, hetgeen veel
korter is dan de evolutietijdschaal van een sterrenstelsel. Omdat alleen díe wol-
ken met de hoogste dichtheden voldoende materiaal kunnen leveren om sterren te
vormen, zijn stervormingsgebieden diep verborgen in gas en stof. Dit materiaal ab-
sorbeert de UV-straling van de pasgevormde sterren. Doordat deze verduisterende
stofwolken opgewarmd worden en vervolgens hun energie opnieuw uitstralen, is
een sterexplosiestelsel vooral duidelijk zichtbaar in het infrarood.

Waarnemingen hebben bewijs geleverd voor een fysiek verband tussen AGN’s
en explosieve stervormingsactiviteit rondom de kern. De ver-IR-eigenschappen van
Seyfert-sterrenstelsels blijken vergelijkbaar te zijn met die van sterexplosiestelsels.
Enerzijds doen zich in veel Seyfert-stelsels stervormingsexplosies voor, zowel ron-
dom de kern als verborgen in de kern. Anderzijds zijn ook diep ingegraven AGN’s
ontdekt in veel sterrenstelsels die oorspronkelijk waren geclassificeerd als ster-
explosiestelsels.

Intensieve stervorming, accretie op een zwart gat en het samensmelten van ac-
tieve sterrenstelsels zijn cruciale fases in de evolutie van sterrenstelsels. Het is
verre van duidelijk hoe deze processen op elkaar inwerken, hoe ze terugkoppeling
in kernen van sterrenstelsels voortdrijven, en welke invloed ze hebben op het (voor-
namelijk dichte, moleculaire) interstellair medium en het stervormende gas. De be-
straling door UV- en röntgenfotonen, en ook andere thermodynamische processen
die verantwoordelijk zijn voor de terugkoppeling (bijv. turbulentie en schokken)
in de stervormingsgebieden en nabij het centrum van actieve sterrenstelsels, zijn
de oorzaak voor de excitatie van atomen en de vorming van vele moleculen. Door
atomaire en moleculaire emissie te bestuderen die wordt veroorzaakt door bovenge-
noemde processen, kunnen we de interactie en terugkoppelingsprocessen tussen
het groeiende zwarte gat en de stervormingsactiviteit leren begrijpen, en zo ook
hun effect op het (vooral dichte, moleculaire) interstellair medium en het stervor-
mende gas.

∗ Een kiloparsec komt overeen met ongeveer 3000 lichtjaar, of ongeveer 3× 1019 meter.
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Moleculaire en atomaire emissie in nabije actieve sterrenstels

Dit proefschrift is gewijd aan het onderzoeken van fysieke omstandigheden van het
interstellair medium in AGN’s en stervormingsgebieden in onze Melkweg, waarbij
vooral millimeter-waarnemingen van enkelvoudige telescopen worden gebruikt. Ik
begin met een onderzoek naar excitatie-omstandigheden van dicht gas (n(H2) >
104 cm−3) in een groep Seyfert-sterrenstelsels, gebruik makend van stralingsover-
drachtmodellen (Hfdst. 2). Eén van de doelen is het achterhalen van de bron
van heldere emissie van het HNC-molecuul dat is waargenomen in die sterren-
stelsels. Ik pak vragen aan als: ‘Is er een grote hoeveelheid koud, verborgen
gas?’, en: ‘Wordt de chemie overheersd door ion-neutraal-reacties of door rönt-
genbestraling?’. Vervolgens bestudeer ik het specifieke geval van het prototypische
Seyfert-sterrenstelsel NGC 1068 en probeer onderscheid te maken tussen bijdrages
van de AGN en de stervormingsring door middel van waarnemingen van hoge-J -
overgangen van moleculen in gas van hoge dichtheid (Hfdst. 3). Hier maak ik een
inschatting van – en corrigeer de waarnemingen voor – de bijdrage van de stervor-
mingsexplosie, die mogelijk de emissie in de lage-J -overgangen ‘vervuilen’. Waar-
nemingen van meer overgangen maken een betere bepaling van de omgevings-
omstandigheden mogelijk, die afgeleid worden uit de stralingsoverdrachtmodellen.
Later neem ik de stap naar het mid-infrarode spectraalgebied om verschillende as-
pecten van de AGN en de stervormingsexplosie te bestuderen in het nabije sterren-
stelsel NGC 4945 (Hfdst. 4). De hoofddoelen zijn het bepalen van de verdeling van
het interstellair medium en het koppelen van de emissie van fijnstructuurlijnen aan
verschillende bronnen van excitatie (bijv. stervormingsring, supernovaresten, uit-
stromende materie). In Hfdst. 5 ga ik dieper in op theoretische aspecten van de dy-
namische evolutie van gas in een AGN torus. Ik gebruik een drie-dimensionale (3D)
hoge-resolutie (0.25 parsec per pixel) hydrodynamische simulatie en verwerk daarbij
de abondanties van verscheidene moleculen die zijn afgeleid uit een chemisch evo-
lutiemodel dat wordt gedreven door röntgenstraling. Het streven is het doorgron-
den van effecten van röntgen-straling vanuit de AGN op de temperatuur, vorming,
en vernietiging van het moleculaire gas. Uiteindelijk bekijk ik een stervormingsge-
bied in onze Melkweg, de Omega-nevel (of M17), met hoge-resolutie waarnemingen
van een enkelvoudige telescoop, om de eigenschappen van het warme gas te on-
derzoeken en om restricties te stellen aan de chemische modellen (Hfdst. 6 en 7).

Het is bijzonder belangrijk om hoge-resolutie-waarnemingen te doen van ster-
vormingsgebieden in de Melkweg en het centrum daarvan, omdat moleculaire wol-
ken met afmetingen van de kaarten (∼ 3 × 3 parsec2) uit Hfdst. 7 en 6 ruimtelijk
zullen worden opgelost door ALMA∗ op de afstand van nabije sterrenstelsels, zoals
het prototypische Seyfert-stelsel NGC 1068 (D ∼ 14 megaparsec, Chap. 2 en 3) of
het infrarood-heldere sterrenstelsel NGC 4945 (D ∼ 3.7 megaparsec, Hfdst. 4). Op
deze manier kunnen stervormingsgebieden in onze Melkweg als ‘voorbeeld’ dienen
bij een directe vergelijking met zulke gebieden in actieve sterrenstelsels die in de
komende jaren met ALMA waarneembaar zullen worden.

De millimeter- en mid-infrarood-gegevens die ik heb verzameld uit waarne-

∗ http://www.almaobservatory.org/
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mingen van de sterrenstelsels NGC 1068 en NGC 4945 (Hfdst. 2, 3 en 4) zullen
diagnostieken opleveren voor unificatiemodellen van sterrenstelsels en het effect
van de kijkhoek. Interferometrische studies van de thermodynamica van molecu-
lair gas in het samensmeltende systeem Arp 299 zullen inzicht verschaffen in hoe
jonge stervormingsexplosies op gang worden gebracht, en zal de weg vrijmaken
voor toekomstige waarnemingen met ALMA.

De hoger geëxciteerde lijnen van CO en de fijnstructuurlijnen van neutraal
en geïoniseerd koolstof, stikstof en zuurstof zijn nu (of in de toekomst) bereik-
baar met nieuwe instrumenten zoals APEX∗/CHAMP+, Herschel†/SPIRE & PACS
en SOFIA‡/GREAT. Hiermee zal het mogelijk worden om het dichte en hete (door
terugkoppeling beïnvloede) gas te bestuderen in het centrum van de Melkweg, in
nabije sterrenstelsels, AGN’s en sterexplosiestelsels. Deze lijnen zullen worden ge-
bruikt om fysieke omstandigheden te meten in actieve stervormingsgebieden met
laag en hoog ‘metaalgehalte’ (d.w.z.: alle elementen zwaarder dan He); dit opent
de deur naar onderzoek hoe metaalgehalte een rol speelt in de fysieke structuur
van stervormend gas en welk effect het heeft op emissielijnen. De waarnemings-
gegevens zullen gebruikt worden om randvoorwaarden te stellen aan theoretische
modellen die gebaseerd zijn op de 3-D hydrodynamische en chemische simulaties
van kernen van sterrenstelsels (Hfdst. 5). De kaarten van moleculaire en atomaire
lijnintensiteit, verkregen d.m.v. de 3-D stralingstransportcode, zullen gebruikt wor-
den als leidraad bij de interpretatie van waarnemingen van objecten buiten onze
Melkweg, die uitgevoerd zullen worden met de eerdergenoemde instrumenten.

∗ http://www.mpifr.de/div/mm/technology_projects/apex.html
† http://herschel.esac.esa.int/
‡ http://www.sofia.usra.edu/
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Summary

ON a typical clear night in the north-
ern sky of Chile it is possible to ap-

preciate, with the naked eye, an elon-
gated dark cloud covering a bright bulge
surrounded by countless stars. In the
picture (right) taken by Alexandru Tu-
dorica at the foot of the Cerro Tololo
Inter-American Observatory (CTIO), lo-
cated about 500 km north of Santiago,
Chile, the constellations of Scorpius (top
left) and Sagittarius (bottom right) can be
seen above and below, respectively, the
dark lane crossing the sky. The white and
fuzzy bulge is the center of our Galaxy,
the Milky Way (MW) - translated from the
Latin Via Lactea.
Because the Galactic plane is inclined by
∼60◦ to the ecliptic (the plane of the
Earth’s orbit), the Galactic center is seen
nearly edge-on from the Earth. Hence, all
the material that lies between the stars,
which corresponds to the dark lane in the
picture and that is constituted by numer-
ous clouds of interstellar gas and dust
found in the spiral arms of the Galaxy, ob-
scures the bright Galactic center.

The Milky Way in the Southern Hemisphere, with

the bright Galactic center in the middle of the

picture, as seen in the sky above the north of

Chile. This is an image taken with a digital cam-

era by Alexandru Tudorica.

Due to the strong gas and dust obscuration that affects mostly the visible region
of the spectrum, indirect methods and observations at other wavelengths (e.g.,
millimeter, sub-millimeter, infra-red, and X-ray wavelengths) are required to study
the galactic center of the majority of galaxies in the Universe, including the MW.
The centers of most galaxies are believed to host a supermassive black hole, and
they show different levels of brightness, star formation activity and accretion rates
of matter into their black holes. Even our own Galaxy has been found to host a
black hole in its center. However, the MW is less bright and active than many other
galaxies undergoing strong star formation activity. This suggests that the MW is
currently in a rather quiet state.
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Artistic representation of an active galactic nucleus (AGN) and the interpretation of the unification

theory depending on the line of sight to the central region. The extreme luminosity of an AGN is

powered by a supermassive black hole at the center. Some AGN have jets, while others do not.

Image credit: Aurore Simonnet, Sonoma State University.

An ordinary galaxy like the MW shows a spectrum dominated by thermal emis-
sion and a spectral shape corresponding to a composite of black-body radiation
(with a maximum usually in the visible or near-infrared region of the spectrum)
emitted by billions of stars, interstellar gas and dust. Active galaxies instead
show significant contribution to their overall luminosity (or energy output) by some
process other than thermal emission. Usually they exhibit higher luminosities
(& 10 × LMW

∗) than a normal galaxy, emitted mainly from their central regions.
Depending on the type of active galaxy, its emitted energy can be observed in the
infrared (IR), radio, ultraviolet (UV), X-ray and gamma-ray regions of the electro-
magnetic spectrum.

What most active galaxies have in common is an Active Galactic Nucleus (AGN).
The figure above shows the generally accepted model of an AGN, which assumes
the presence of a supermassive black hole of between 106 and 109 times the mass of
the Sun (M�) located at the center of the galaxy. A torus of gas and dust, obscuring
the central part of the galaxy, feeds the black hole through a flat accretion disk of
dense material. Large amounts of gravitational energy are frequently released from
the accretion disk in the form of powerful outflowing jets of hot plasma. This model
of galaxy nuclei suggests that the differences observed between different types of
active galaxies are simply a consequence of different viewing angles and different
accretion rates – this is the unification theory of active galaxies.

Some of the several types of active galaxies are known as Seyfert galaxies,
which are mostly spiral galaxies with a tiny core that is about ten times more lu-
minous than the whole MW. Their brightness can fluctuate on time scales of about
one month, and their spectra show broad forbidden emission lines (e.g., [O II], [O

∗ where LMW is the luminosity of the Milky Way ∼ 2× 1010 times the luminosity of the Sun (L�)
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III], [N II], [Ne III], [Ne V], [S III], [S IV]) corresponding to highly ionized gas. Seyfert
galaxies also show strong emission in the IR, UV, and X-ray spectral regions.

While ordinary galaxies only produce stars on the order of 1 M� per year, other
types of active galaxies, known as starbursts, exhibit an exceptionally high star
formation rate (between 10 and 300 M� of stars per year) in their central kilo
parsec (1 parsec ≈ 3.086 × 1016 meters). This type of galaxies can maintain the
ongoing starburst for 108 − 109 years, which is much shorter than the evolutionary
timescale of a galaxy. Since only dense clouds can provide enough material to form
stars, the star-forming regions are deeply obscured by gas and dust absorbing the
UV radiation emitted by the newly formed stars. Hence, starburst galaxies show
strong emission mainly in the infra-red region due to the re-radiation from the
heated obscuring dust.

Observational evidence suggests a physical relationship between AGN and cir-
cumnuclear starburst activity. The far-IR properties of Seyfert galaxies have been
found to be similar to those of starburst galaxies. Many Seyfert galaxies have cir-
cumnuclear starbursts and hidden nuclear starburst activity. On the other hand,
deeply buried AGNs have been found in many galaxies originally classified as star-
bursts. Intense star formation, black hole accretion and the coalescence of active
galactic nuclei are crucial phases in galaxy evolution. How these processes inter-
act and drive feedback in galaxy centers, and the impact that they have on the
(mostly dense, molecular) interstellar medium and star-forming gas, is far from
understood. The irradiation by UV and X-ray photons, as well as other thermo-
dynamical processes responsible for the feedback (e.g. turbulence and shocks)
occurring in the star-forming regions and near the center of active galaxies, drive
the excitation of atomic species, as well as the formation of many molecules. Stud-
ies of atomic and molecular emission triggered by the processes mentioned above
can advance our understanding of the interaction and feedback processes between
the accreting black hole and the starburst activity, and their effects on the (mostly
dense, molecular) interstellar medium and star-forming gas.

Driving molecular and atomic emission in nearby active galaxies

This thesis is devoted to the study of the physical conditions of the interstellar
medium (ISM) in AGNs and Galactic star-forming regions, using mostly single-dish
millimeter observations. I first study the ambient (excitation) conditions of dense
gas (n(H2) > 104 cm−3) in a group of Seyfert galaxies using radiative transfer mod-
els (Chap. 2). One of the goals is to determine the source of the bright emission of
the HNC molecule observed in those galaxies. Some of the questions I address here
are: is there a large mass of cold hidden gas?, and is the chemistry dominated by
ion-neutral reactions or by X-ray irradiation?. I then study the particular case of the
prototypical Seyfert galaxy NGC 1068, and try to distinguish signatures of the con-
tributions from the AGN and the starburst ring, by incorporating observational data
of high-J transitions of dense gas tracers (Chap. 3). Here I estimate, and correct
the observations for, the starburst contribution that may contaminate the emission
of the low-J transitions. Observations of more transitions allow to better constrain
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the ambient conditions derived from the radiative transfer models. Later, I ven-
ture into the mid-infrared spectral region to study different aspects of the AGN
and starburst components in the nearby galaxy NGC 4945 (Chap. 4). The main
goals are to determine the distribution of the ISM and to associate the emission
of fine-structure lines to different sources of excitation (e.g., starburst ring, super-
nova remnants, outflows). In Chap. 5, I delve into theoretical aspects of the mass
and dynamical evolution of the circumnuclear gas in an AGN torus. I use a three-
dimensional (3-D) high-resolution (0.25 pc per pixel) hydrodynamic simulation and
incorporate the abundances of several species derived from a model of chemical
evolution driven by X-rays. The aim is to understand the effects of X-ray irradiation
by the AGN on the temperature, formation and destruction of the molecular gas. I
finally explore a Galactic star-forming region known as the Omega Nebula (or M17)
with high resolution single dish observations, to study the properties of the warm
gas and to constrain the chemical models (Chaps. 6 and 7).

High spatial resolution observations of Galactic star-forming regions and the
Galactic center are particularly important since molecular clouds of the size of
maps (∼ 3× 3 pc2) reported in Chaps. 7 and 6 will be resolved spatially by ALMA∗,
at the distance of nearby galaxies like the prototypical Seyfert NGC 1068 (D ∼
14 Mpc, Chap. 2 and 3) or the luminous infrared galaxy NGC 4945 (D ∼ 3.7 Mpc,
Chap. 4). As such, star-forming regions in our own Milky Way can serve as tem-
plates for a direct comparison with such regions in active galaxies that will become
observable with ALMA in the coming years.

The millimeter and mid-IR data that I have collected from observations toward
the galaxies NGC 1068, and NGC 4945 (Chaps. 2, 3 and 4), will provide diagnostics
for unification models of galaxies and the effects of viewing angle. Interferometric
studies of the thermodynamics of molecular gas in the merging system Arp 299
will give insights to the triggering of young starbursts, and pave the road for future
observations with ALMA.

The higher excitation lines of CO, the fine-structure lines of neutral and ionized
atomic carbon, nitrogen and oxygen that are (and will be) accessible with cur-
rent and future instruments like APEX†/CHAMP+, Herschel‡/SPIRE & PACS and
SOFIA§/GREAT will allow to explore the dense and hot (feedback affected) gas in
the Galactic center, nearby galaxies, AGNs and starbursts. These lines will be used
to probe the physical conditions in regions of active star formation with low and
high metallicity (i.e., any element beyond He), allowing the investigation of the
role that metallicity plays in the physical structure of star-forming gas and its ef-
fect on emission lines. The observational data will be used to constrain theoretical
models based on the 3-D hydrodynamical and chemical simulations of galactic nu-
clei (Chap. 5). The line intensity maps obtained from the 3-D radiative transfer
code, will be used to guide and interpret extra-galactic observations that will be
done with the facilities mentioned above.

∗ http://www.almaobservatory.org/
† http://www.mpifr.de/div/mm/technology_projects/apex.html
‡ http://herschel.esac.esa.int/
§ http://www.sofia.usra.edu/
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