7%
university of 5%,
groningen % %

i

University Medical Center Groningen

University of Groningen

Robust decentralized output regulation for uncertain heterogeneous systems
De Persis, Claudio; Liu, Hui; Cao, Ming

Published in:
Proceedings of the 2012 American Control Conference

IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.

Document Version
Publisher's PDF, also known as Version of record

Publication date:
2012

Link to publication in University of Groningen/lUMCG research database

Citation for published version (APA):

Persis, C. D., Liu, H., & Cao, M. (2012). Robust decentralized output regulation for uncertain
heterogeneous systems. In Proceedings of the 2012 American Control Conference (pp. 5214-5219).
(Proceedings of the American Control Conference). LOS ALAMITOS: University of Groningen, Research
Institute of Technology and Management.

Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).

Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.

Download date: 10-02-2018


https://www.rug.nl/research/portal/en/publications/robust-decentralized-output-regulation-for-uncertain-heterogeneous-systems(9d017f33-cc40-4129-88f5-b3ad83a7e8dd).html

2012 American Control Conference
Fairmont Queen Elizabeth, Montréal, Canada
June 27-June 29, 2012

Robust decentralized output regulation for uncertain heterogeneous systems

Claudio De Persis

Abstract— We consider the problem in which N heteroge-
neous uncertain linear systems aim at tracking a reference
signal generated by a given exosystem under the restriction
that not all the systems are directly connected to the exosystem.
To tackle this problem, the reference signal is reconstructed
via local interaction of the systems among themselves and
the exosystem in accordance with the given communication
graph. Then decentralized robust controllers which use the
reconstructed reference signals are designed and shown to track
the prescribed reference signal.

I. INTRODUCTION

In multi-agent coordination problems one of the possible
tasks which the agents may have to carry out is to track an
exogenous signal ([1], [8], [12]). The reference signal is not
available to all the agents, and strategies to overcome this
limitation are put in place ([3], [12], [4]).

In [16] it is shown that output synchronization occurs for
N heterogeneous linear systems if and only if an exosys-
tem ([10]) exists which generates the “reference signal”
to which all the systems’ outputs converge. As a result,
controllers which guarantee output synchronization are those
which solve an output regulation problem associated to that
exosystem.

Motivated by this result, we turn the attention to the problem
in which the systems aim at tracking a reference signal
generated by an exosystem given in advance. Differently
from [16], we do not assume that the systems’ models are
perfectly known and robust regulators have to be designed
([10]). The problem in [16] for the case of uncertain systems
has been studied in [11] as well but, compared with the latter,
the problem formulation in our paper is slightly different and
the approach taken in this paper seems to lead to a simple
analysis.

Other approaches have been proposed very recently in the
literature. In [14], the systems which do not have direct
access to the exosystem exchange information about the local
tracking errors. Compared to our contribution, however, the
authors require the communication graph to contain no cycles
and the uncertainties to be sufficiently small. The restrictions
on the graph in [14] have been weakened in [9] but assuming
that the systems have all the same model and no uncertainty
is considered.

Internal-model-based velocity tracking in coordination prob-
lems for passive systems is dealt with in [2, Chapter 3],
while leader-follower problems using the internal model
principle have been studied in [15]. In Section III of [12] an
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internal model approach to (position and) velocity tracking
in networks of Euler-Lagrange systems is pursued, but the
exosystem is restricted to the trivial one (constant reference
velocity). To deal with non-constant reference velocities the
authors rely on a discontinuous control law and require
information about one-hop and two-hop neighbors. Related
work is also available in [4]. Antecedents on the use of ideas
from output regulation theory and multi-agent systems can
be found in the work [5], later developed in e.g. [6], [7].
In Section II we formulate the problem along with the
standing assumptions. In Section III, the main results are
stated. The actual design of the controllers is described in
IV and then illustrated via a numerical example in Section
V. Conclusions are drawn in Section VI. Due to space
limitations, proofs could not be included in the paper.

II. PROBLEM STATEMENT AND STANDING ASSUMPTIONS

Consider N heterogeneous uncertain linear dynamical
systems

Bio= i)+ Bl
S‘ . 3 1 (2 2 2 1 7 1

’ yi = Ci(p) i, M

with state vector x; € R™, control input u; € RPi, and
output vector y; € R? for ¢ = 1,--- | N. Each matrix of the

system (1) depends on a vector p; of uncertain parameters
which is assumed to range over a given set P;.

Consider also another system, which we will refer to as
the “leader”, whose dynamical behavior is described by the
following equation:

’lj)o = S’U.)o, T = R’wo, (2)

where wg € R™, r € RY?, and matrices S € R™*™ R €
R?*™_ These matrices are assumed to satisfy the following:

Assumption 1 The real parts of the eigenvalues of S are
zero, i.e., 0(S) C C° and (R, S) is detectable.

The N systems (1) exchange information according to the
pattern described by the directed graph G = (V, E). Each
system is represented by a node in the set V' ={1,2,... N}
and system j sends information to system ¢ if and only if
(j,i) € E C V x V. Associated to the graph G is the
adjacency matrix A = [a;;]. The entry a;; > 0 if and only
if (j,4) € E and 0 otherwise. If a;; > 0, we say that j is a
neighbor of ¢. We set a;; = 0 for each ¢ = 1,2,..., N.
The Laplacian L is the matrix L = D — A, with D =
diag(dy,...,dy) and d; = E#i a;j. A directed path from i
to j is a sequence of edges (vg, v1), (v1,v2), ..., (Vk—1, Uk)
in E such that vy = ¢ and vy = j.

In addition to the graph (G, we consider the directed graph
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leader) be associated with the node 0 and set Vo = V U {0}.
Moreover, for ¢ = 1,2,..., N, we set a;o > 0 if and only
if there is an arc from O to ¢ and a;9o = O otherwise. Then
we set By = EU{(0,4) : a;o > 0}. Compared with G, the
graph G additionally describes which followers have direct
access to the information of the leader.

In what follows we exploit the following lemma ([12]),
where we refer to the graphs G,Go and the Laplacian L
introduced above.

Lemma 1 If in the graph Gy the node 0 has directed paths
to all the nodes i = 1,2,..., N, then all the eigenvalues of
the matrix L+ diag(ag, .. .,ano) have strictly positive real
part.

The objective of the paper is to design the control laws u;
which guarantee

lim ||y;(t) — Rwo(t)]| =0, foralli=1,--- N,
t—o0

under the following restrictions on the available measure-
ments: (i) Only the systems .S; for which a;p > 0 can
access the leader and therefore the reference signal r. Hence,
only these systems .S; can measure the tracking error €; =
yi — Rwp. (i) The systems S;’s exchange only relative
information. (iii) For all ¢ = 1,.-- | N, the system S; has
access to the relative information with respect to S if and
only if S; is a neighbor of S;.

Other assumptions are needed in order to state our main
result in the next section.

Assumption 2 (i) the j;—dependent Francis’ equations
10 (pi) S = Aq ()L (i) + Bi(pi) i (1)
0 = Ci(pa)i(pi) — R
have a p;—dependent solution I1;(u;), T';(u;) for each i =
1,---,N.
(ii) there exist matrices ©;, H;, ¥;(u;), with ®;, H; inde-
pendent of u;, such that
Ei(pi)S = @3 Xi(pi)
Di(pi) = HyZi(ps)
(iii) there exists a matrix G; independent of p; such that
the linear system defined by the triplet

(4 245 (47) e o

is robustly stabilizable by the dynamic output feedback, i.e.
there are matrices K;, L;, M; independent of ;, such that

the matrix
Ai(pi)  Bi(pa)H; Bi(pi) M.
0 P, G; !

K; (Ci(pi) 0) L;

3)

4)

(&)

is Hurwitz.

A few comments on Assumption 2 are in order.

—-Fixi € {1,2,..., N}. Suppose that there exists a controller
of the form .
& = L&+ Kie ©)
u;, = Hi& + M,

which robustly stabilizes the system .S;. Then, provided that
o(S) C C° (see Assumption 1), equations (3), (4) are
well-known ([10, Proposition 1.4.1]) necessary and sufficient
conditions for the controller (6) to solve the tracking problem
for the system (1) for each u; € P;. Recall that the controller
(6) is said to solve the tracking problem for the system (1)
for each u; € P; if, for each u; € P;, (i) the equilibrium
(z4,&;) = (0,0) of the unforced closed-loop system (1), (6)
is asymptotically stable; (ii) the response of the closed-loop
system (1), (6) is such that lim;_, . €;(t) = 0.

— If in addition condition (iii) in Assumption 2 holds, then
one can prove that the dynamic feedback control law

ni = P+ GiM&
& o= L&+ Kie (7N
u; = Hin + M;&

solves the tracking problem. Due to the fact that the tracking
error ¢; may not be available to the controller of system 5;,
the previous controller cannot be implemented. In the next
section, we overcome this lack of information on €; with
the use of the information collected from the neighbors of
system ;.

III. MAIN RESULTS

The control strategy we propose to solve the decentralized
output regulation problem formulated in the previous section
comprises two steps. Since not all the systems .S; may have
access to the reference signal r, we first design systems
which aim at asymptotically reconstructing the reference
signal using only locally available relative information. As
a second step, we use such an asymptotic estimate of the
reference signal to feed the tracking controllers and show
that they achieve the prescribed control objective.
Motivated by Lemma 1, we introduce the following:

Assumption 3 In the graph Gg the node 0 has directed

paths to all the nodes i = 1,2,...,N.
The assumption implies that there exist N; systems, with

1 < N; < N, which have direct access to the reference
r generated by the leader. Without loss of generality and
for the sake of simplicity, we assume that N; = 1 and that
the system with direct access to the leader is the first one.
To reconstruct the reference signal, the systems cooperate to
estimate the internal state of the exosystem. For system S,
the estimation is carried out by

’Lbo = Sﬁ)o + PR(UJO — ’LZJ())
®)

. N A
w1 = Swi + ijl alj(wj —wy) + a10(Wo — w1),

where the matrix P is properly chosen in such a way that
0(S —PR) C C and 1y is an asymptotic estimate of the
leader’s internal state wg. For system .5;, the system which
carries out the asymptotic estimation is given by

N
w; = Sw; + ijl agj(w; — w;). €))

For the system (2), (8), (9) we have the following result for
the convergence of w;:
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Lemma 2 Let Assumption 1 and 3 hold. Then ||w;(t) —
wo(t)|| = 0 exponentially Vi =1,--- N, as t — 0.

Remark 1 Clearly the signals Rw;(t), i = 1,2,...,N,

converge exponentially to r(t).

Next, we introduce the controllers for systems (1) as follows.
As system Sp has access to wg, we design u; as

Wy = Sty + PR(wo — i)

. N A
W = Swy + Zj:1 a1 (w; —wi) + aro(Wo — w1)

m = P1m + GiMi& (10)
& = L& + Ki(y1 — Ruwy)
uy = Hymy + M1 &
For agent ¢ = 2,--- | N, we design u; as
w; = Sw; + Zj\;l a;j(w; — w;)
ni = Pin; + Gi Mi§; (11)

& = L& + Ki(yi — Rw;)

u; = Hin; + M;&
The matrices ®;,G;, M;, L;, K;, H; are those found in As-
sumption 2.

Theorem 1 Consider N heterogeneous linear systems (1)
coupled via the dynamic couplings (10) and (11). Suppose
Assumptions 1-3 hold. Then, ||y;(t) — Rwo(t)|| exponentially
converges to 0 as t — oo forall v =1,--- ,N.

To explicitly design the regulators in the next section, we

need the following corollary which deals with the case in
which the dynamics of each system (1) are affected by the
signals w;, namely
quw. T = Aipi)zi+ Bi(pi) ui + Pi(pi) w
oy = Cilp)
(12)
where w = (wi ... wk)T is the vector of signals generated
by (8), (9) and P;(;) = (Pi1(ps) - - - Pin(p:))- The previous
theorem can then be easily extended provided that Assump-
tion 2 is modified as follows:

Assumption 4 (i) the p;—dependent Francis’ equations

N
I (1) S = Aq ()i (1) + Bi(pa) Ui (i) + Zj:l Pij(pi)
0= Ci(pi)i(pi) — R
(13)
have a p;—dependent solution 11;(1;), T';(u;) for each i =
1,---, N. (ii) and (iii) are as in Assumption 2.

The result below is used in the next section to design the
output regulators.

Corollary 1 Consider N heterogeneous linear systems (12).
Suppose the systems are coupled via the dynamic couplings
(10) and (11). Suppose Assumptions 1, 3 and 4 hold. Then,
[lyi(t) — Rwo(t)|| exponentially converges to 0 as t — oo
foralli=1,---,N.

IV. DESIGN OF THE CONTROLLERS

The actual design of the controllers in the previous section
reposes on the fulfillment of the conditions in Assumption
2 or 4. In this section we discuss how this can be achieved.
The arguments follow the treatment in [10, Section 1.5].
We start with condition (ii), namely with the fulfillment of
the internal model principle. Let ®, H and ¥;(u;) be the
matrices

0 I, 0 0
0 0 I, 0
®; = : : : L )
0 0 0 ... I,
—aol i —allp —agfpi —CLdI N
L, \" L (i)
0 Li(ps)S
H;=| 0 ;o i) = :
Fi(’ui)sd—2
0 T ()94

where A%+ ag_1 A% +a,d+ ap is the minimal polynomial
of S and I";(u;) is the matrix which appears in the regulator
equations (3). It is straightforward to check that these matri-
ces satisfy the internal model condition (4).

To the purpose of fulfilling also the robust stability con-
dition (iii), it is convenient to introduce other matrices
F;,G;,V,;, T; which also fulfill the internal model principle.
These matrices are detailed in the following lemma ([10,
Lemma 1.5.6)):

Lemma 3 Let F; be any Hurwitz s X s matrix and let G; be
any s X 1 vector such that the pair (F;, G;) is controllable.
Let ® be any s x s matrix whose eigenvalues are all in C+
and let H be any 1 x s vector such that the pair (H,®) is
observable.

Then there exist a 1 X s vector V; and a nonsingular s X s
matrix T; such that

(Fi+G)T; = T;®;

v, T, = H,. (14)

It is immediate to see that the matrix f]i(ui) = T;5; (1)
satisfies

Si(p)S = (Fi+ Gi¥:)Ei (i)
Di(pi) = W %(ui) -
Hence, the internal model principle property (4) is fulfilled
by the matrices F; + G;¥;, Uy, X, ().
The controllers introduced in Section III can be rewritten as:

ijjo = Swg + PR(U]O — Qf)o)

. N A

w; = Sw; + ZFl aij(wj — w;) + aio(Wo — w;)
& = Li& + Ki(y; — Rw;)

u; = Wi + My§;

15)
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where ¢ = 1,--- ,N. Note that a1 = 1 and a;9 = 0 for
i=2,---,N.
To the purpose of stabilizing the overall closed-loop system
(requirement (iii) in Assumption 2), it is more convenient
to work with these controllers rather than with those in
(8), (9). In the rest of the section, we turn now to the
problem of determining the stabilizing matrices L;, K;, M;,
i=1,2,...,N.
For each ¢, consider the system (1) with output ¢; = y; — Rw;,
namely

& = Ai(pi) vi + Bi(pi) wi

g, = C’l(,ul) T; — Rwi .
As in [10], to reduce the notational burden, we focus on
the case in which the inputs u; are scalar, i.e. p; = 1 for
i = 1,2,..., N. Further assume that P; is a compact set
and that for each u; € P;, the system (16) has the same
relative degree r; from wu; to ;. Namely, there exists an
integer r; > 1 such that for each p; € P;

Cl(ﬂz)Az(/h)Bz(Nz) =0 s j = 0, ]., vy Ty — 2
Cipa) A7 (1) Bipa) # 0 .

Then there exists a p;-dependent change of coordinates
Zi(pi)
Cipa)

Ci () Ai(ps)

(16)

x; = Zi(pi)ws, (17)

Cz‘(uz‘)A;(Mz‘)”_l

where Z;(1;) is a suitable matrix such that Z;(y;) is non-
singular, such that the system (16) in the new coordinates
becomes

AN ()i + AN (i) e

4 =
€1 = €
(18)
Ciri—1 = €y
e = APV ()2 + AP (wi)eq + bi(ui)us
g = €j1 — R'U)l = C’ei — Rwi,

where in particular b;(j1;) = C; (1) A7~ (i) Bips) # 0.
Further change the coordinates in the following way:

& =e +Qiw
where Q; = (QF ... Q)T w= (w! ... w)T,
Qia = (01x1n~-~01Xm —ROixm .. . O01xm) ;
Qz’,j+1 = Q,‘,JS, _] = 1,2,...7"7; — 1
and S = (IN®S — L®I,). Then we obtain
zo= AN )z + AT (i)és + Qy(pw
€1 = €
éi,m—l = éiri
vy = AP (u)z + AP (u)é; + Qilui)w
—&-bi(ui)ui
€ = €1,
(19)

with Q; (i) = fAﬁm(m)Qi, Qilpi) = fAEM) (1) Qi

Below we use the following partition for the two matrices:

Qz(ﬂz) = < v
Qi) = (Qir(pi) .- Qin(pi))-

Observe that due to the latter change of coordinates the signal
w affects the dynamics of the systems. Hence, (19) falls
in the class of systems considered in (12) and Corollary 1
applies. Before doing this, we need an additional assumption.
Let the system (16) be minimum-phase, namely

(Qir (1) - - - Qin (114))

Assumption 5 For each p; € P;, all the eigenvalues of
Agll)(ui) have strictly negative real parts.

As a consequence of this assumption it is promptly verified
(see [10], page 27) that the matrices

Wi(ps) = (Hii(ﬂi)T 0 O)T
N <
M) = g [ AP Gl = 32, G

(20)
where I1;1 (1;) is the unique r; X r; matrix which solves the
Sylvester equation

N
Mo (20) S = AL (i) las () + 3 Q). @D)

satisfy condition (i) in Assumption 4 with

Pi(pi) = (Q?(M%O,m ,O,Qf(ui))T«

The design of the matrices K, L;, M; such that condition
(iii) is satisfied can be carried out in two steps.
Consider the system (19) and write it in the compact form

A ()2 + AN ()8 + Qy(payw

Z;

b = Aat BlAD G+ AP e
Qi (pi)w + bz(/zz)uz}

g, = 65@,

where A, B, C are understood from the context. Also con-
sider a controller of the form

ni = Fini + Giug - uy = Wn; + vg, (23)
where v; is an additional control input and obtain the closed-
loop system

nio= (F+GV)n + Giv;
o= A )z + AT ()E+ Qy(ui)w
b = Ao+ B AP )z + AP e )
Qu(piyw =+ bi(pas) (W, + v1)|
E; 6@2
Consider the dynamic feedback controller
& =Li& + Kigs, v = M§;, (25)
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where

—G9iCiri—1 1 ... 0 GiCiri—1
—g¢iri—a 0 0 G2Ciri—2

Li= : Do I = :
—g; e 01 g9 tein
—g:lci,oi (L .. 0 gflci,o

M; = —kiM;,M; = (dio din ... dir;—21)

(26)

the polynomials A" + ¢; .. N7t + ...+ ¢;1 At + i,
Al 4 d2-77ﬂ1.,2)\T1*2 + ... + d;o have both all the roots
with strictly negative real part and k;,¢g; > 0 are design
parameters. Under Assumption 5, if b;(u;) > b; > 0 for all
i € P;, it can be shown ([10, Lemma 1.5.4 and 1.5.5]) that
there exist a positive gain k] > 0 such that, for any fixed
ki > k, there exists g; for which the controller (25), with
any g; > g;, asymptotically stabilizes the system (24) for
all p; € P;. The latter statement allows us to summarize as
follows:

Proposition 1 Consider the system (22). Let Assumption 5
hold and assume that b;(y;) > b; > 0 for all u; € P,
with P; a compact set. Then there exist gains k;g; > 0 for
which the matrices L;, K;, M; defined in (26) are such that
the dynamic feedback controller (25) globally asymptotically
stabilizes (24) for all u; € P;.

Remark 2 The overall controller is given by the intercon-
nection of the internal model (23) and the stabilizer (25).
We observe that the design of the two controllers requires
local information only. As a matter of fact, the matrices
F;, G;, U, of the internal model can be obtained via Lemma
3. On the other hand, the controller (25) is designed to
robustly stabilize the system (22). Since the only terms in
the system (22) which depend on the Laplacian matrix L
are the “disturbance” vectors Q; (1), Q;(y1;) which play no
role in the stability property of the closed-loop system, one
infers that the design of L;, K;, M; is independent of the
knowledge of the graph topology.

V. NUMERICAL EXAMPLE

In this section we illustrate the design of the robust con-
trollers for decentralized output regulation via a numerical
example. The example we consider corresponds to a net-
work of double integrators with different actuator dynamics,
namely we consider the case in which the systems (1) are
modeled as

0 1 0 0
T; = 0 O C; T; + 0 U;
0 7di —Qy bz
27
Ai(ps) Bi(pi) (7)
Y = (]. 0 0).231, iZl,Q,...,N,
—_——
Ci(ps)
where p; = (a;b;c;d;)T is the vector of uncertain pa-

rameters. The example was proposed in [16] where it was

assumed that the parameters appearing in the equations are
known and used to design the controllers. Here we consider
the case when these parameters are uncertain. Hence the
controllers have to be designed differently. We assume that
w; is not precisely known and ranges over a compact set
P; which is contained in R, x R>q. Observe that the
uncertain parameters a;, b;, ¢; are bounded away from zero.
We consider the problem in which the matrices which define
the leader’s equation (2) are given by

5:(8 é) R=(10).

In other words, the position of the systems (27) has to
asymptotically evolve as the ramp reference signal set by
the leader.

Following the previous section, we first compute the relative
degree r; of each system. It is easily verified that

Ci(pi) Bi(pi) = Ci(pi) Ai(pi) Bi(pi) = 0
Cipi) A7 (1) Bi(pi) = bici -

Since b;c; # 0 for each pu; € P;, the previous equalities
show that each system has a relative degree r; = 3. As
the relative degree equals the dimension of the systems, the
matrix Zi(ui) in the change of coordinates (17) writes as

(28)

. Ci(pi) 100
Zi(wi) = | Ci(p)Ai(ps) | = 0 1 0
Ci(ﬂi)Ai(Ni)Q 00 ¢

and in the new coordinates the system (18) writes as

€1 = €2
€2 = €3 (29)

€z = —cCidieip — a;e43 + biciu;.

When compared with (18), we observe that the system has
no zero dynamics and checking Assumption 5 becomes
superfluous. Moreover,
AEQI)(M’) = 07A§22)(M) =—(0 cid; a;),bi(ps) = bics,
from which we conclude that b;(;) > b; > 0, for all
i € P;, for some b;.
Having verified that all the assumptions of Proposition 1
hold, we can determine the controllers. First of all, we
determine the matrices F;, G;, ¥; in (23). This computation
is carried out as in the proof of [10, Lemma 1.5.6]. Since
the minimal polynomial of S is A2, we have

o=(9 o) #=(10)

and let (see Lemma 3 above)

(% ) - (2)

be a pair of matrices with F; Hurwitz and (F;, G;) control-
lable. Here, for the sake of simplicity, we take F;, G; to be
the same for each ¢ = 1,2,..., N. Following the proof of
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[10, Lemma 1.5.6], one can construct the vector ¥; and the
nonsingular matrix 7; which satisfy (14) and obtain

U,=(1 2), n:(é _12>

This concludes the computation of the matrices F;, G;, ¥;
which appear in (23).

We turn now to the design of the matrices L;, K;, M; which
appear in (7). Since r; = 3, and letting A+ dad+do =
A2 42X+ 1, A+ cpd? + e A+ = A2 +3X2 430+ 1
two polynomials with all the roots having strictly negative
real parts, the matrices L;, K;, M; are given by

-3¢; 1 0 39;
Li=| -3¢ 0 1 |, K,=| 3¢2 |,
—g2 0 0 g

M;=—-k (1 2

1)

where k;, g; are gains to be chosen sufficiently large. Finally,
we let P = (2 1)7 be such that S — PR is Hurwitz.

We conclude that the controller (15) with the matrices
F;,G;,V,, L;, K;, M;, P computed above, solve the decen-
tralized output regulation problem for the systems (27), (28).
We have run simulation for N = 4 systems with parameters
{a;, bi,¢i,d;} chosen equal to {1+ p1,1+ po, 1+ ps, pa},
{254+ u1,24+ po, 14 pug, pia}, {2+ p1, 1+ po, 14+ p3, 0.5+
wat, {24 p1, 1+ po, 1+ ps, 1+ pg} respectively, where
W1, fo, 3, g are 0.3,0.4,0.5,0.7 respectively. We set the
gains k = 1.1, g = 14. As for the communication graph, we
have chosen one with a direct link between the exosystem
and the system S, i.e. there is a directed link (0,1). The
communication graph among the systems S;, ¢ = 1,2,3,4
is set to be the undirected and static graph with edges
{(1,2),(2,3),(3,4), (4,1)}. The initial value for the exosys-
tem wy is taken equal to (2 1)7 while all the other initial
values are randomly chosen in the interval [0, 10].

Fig. 1 shows that the outputs y;, ¢« = 1,2,3,4 of the
systems successfully track the exosystem output Rwg. The
simulation result supports the conclusions of Theorem 1 and
the controller design method.

VI. CONCLUSION

We have tackled the problem of designing decentralized
controllers able to track a prescribed reference signal gen-
erated by an exosystem under the restriction that not all
the systems can access the information available at the
exosystem. Under the assumption that the exosystem has a
directed path to all the systems, we have shown that there
exist decentralized controllers which achieve the desired reg-
ulation task in the presence of arbitrarily large but bounded
uncertainties in the systems’ models.
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