university of
groningen

University Medical Center Groningen

University of Groningen

An application of flexible constraints in Monte Carlo simulations of the isobaric-isothermal
ensemble of liquid water and ice |h with the polarizable and flexible mobile charge densities in
harmonic oscillators model

Saint-Martin, Humberto; Hess, Berk; Berendsen, Herman J. C.

Published in:
Journal of Chemical Physics

DOI:
10.1063/1.1747927

IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.

Document Version
Publisher's PDF, also known as Version of record

Publication date:
2004

Link to publication in University of Groningen/UMCG research database

Citation for published version (APA):

Saint-Martin, H., Hess, B., & Berendsen, H. J. C. (2004). An application of flexible constraints in Monte
Carlo simulations of the isobaric-isothermal ensemble of liquid water and ice Ih with the polarizable and
flexible mobile charge densities in harmonic oscillators model. Journal of Chemical Physics, 120(23), 11133
- 11143. https://doi.org/10.1063/1.1747927

Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).

Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.

Download date: 21-05-2019


https://doi.org/10.1063/1.1747927
https://www.rug.nl/research/portal/en/publications/an-application-of-flexible-constraints-in-monte-carlo-simulations-of-the-isobaricisothermal-ensemble-of-liquid-water-and-ice-ih-with-the-polarizable-and-flexible-mobile-charge-densities-in-harmonic-oscillators-model(d8b06092-6f4e-47cf-abef-c14f3556a65e).html

An application of flexible constraints in Monte Carlo simulations of the isobaric—
isothermal ensemble of liquid water and ice Ih with the polarizable and flexible mobile
charge densities in harmonic oscillators model

Humberto Saint-Martin, Berk Hess, and Herman J. C. Berendsen

Citation: J. Chem. Phys. 120, 11133 (2004); doi: 10.1063/1.1747927
View online: https://doi.org/10.1063/1.1747927

View Table of Contents: http://aip.scitation.org/toc/jcp/120/23
Published by the American Institute of Physics

Articles you may be interested in

Surface sensitivity of the spin Seebeck effect
Journal of Applied Physics 116, 153705 (2014); 10.1063/1.4897933

Temperature dependent transport characteristics of graphene/n-Si diodes
Journal of Applied Physics 116, 244505 (2014); 10.1063/1.4905110

Electrostatic analysis of n-doped SrTiO3 metal-insulator-semiconductor systems
Journal of Applied Physics 118, 225704 (2015); 10.1063/1.4936959

Compact cryogenic Kerr microscope for time-resolved studies of electron spin transport in microstructures
Review of Scientific Instruments 79, 123904 (2008); 10.1063/1.3046283

Bilayer ice and alternate liquid phases of confined water
The Journal of Chemical Physics 119, 1694 (2003); 10.1063/1.1580101

Spin-torque transistor
Applied Physics Letters 82, 3928 (2003); 10.1063/1.1579122

ADVANCED LIGHT CURE ADHESIVES

WHITEPAPERS N
Take a closer look‘ at what thes.‘.e PRESENTED BY
environmentally friendly adhesive
systems can do &MASTERBOND'

PHYSICS TODAY



http://oasc12039.247realmedia.com/RealMedia/ads/click_lx.ads/www.aip.org/pt/adcenter/pdfcover_test/L-37/1858055942/x01/AIP-PT/MB_JCPArticleDL_WP_0818/large-banner.jpg/434f71374e315a556e61414141774c75?x
http://aip.scitation.org/author/Saint-Martin%2C+Humberto
http://aip.scitation.org/author/Hess%2C+Berk
http://aip.scitation.org/author/Berendsen%2C+Herman+J+C
/loi/jcp
https://doi.org/10.1063/1.1747927
http://aip.scitation.org/toc/jcp/120/23
http://aip.scitation.org/publisher/
http://aip.scitation.org/doi/abs/10.1063/1.4897933
http://aip.scitation.org/doi/abs/10.1063/1.4905110
http://aip.scitation.org/doi/abs/10.1063/1.4936959
http://aip.scitation.org/doi/abs/10.1063/1.3046283
http://aip.scitation.org/doi/abs/10.1063/1.1580101
http://aip.scitation.org/doi/abs/10.1063/1.1579122

HTML AESTRACT * LINKEES

JOURNAL OF CHEMICAL PHYSICS VOLUME 120, NUMBER 23 15 JUNE 2004

An application of flexible constraints in Monte Carlo simulations
of the isobaric—isothermal ensemble of liquid water and ice Ih
with the polarizable and flexible mobile charge densities

in harmonic oscillators model

Humberto Saint-Martin®
Department of Biophysical Chemistry, Rijksuniversiteit Groningen, Nijenborgh 4, 9747 AG Groningen,
The Netherlands

Berk Hess
Department of Applied Physics, Rijksuniversiteit Groningen, Nijenborgh 4, 9747 AG Groningen,
The Netherlands

Herman J. C. Berendsen
Department of Biophysical Chemistry, Rijksuniversiteit Groningen, Nijenborgh 4, 9747 AG Groningen,
The Netherlands

(Received 12 August 2003; accepted 24 March 2004

The method of flexible constraints was implemented in a Monte Carlo code to perform numerical
simulations of liquid water and ice |h in the constant number of molecules, volume, and temperature
and constant pressure, instead of volume ensembles, using the polarizable and flexible mobile
charge densities in harmonic oscillatgdCDHO) model. The structural and energetic results for
the liquid atT=298 K andp=997 kgm 2 were in good agreement with those obtained from
molecular dynamics. The density obtained &=1atm with flexible constraints,p

=1008 kg m 2, was slightly lower than with the classical sampling of the intramolecular vibrations,
p=1010 kgm 3. The comparison of the structures and energies found for water hexamers and for
ice Ih with six standard empirical models to those obtained with MCDHO, show this latter to
perform better in describing water far from ambient conditions: the MCDHO minimum lattice
energy, density, and lattice constants were in good agreement with experiment. The avid@be

of the water molecule in ice was predicted to be slightly larger than in the liquid, yet 1.2% smaller
than the experimental value. @04 American Institute of Physic§DOI: 10.1063/1.1747927

I. INTRODUCTION interaction site to the mod&These models all fail to repro-
duce the properties of gas-phase wasteam and the prop-
The extended range of fields that require a deep undeerties of solid-phase watéices. The search for models that
standing of the behavior of water based on molecular detaitan ensure the reproduction of water properties over a large
has led to intensive research by numerical methods, with eange of thermodynamic conditions has been directed to-
variety of potentials to model intermolecular interactionswards the inclusion of polarizability and flexibilitgee Table
(see e.g., Ref. 1 and references thereirhough in many | of Ref. 1), and to the study of classical trajectories of the
cases of interest water is either far from ambient conditionsnuclei, subject to an approximate quantum force field com-
or under narrow confinement, the most used models are stifluted “on-the-fly.””® However, in spite of the large number
those whose parameters were fitted to reproduce variou existing polarizable and flexible models, none of them has
properties of the liquid under ambient conditions: SPC, shown as yet any advantage over simple models that is sig-
SPC/E® TIP3P* and TIP4P These four models were in- nificant enough to encourage its systematic use. An impor-
tended to be used for simulations of biomolecules undetant issue is, of course, computational cost.
“physiological” conditions, for example,T ranging from Though the inclusion of intramolecular flexibility in ana-
290 to 320 K, andP=1 atm, thus their parameters were lytical model potentials for water was considered since sev-
tuned to reproduce the experimental density and vaporizatiofral years agd;*® the difficulties of dealing with quantum
enthalpy of liquid water. The compromise between simplicitydegrees of freedom in classical simulatitfhisas limited the
and accuracy has proven useful and rather difficult to4se of flexible models. A useful, though computationally ex-
improve® so that the reproduction of the temperature ofP€Nsive approach, is the treatment with a path integral

i0~17,18 ; ; ; ; ;
maximum density could only be attained by adding anotheformulation, ™ “following classical trajectories of guasipar-
ticles involved in those degrees of freeddtn?? that has
already been applied in studies of liquid wa&reA prom-
3Author to whom correspondence should be addressed. On leave from Ceiging alternative with an average effective Feynman—Hibbs

tro de Ciencias Bicas, Universidad Nacional Automa de Mgico, Apar- . 2 . .
tado Postal 48-3, 62251 Cuernavaca, Moreloéxibte Electronic mail: ~ Potential has also been usedyut the approximation breaks

humberto@fis.unam.mx down for the high-frequency intramolecular vibrations. To
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decouple these latter from classical simulations, a less expemth position vectorsr,, r,, velocitiesv, andv,, and a
sive method of flexible constraiffs®® has recently been reduced mass
developed? that allowed the simulation of a fairly large sys-
. 4 mym,
tem (1000 moleculesby means of molecular dynamics, with w= , 2)
the polarizable and flexiblab initio based mobile charge Mg+ My
densities in harmonics oscillatot®CDHO) model®® The  where the equation of the constraint results in a cancellation
thermodynamical correctness of the method led to structurasf the total potential forcé(r) = — VV(r) and the centrifugal

and energetic results in agreement with those obtained frofforce, both working on the direction of the constraint
the original, fully flexible simulatiori® considering the loss

of the thermal motion in the constrained degrees of freedom. — pqw?—f(r)- ﬂzo 3)
Contrary to the static behavior, the use of flexible constraints Jq

had a smallz, albeit non-negligible effect on the dynamicg 0%herew=||va—vb||/q is the corresponding angular velocity.
the systent? Thus, the use of more complex models with The method can be readily extendedntaonstraints.
new methods of simulation requires that the effects on the  The method of flexible constraints is well suited for mo-

results of both models and methods are tested systematicallgcylar dynamics simulations, where all the relevant
It is therefore convenient to implement flexible constraints inquantities—positions, velocities, and forces—are computed
a Monte Carlo code as this provides another, different apyt each step.

proach to simulations, and allows us to perform other tests,

such as the effect of flexible constraints on the density of the

system, and the search of local minimum energy structure®. Flexible constraints in Monte Carlo simulations

subject to specific temperatures and pressures. On the other hand, the usual Metrop®li& algorithm
The sampling of the number of molecules, constant prestor Monte Carlo simulations deals with a random sampling
sure, and temperaturélPT) ensemble can be mplczmgnted of the configurational space of the system, biased towards
in the Monte Carlo method rather stralghtforwara‘\ﬁ With  the important states by means of a Boltzmann weighting fac-
exact temperature and pressure conffaind without intro- o1 Because the velocities and forces are not computed, a
ducing fictitious massés* or coupling parameterS. This  gifferent approach to flexible constraints is required: the con-
ease becomes important when testing other effects, as is thion to keep a thermodynamically correct description is
case for a novel model potential and a novel method to inghat the high-frequency, quantum degrees of freedom are
clude intramolecular flexibility. Thus, in this work flexible continuously in their respective ground states, and adjust
constraints were implemented in Monte Carlo simulationsggiapatically to the change in classical coordinates. This is
and used to test the ability of the MCDFmodel for water equivalent to treating the quantum degrees of freedom in the
to reproduce .the_ density and t_he energetic and structural P&orn—Oppenheimer approximation, usually assumed to be
rameters of liquid water and ice Ih. Because the MCDHOyqjig for the electronic degrees of freedom. That is, for each
model was not fitted to reproduce the experimental data ofjonte Carlo step, the corresponding classical generalized
the liquid under ambient conditions, but to the “correall  coordinateg; has to be taken to the value that minimizes its

initio interaction, it should perform better than the standard.qontribution to the total potential energy of the system, i.e.
empirical models in describing “far-from-ambient-

conditions” water. To evaluate its possible advantages, a ¢ _

. . —H(r,v)=
comparison was made to the results obtained for water hex- dq; aq;
amers and for ice Ih with the potentials SPGPC/E
SPCI/L® TIP3P! TIP4P} and TIP5P.

a 1T 5,
o | gmatel V(N | =0 @

(see Ref. 3Pthat leads to Eq(3). The velocity-dependent
term is not correlated with the configurational term and can
be separately averaged over the ensemble. This leads to a

geometry and polarizability, further simulations of ice Ih[éonstant force, due to two rotational degrees of freedom,

were performed with the same MCDHO parameters an
functional expressions, but constraining the geometry to th 5 is Boltzmann's constant an@ the temperature. Under

average found in the liquid under ambient conditions and Y mbient conditions, this force would lead to an average ex-
the average found in ice Ih at=0.15K, and constraining gjon of the O—I-; bond length by 0.12 pm, which is neg-
the dipole moment to Fhe average in the liquics=2.96 D, ligible compared to the O—H bond length of 98.2 pm. There-
and to the average in ice I, =3.25D. fore it suffices to zeroing the potential forces acting on the
directions of the constraints, so that no net translation or
rotation of the molecule should result from the process. The
l. THE METHOD decoupling of the various degrees of freedom is already im-
A. Flexible constraints plicit in the algorithm?? thus the treatment of the intramo-

The method of flexible constraints is based on a Hamil_Iecular vibrations can be readily implemented in the same

tonian formulation of the dynamics of the system, and wa way as that used for the positions of the mobile charges.

- . ) : SThis can be accomplished by referring the coordinates of the
originally developed for molecular dynamics simulatidfs, S

) ) ’ three atoms to the center of mass and the principal moments
using the distance between two partickesandb

of inertia. In this work, a simple algorithm was devised to
qg=|ra—ryl, (1)  find the positions of the atoms that zeroed the projections of

rojected onto the constraint direction, okgZ/q;, where
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all forces along the vectors connecting each pair. The iteralABLE I. Comparison of the results obtained from the Monte Carlo simu-
tive procedure was combined with the optimization of the'ations of ambient liquid water with the MCDHO modelsing different
bil harges. Unfortunately. this adds to the com uta§amp||ng schemes: single updai®U), adiabatic nuclear and electronic
mobiie charges. y, this , PUtaS ampling with Tm=0.05 K (ANES, 09 and withTqy=0 K (ANES,), and
tional cost of the Monte Carl@MC) simulation because the pair approximation for polarization interactfofPAPI). The energyU) is in
computation of the forces is now required. This is in contraskd mol %, NS, is the relative number of MC steps needed to attain equi-

to the case in molecular dynami¢siD), where the forces librium, andtc, is the relative computational co$€EPU time, both re-
are already computed at each step and the additional cost {§fred ®© the SU scheme.

flexible constraints is negligibf& Another difference is that su ANES) o5 ANES, PAPI

in MD the updating of the polarization and the geometry of Oy o5 “o1a g .
the molecules is required only once for each time step<N> ' ' ' '

. o - _ Sel 1 0.9 0.8 0.1
whereas in MC it is needed at every trial move, to satisfy the 1 3 6 16
detailed balance conditidf.Although it has been proven a
recently that strict detailed balance is unnecessary for a valigge® Ref- 33.

a4 . . See Refs. 43 and 50.
sampl|ng‘,‘345t4rée procedure of updating only the trial csee Refs. 47 and 51.
moleculé®“>4%(called single updatg has been criticized on  “The statistical uncertainty is 0.1 kJ mof  in all cases.
this ground*>*” However, the results obtained from MD for
the vapor—liquid coexistence cufife for the model ) o )
TIP4P-FJ° are the same as those from MC with a Sing|eallowed to run until the criterion of convergence derived

update’® from the blocking methatf was met. In Table | we compare

In spite of not finding any significant difference with the the average .per—molecule potential'energies resulting from
single update scheme applied to TIP4P-FQ, two aIternativ@aCh_ 3|mulat|0n_,_as well as the relative number_of MC steps
schemes have been proposed to comply with detailed ba{__eqmred to eqU|I|b_rate the system and the relgnve computa-
ance; the adiabatic nuclear and electronic samplingional cost(CPU time, both referred to the single update
(ANES)*3%0 and the pair approximation for polarization in- scheme. In these Iatter two Ir_eg.ards, SU takgs ten times
teraction(PAPI).475! In the ANES scheme, a molecule dis- Ipnger than. PAPI .to attain equilibrium wheree_ms its computa—
placement is followed by a series of random electronicional cost is 16 times smaIIer.iThe largest difference in en-
moves of randomly selected molecules, and the resultin§'9Y @mounts to only 0.2 kJ mol between ANEgos and
configuration is treated as a trial configuration. The elecTAPl Wh'lle between ANES and SU it amounts to
tronic moves are accepted using a very low temperature t§-1 kImol'~. To better assess the correctness of the SU and
restrict the charges close to the electronic ground state. In tH3€ ANES schemes, a more stringent test is the comparison
PAPI scheme, the updating of the dipoles is made taking int§f the results to those obtained from molecular dynamics,
account the interactions between the displaced molecule afich is done in Sec. lil.
all molecules within the cutoff radius from the new location,
as well as the interactions between all molecules which ar!- TEST CASE: LIQUID WATER UNDER AMBIENT
distant from the old or the new location of the displacedCONDr“o’\IS
molecule by less than a paramefgy,. It was shown that Because there already exist data for liquid water with
the PAPI scheme applied to the polarizable model SCEDP, flexible constraintd? a direct comparison of the structural
based on point polarizabilities, yielded different results fromand energetic results from Monte Carlo simulations can be
single update, due to a bias of the sampfihg. readily done: the same three systems of Ref. 32 were studied,

Because in this work we are using a different model ofthat is,NV T ensembles of 1000 MCDHO water molecules in
polarizability, we decided to test the effects of the differentperiodic cubic boxes at a fixed density of 997 kgtrand a
schemes on simulations of liquid water under ambient confixed temperature 6f =298 K. The same cutoff of 1 nm was
ditions. Thus, MC simulations of the constant number ofused for the particle—particle interactions, and Ewald
molecules, volume, and temperatutd\(T) ensemble were sums*~® to treat the long-range electrostatic interactions.
done on a cubic box with 343 water molecules at a temperafhe correction to the dispersion energy amounts to
ture of T=298.15 K and a density ¢f=997 kgni 3. Dueto  —0.3 kJ mol'X. The same convention as in Ref. 32 was used
the high computational cost of the PAPI scheme, Ewald sum& name the simulations: MC—F@ully flexible), MC—RC
were not used; this is immaterial at this moment, as we arérigidly constrainedi and MC—FC(flexibly constrainefl
only interested in looking at possible biases on the sampling Besides a possible bias in the sampling with the SU
caused by the different schemes. In one simulation we usestheme, a new problem arises when including the Ewald
the single updatéSU); in another one, ANES with a low sums, namely the updating of the corresponding forces for
temperature of the quantum degrees of freedefactronic  the optimization of the geometry and the polarization of each
and vibrational T,,»,=0.05 K and a sampling ratio quantum- molecule. This was neglected in the original MCDHO
:classical of 10:1. In a third simulation we used the ANESsimulations® due to the high computational cost. As a result,
scheme with the same sampling ratio, but fully optimizingwhen we used molecular dynamics to simulate ambient lig-
the quantum degrees of freedom, thiys,=0 K. The PAPI  uid water’? including the Ewald forces, we found a small
scheme was used in a fourth simulation, wiRRy, difference in energy of 0.3 kJmot. The ANES scheme ap-
=0.573 nm as recommended in Ref. 47. The four simulaplied to Monte Carlo simulations circumvents the evaluation
tions started from the same initial configuration and wereof the forces and provides a method to test our previous
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TABLE Il. Comparison of the results obtained from the MC-FF, MC-FC, and MC-RC simulations with the
MCDHO model? to those obtained from molecular dynamfcand to experimental data. The quantum correc-
tions found in Ref. 28 were used to compute the evaporation enthalpies of the models.

Ug—U, AH qp (rom Arop (gry Aryy £HOH
Model (kI mol?) (kJ molt) (pm) (prm) (pm) (pm) (degrees
MD-FF 43.3 e 98.5 2.6 153.8 5.3 102.7
MC-FF 43.4 e 98.4 2.6 153.7 5.3 102.7
MD-FC 46.9 43.2 98.2 0.9 153.4 1.9 102.7
MC-FC 46.9 43.2 98.2 0.9 153.4 2.0 102.7
MD-RC 46.8 43.1 98.4 e 153.7 e 102.7
MC-RC 46.9 43.2 98.4 e 153.7 e 102.7
Experimental e 44.¢ 96.6' S 151.¢ “ee 102.¢'
aSee Ref. 33.
bSee Ref. 32.

‘See Ref. 103.
dSee Ref. 104.
fSee Ref. 83.

conclusion that the difference in energy was due to the hanef the density of liquid water. Because the convergence of

dling of the Ewald sums with the particle-mesh metHof®  the density is rather slofva smaller system of 343 MCDHO

in the molecular dynamics. Thus, the ANES scheme wasvater molecules was used. Calibration runs of thi&/{)

used, withT,,=0.05 K and a sampling ratio quantum:clas- ensemble produced the same energetic and structural results

sical of 10:1. The comparison to previous results is presenteds found with 1000 molecules.

in Table Il. The Monte CarldMC) simulations reproduced For comparison to a model that was fitted to the experi-

the energetic and structural results of molecular dynamicanental density under ambient conditions, the same small sys-

with rather small variations. It is worthwhile to notice that tem was simulated with 343 TIP&®vater molecules. From

the SU scheme taken from Ref. 33 produced in this case thihe (NVT) simulation without Ewald sums, we found the

same difference in energy as previously repoffed, same per-molecule potential energy as reported in Ref. 6,

0.3 kIJmol %, and a slightly shorter intramolecular H—H dis- Ugas— Ujig=41.3 kJ moll. A comparison of the radial dis-

tance, 153.0 pm. Therefore, the reasonable computation#ibution functions obtained fromNV T) simulations of both

cost, the right sampling, and the handling of long-range efMCDHO and TIP5P models to experimental d&ti&s shown

fects, which does not require the evaluation of forces, makem Figs. 1-3.

ANES the method of choice. Both models, TIP5P and MCDHO, reproduce the experi-
Care must also be taken to ensure convergence of thmentally determinef goq radial distribution function, in-

MC sampling®®? so in the subsequent simulations of this cluding the second and third maxima, though MCDHO

work we used the ANES scheffi€® for the sampling and  slightly exaggerates the latter. Thg,, and g,y obtained

the blocking metho¥f to assess convergence. with TIP5P also match quite well those obtained from ex-
periment, whereas MCDHO produces a seemingly more
IV. THE DENSITY OF LIQUID WATER structured liquid: though the locations of the maxima are

) . ) ] ] _correct, the heights are overestimated. It has to be remem-
One of the intentions of this work is to find the possible hereq, though, that the heights determined from experiment
effects that flexible constraints may cause on the predictioR e not as reliable as the positidis-However, it has been

3 T T T
—— Experimental ‘ R ‘ ‘
,,,,,,,,,, TIPSP 15 - i —— Experimental |
) -~~~ MCDHO : N e TIPSP
1 -~~~ MCDHO
2+ 1
< . 1r
3 =
@ o
o
1 L
05 -
0 0 1 | | |
0 0 2 4 6 8 10
r/ A r/A

FIG. 1. Comparison to experimefgee Ref. 68of the OO radial distribu-  FIG. 2. Comparison to experime(iRef. 63 of the OH radial distribution
tion functions obtained from simulations with the models MCDHR2f. 33 functions obtained from simulations with the models MCDKHR&f. 33 and
and TIP5P(Ref. 6. TIP5P (Ref. 6.
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riA &c’a‘o ’_‘?

FIG. 3. Comparison to experimefRef. 63 of the HH radial distribution i
functions obtained from simulations with the models MCDKR2f. 33 and Book Bag

TIP5P (Ref. 6. &

showrf® that vibrational quantum effects lower the first peak

of the gy obtained with MCDHO. It is worth noticing that 5 2
an empirical model fitted to the liquid properties includes : q,’ s
these quantum effects in an average manner, whereas a

model based on single molecule properties ahdnitio in- Ring

teractions does not.

Further Monte Carlo simulations of th&lPT) ensemble
were performed with a computational cell of 343 water mol-
ecules atT=298.15K andP=1atm (=0.101325MPa). same energies. Another important point is the comparison
Volume changes were attempted approximately every 1006f the predictions obtained with a complex model to those
configurations, and their magnitude as well as the ranges fasbtained with standard, nonpolarizable, rigid, and less ex-
molecular rotations and translations were adjusted to yielghensive water models. Thus, in this section we present the
acceptance rates of40%. A spherical cutoff radius of performance of the MCDHO model to simulate ice lh, and
1.085 nm was used and, because TIP5P was fitted in sime@ompare the results to the standard models $BEC/ES
lations without long-range correctioisEwald sums and a SPC/L® TIP3P* TIP4P* and TIP5P
dispersion correction were applied only for the MCDHOA Water hexamers
model. The convergence of the results was tested with the’
blocking method of Flyvbjerg and Peters&n/ery large runs Because in this work we make a Monte Carlo search for
of 10° MC steps were required to attain a statistically meanthe phases in local potential energy minima, we decided to
ingful sample, with a standard error ef,c=1kgm 3. The test the method by finding the most stable water hexamers
resulting density found with TIP5P was=1006 kgm3,  with each of the models, as it is kno#rthat there are sev-
that is less than 1% higher than previously repoftddhis  eral stable configurations whose energies lie within
slight difference may be due to the longer cutoff radius em-8 kJmol *: prism, cage, book, ring, and b&gig. 4.
ployed here. The densities predicted with the MCDHO  The stable hexamers found previodSlywith the
model werep=1010 kgm 3 for MC-FF, p=1008 kgm®  MCDHO model were used as the starting configurations for
for MC-FC, andp=1005 kgm 3 for MC-RC. These values each model, changing the intramolecular geometry accord-
show that the effect of the constraints results in an almosingly. The Monte Carlo procedure was used with a tempera-
negligibly lower density than that obtained with the classicalture of T=0.15 K and small displacement and rotation steps,
sampling of the intramolecular degrees of freedom. Thougfior an acceptance rate of 95%. No annealing was employed
small, the effect diminishes the difference with respect to thdecause the aim was to obtain local energy minima, close to
experimental valugy=997 kg m 3. It is worth noticing that  the starting structures. The sampling was continued to gen-
guantum corrections should lower the density obtained fronerate 1000 configurations with energy differences of less
numerical simulationé’ than 0.001 kJ mol*, from which the lowest energy was cho-
sen. The interaction energies of the resulting hexamers are
presented in Table III.

Several data are worth noticing for the three-site models:

One of the expectations of a flexible and polarizable wa<1) all of them are able to produce five different configura-
ter model is that it should be able to reproduce the behaviotions with energies within 8 kJ mot; (2) all of them yield
of water under various different thermodynamical condi-the book configuration as the global minimum. This result
tions. The MCDHO model has been successful in doing thatvas also obtained by Niesse and Mayhand by Wales and
for the gas and the liquid phas&ut it has been argued that Hodge$§® with the TIP3P model(3) None of them main-
an accurate potential ought to predict that phases resemblirtgined the prism configuration, that has the maximum num-
the phases of ice are in local potential minima and have theer of hydrogen bonds; instead, all of them lost one and

FIG. 4. Lowest energy water hexamers.

V. ICE IH
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TABLE Ill. Total interaction energies (kJ mot) obtained with each model for the most stable water hexamers shown in Figs. 4 and 5. The numbers on the
second row are the number of hydrogen bonds in each configuration.

Prism Cage Book Ring Bag Wedge
Model 9 HB 8 HB 7 HB 6 HB 7 HB 8 HB
SPC —200.0 —203.6 —199.8 -197.5 —198.0
SPC/E B —186.3 —190.4 —186.4 —183.7 —184.1
SPC/L —200.7 —202.8 —197.3 —197.4 —198.3
TIP3P —195.3 —199.9 —198.5 —194.4 —195.1
TIP4AP —196.3 —-197.7 —192.9 —185.7 —191.3 —194.6
TIP5P —191.6 —189.6 —195.8 —-197.9 -192.9 —188.2
MCDHOP —184.9 —182.8 —184.1 —185.3 —184.1 —181.9
ab initio® —-192.0 —191.6 —190.8 —187.4 —184.5

3For this model a polarization correctigRef. 3 of 5.22 kJ mol* per molecule was applied to the energy.

b

See Ref. 62.

‘Energies for prism, cage, book and ring configurations from Ref. 70; the energy for the bag configuration from Refal@itimvalue has been reported
for the wedge.

evolved to a truncated pyramidr wedge, Fig. 5form. (4) Though the configurations are asymmetric, the analysis
All of them produced chair-like ring conformatioriBig. 5), of the average O-O distance predicted with each model
with dihedrals¢ between 130° and 145%5) All of them (Table 1V) will be useful to assess the reliability of the den-
exaggerate the total interaction energy, as compared tathe sities of ice |h that we present in the next subsection.
initio values, apart from SPC/E, for which the correction of It can be seen in Table IV that TIP5P produces the most
5.22 kJmol'! per molecule produces a substantially closerclosely packed hexamers, followed by SPC/L, SPC/E, and
agreement. This correction represents the energetic cost #1P4P, whereas the average nearest-neighbor O—0O distances
inducing a larger dipole moment than that of an isolatedpredicted by SPC and TIP3P are rather similar. MCDHO
molecule? and the same effect is built into the MCDHO produces the longest separations. It is to be noted that the
model3 six-membered structures to be found in ice Ih are chair-like
The cage structure has been recognized as the expering configurations, and all models predicted it to be the most
mental minimun?® whereas theab initio ordering without  closely packed, with an average O—O distance that is shorter
inclusion of zero-point energ{ZPE) has been proposed as than in the optimal dimer. This result shows the influence of
shown in Table Ill: prism, cage, book, ring, and bag, fromcollective effects even for pair-additive models. It also shows
lower to higher energy® but other recent calculations with a that the O—O distances predicted by the models for ice Ih
counterpoise-corrected potential energy surface, yield thehould be shorter than their corresponding optimal dimer.
ring as the minimuni® At any rate, the five isomers lie so
close in energy that their relative ordering is rather difficultB. |dealized ice Ih at T=0.15 K
to assess with certainty. However, the prism structure is . o .
among them, and our results show that three-site models fail T.he relative simplicity of MCDHO with respect to other
to reproduce it. polarizable models, allows for a large enough number of

The TIP4P model does yield the prism configuration agnolecules in the computational cell that no large deviations

having the second lowest energy, and we predict the mini]from a CUb'C_ shape are re_qwred. In this work, we “S?d a
ndom starting configuration of 768 water molecules in a

mum to be the cage, in agreement with the results of WaleE .
and Hodge€® The other lowest energy configurations are, in"€Xagonal arrangement and zero total dipole moment gener-
order of increasing energy, the wedge, the book, the bag ar@ted with the procedure described in Ref. 64, in a rectangular
the ring, this latter with a dihedrap=142.3°. TIP5P and P°X Of lengths 2.6945nm3.1113 nmx2.9334 nm, for a

- . 73 . .
MCDHO produce more planar cyclic structures, with dihe-;jenSIty cifp_a% kg™, ;’tgs Igtter v;léjoe lzvas_ ﬁsﬂmated
drals »=175.0° and$=166.5°, respectively, that also hap- rom scaling the measured density at with the corre-

pen to be the minima in both cases, whereas the highegponding variation of the lattice parametéisetween 10 and

energies correspond to the cage and the wedge; howev pO K.

TIPSP favors the book and the bag over the prism, opposite For each model, Monte Carlo simuIaFions of tmNT).
to MCDHO ensemble al =0.15 K were performed with a cutoff radius

of 1.058 nm. Though the empirical models were fitted to
include the long-range interactions in an average manner, we

P considered the periodicity of the system to require the use of
't{ %, ..‘ Ewald sums in all cases. The dispersion energy beyond the
g 0 1 [ . cutoff radius was considered to be isotropic, though. This
A g @& i latter contribution is only—0.1 kJmol ! for the empirical
? models, and-0.3 kJmol ! for MCDHO.

After the minimum energy was reached, generally ih 10
configurations, further Monte Carlo simulations of the
FIG. 5. Wedge and nonplanar cyclic water hexamers. (NPT) ensemble aP=1 atm were performed, with inde-

Wedge Mon-planar ring
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TABLE IV. Average O-0 distance@m) obtained with each model for the most stable water difeecond columnand for the hexamers shown in Figs. 4
and 5.

Model Dimer Prism Cage Book Ring Bag Wedge
SPC 275.2 B 278.0 274.1 2714 274.6 278.2
SPC/E 273.4 e 276.1 2721 269.6 272.7 276.2
SPCI/L 273.1 B 275.6 272.0 269.8 272.6 275.8
TIP3P 274.7 B 277.6 273.8 270.9 274.3 277.3
TIP4P 275.0 278.6 275.8 273.4 272.1 273.5 276.3
TIP5P 267.6 277.2 2745 269.0 265.5 269.4 274.3
MCDHO? 291.8 289.8 287.1 281.0 272.8 281.0 286.4
ab initio® 290.7 284.0 280.7 276.6 270.7 276.9
aSee Ref. 62.

bSee Ref. 105 for the dimer and Ref. 66 for the hexamers.

pendent expansions in the Y, andZ directions, to find the for SPC/E, TIP3P, and TIP4P, from the dipoles these authors
predictions of the models for the density, the potential enpresent, it is not clear that they used the right parameters or
ergy, the average O-O distances, and the lattice constantpe right rigid geometries. At any rate, the highest density
This procedure constitutes a Monte Carlo search for(lthhe  was obtained with the TIPSP model, whereas that predicted
cal) lowest energy conformations, and allows the anisotropigyy the MCDHO model,p=941 kg 3, is significantly
geometrical relaxation of the lattice. The results are pregjoser to the experimental value than those obtained with the
sented in Table V. - empirical models. To check that this was not an artifact due
Because perfect ice |h structures with differently ran-iq the use of Ewald sums. we repeated the Monte Carlo
domized hydrogens give slightly different energies and dengerches without them, and found the same results, within
sities, the use of a few hundred molecules in the minimiza:[he above mentioned uncertaintigssults not shown The
tion limits the accuracf/ to ~0.1kmol* and 10 kgm . ordering from highest to lowest density is: TIP5P, SPCIL,

Therefore, to propose average O—-O distances and Iattic,gPClE TIP4P. TIP3P. SPC. and MCDHO. the same that we
constants with an accuracy of 1% m, we considered the found |,3reviouély for the pa<,:king of the he,xamers

distributions around each molecule, instead of taking only With regard to the potential energies, the experimental

averages of the distances between planes, as is done, " . . .
experimentally’2 The values presented in Table VV were ob- value in Table V includes corrections for intermolecular and
tained from Gaussian fits to the distributions, and due to thd? : o haa
previously discussed limitations, the expected uncertainty i§100€ls include these contributions for the liquid, a correc-
~+1pm. tion from a shift in the intramolecular ZPE when going from

In agreement with previously reported results at varioudhe liquid to the solid can be estimated from experimental
temperature¥~7® the densities found with the empirical dat&" as —1.3 kJmol'!. For MCDHO an estimate was
models are all higher than the experimental value. Moreoveihade from the change in vibrational intramolecular energy
the density we found for TIPAR=977 kg 3, matches a found for the liquid in Ref. 28: ZPES—ZPET,
previously reported valu®, and the density we found with =2.5kJImol *. This value was added to the empirical cor-
SPCIE, p=979kgm 3, is consistent with the values rection, for a total of 1.2 kamof. Of course, a more accu-
reported® for temperatures ranging from 150 to 290 K. rate estimate should be obtained from path—integral molecu-
Though higher densities have been reported by Detrgy  lar dynamics, but this is beyond the aim of the present study.

tramolecular vibration§> Considering that rigid empirical

TABLE V. Comparison to experimental data of the densities (kg)nthe potential energie§U =U;.— U gas (kJ mol 1), the average O—O distancgsm),
the lattice constanta andc (pm), and thec/a ratio, predicted by various models for ice IhBt0.15 K.

Model p —-AU® {roo)a (roo)e a c cla
SPC 960 57.8 273.0 272.4 4452 725.4 1.629
SPCIE 979 57.5 271.2 270.9 4423 721.1 1.630
SPCIL 982 58.0 270.8 270.5 4423 720.1 1.628
TIP3P 963 55.4 273.0 272.4 445.0 725.3 1.630
TIP4P 977 58.3 271.2 270.8 442.7 720.8 1.628
TIPSP 1045 61.4 265.1 264.9 432.7 706.3 1.632
MC-FC 941 60.1 274.7 274.4 448.4 730.8 1.630
Experimental 933 58.8 275.8 274.6 4497 732.F 1.628

A correction of —1.3 kI mol'! to the shift in intramolecular ZPE was used for the empirical models, whereas for MCDHO the correction amounted to
1.2 kImol! (see text

PSee Ref. 72. The experimental density was computed from the lattice constants.

‘See Refs. 65 and 99.

dSee Ref. 91. Because the oxygen coordination deviates from perfectly tetratuédrall(628, instead of 1.633the nearest neighbor distance is not the same

in all directions.
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FIG. 6. Comparison between the OO radial distribution functions obtained=IG. 7. Comparison between the OH radial distribution functions obtained
with the models SPC, SPC/E, SPCIL, TIP3P, TIP4P, TIPSP, and MCDHO.with the empirical models SPC, SPC/E, SPCIL, TIP3P, TIP4P, TIP5P, and
MCDHO. After the dip at a distance corresponding to the lattice constant
the distribution attains a value of 1.
From Table V it can be seen that the three- and four-site
models slightly underestimate the lattice energy, while TIP5P
and MCDHO slightly overestimate it. However, the agree-‘on-the-fly” potential® The large value assumed for the wa-
ment with the experimenta”y determined value is quite re.ter molecule in ice |ﬁ6'87 from the tetrahedral coordination
markable, as none of them was fitted to the properties of icedf the oxygens,/ HOH=109.47°, was under debate for
In fact, MCDHO should be expected to perform well in this Some time®~*° Nevertheless, the value deduced from a re-
respect, because it accounts explicitly for nonadditive efcent analysis of single-crystal neutron diffuse scattéfiig
fects, whereas the empirical models account for them in a@nly £HOH=105.1°, even smaller than the liquid-phase
average manner. ThUS, the good reproduction of the ener@"lgle. This seems inconsistent, as one would eXpeCt that the
of ice suggests that most of the nonadditive effects are alydrogen-bond network in ice induces a larger widening of
ready present in liquid water. the molecule than in the liquid. Considering that the mea-
Though the O—0 distances and lattice constants obtainegHrements in solids present less difficulties than those in lig-
from the empirical models are shorter than the experimentalids, the solid-phase angle should be more accurate and the
values, thec/a ratio remains in good agreement with experi- liquid-phase angle should be expected to be smaller or at
ment. In the case of MCDHO, the agreement includes all thénost equal. Thus, the prediction of the MCDHO model is
quantities, showing the ability of the model to account forunderestimated by a mere 1%-2%, however qualitatively
collective nonadditive effects. This is not the case for theOPposite to the experimentally determined behavior. This
rigid polarizable TIP4P-FQ mod&t,which not only overes- should be compared to the prediction sfHOH=101.3°
timates the density, but produces a large fatiof c/a  Obtained with the model NCC-vif5.
=1.641. This is an example of a polarizable model with a ~ The MCDHO model predicted per-molecule average di-
worse performance than its nonpolarizable counterpart. ~ Pole moment in the liquid #8°? »=2.96 D, in agreement
The radial distribution function§RDF9 are shown in
Figs. 6, 7, and 8. The RDFs obtained from the empirical
models are shifted to the left with respect to those obtained gHH(r)

from MCDHO. Theggo(r) corresponds to the crystalline o F T | B
arrangement of the oxygens, whereasdhg(r) andgyu(r) : |H/\; J\/I mliracaratily .
show that the ordering of the hydrogens is kept only at a 8¢ '“ f\M TspoE
rather short range of the order of the size of the unit cell, as g E——
shown by the dips at distances corresponding to the lattice o IHA | WW
constantc for gop(r), anda for gyu(r). These features are 3 'H Dm0 e 4
in agreement with previous numerical simulations with the g S ERTVA V.Y /\WW\;M”
i inB2 e Tpap
NCC-vib potentiaf g “A WW
With regard to the distortion of the water molecule in ice A I“ S Ve o 3

lh (Table Vi), the MCDHO model correctly predicts the g E—— Alﬂwﬂwww
elongation of the OH bonds; however, the predicted bond 3 “ Mm\ MODHO
angle, ~ HOH=103.8°, is smaller than in the gas phase 0, p A T s 10

/HOH=104.52°, though larger than the prediction in the r/A

liquid ~HOH=102.7°. The value determined from a neu- G 8 C son bet the HH radial distribution functi btained
. . . . . sy . O. omparison petween the radial distripution runctions obtaine

tron diffraction experimefit for the molecule in the liquid is i COECR Aol Ga e SpeE, SPCIL, TIP3P, TIPAP, TIPSR, and

va HQH= 106.1° ;- Whig? is also prediCte_d by. quantum me-ycpHo. After the dip at a distance corresponding to the lattice conatant
chanical calculatiof¥$®and by a simulation with a quantum  the distribution attains a value of 1.
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TABLE VI. Deformation and polarization of the water molecule in ice lh. Comparison to experiment of MCDHO predicted values.

(rown Ar oy {ram) Arpy /. HOH " Aup

(pm) (pm) (pm) (pm) (degrees (D) (D)
MCDHO 99.4 0.3 156.4 0.4 103.8 3.25 0.09
Experimentdl 99.7 oo 163.0 ‘e 105.1 3.00 “ee

4ntramolecular geometry from Ref. 91, experimenffat20 K, and dipole moment from Ref. 99.

with recent experiment¥t®3and theoretical evaluations that erate two other simplified versions, both with the average ice
show this dipole moment to yield the right dielectric Ih geometry and one of them with the average dipole mo-
constanf* However, the convergence of this latter result hasment. Thus, four simplified versions are usét): MC-RG;
been recently criticized, and there is some theoretical evi- that is polarizable and has the liquid geometryy
dence that the polarizability in the liquid phase is up to 9%=98.4 pm andZ HOH=102.7°;(2) MC-RC,, nonpolariz-
smaller than in the gas pha¥e® Thus, the correct value able with the same geometry and a fixed dipgle
remains an open question. =2.96 D; (3) MC-RGC,,, polarizable with the ice Ih geom-
The MCDHO result for the molecule in ice Ih ia  etry, rou=99.4pm and ~HOH=103.8°; and (4)
=3.25D, close to that obtained with the NCC-vib motfel, MC-RG,pn, Nonpolarizable with ice Ih geometry and a fixed
and to the upper bound derived from the experimental elecdipole .= 3.25 D. The results are shown in Table VII.
tric permittivities99 for ice VI, that is partly orientationally The two versions with the ice Ih geometry produce vir-
ordered. For ice Ih the corresponding experimental evaluagally the same results as the polarizable and flexible model,
tion lies betweenu=2.45 and 3.00 D. However, the deriva- jn agreement with the conclusion of Ref. 62 that a simplified,
tion of these values neglects the contributions to the dielecrigid, and nonpolarizable model can be reliably used in nu-
tric constant of multipole moments higher than the dipole.merical simulations, provided that the intramolecular geom-
Instead, a recent study using an induction m8tleind in-  etry and polarization are consistent with the intermolecular
cluding moments up to hexadecapole, found the average pefyeractions. The good performance of the TTM2-R model,
molecule dipole to bex=3.09D in ice Ih. Thus, the hich keeps the gas-phase geometry, seems to contradict this
MCDHO value is overestimated by only 5%. A further con- concjysion. However, the effects of intramolecular geometry
sideration to be taken into account is that the inductiony e included in the parameters of this latter mddel.
model includes only electronic polarizability, whereas the 1o rigid, nonpolarizable MC-Rg; version yields a low
simulation with MCDHO also includes the effect of the elon- o iy byt the results obtained with the polarizable version
gation of the O—H bonds. At any rate, the MCDHO resultwith the liquid geometry, MC-RG are in excellent agree-

that the molecular dipole moment in ice 1,=3.25D, IS ot with experiment, even better than those of the polariz-
~15% higher than in the cyclic hexarlrjtfru=2.80 D.1SIN aple and flexible model. This is fortuituous, as the simula-
agreement with a receab initio study. tions do not include any quantum correction to
intermolecular vibrations and librations. Nevertheless, the
comparison shows that while the intramolecular geometry
It has recently been foufitithat simplified versions of does not change significantly from the liquid to the solid, a
MCDHO having the liquid-phase average geometry and dimere 1% in the elongation of the O—H bonds, but the polar-
pole moment perform rather well in simulations of liquid ization does: the average per-molecule dipole moment of the
water. In this subsection we use the same approach to geMC-RC model isx=3.21 D, that is 1% lower than MC-FC,

C. Simulations with simplified models

TABLE VII. Comparison to experimental data of the densities (kg®jn the potential energied U = Ujce— U gos (kI mol” 1), the average O—O distances
(pm), the lattice constanta andc (pm), and thec/a ratio, predicted for ice Ih af =0.15 K by rigid and nonpolarizable models derived from MCDHO, and
by theab initio model TTM2-R?

Model P —AUP (rooda {rooe a c cla
MC-FC 941 60.1 274.7 274.4 448.4 730.8 1.630
MC-RC 931 59.9 275.7 275.4 450.0 733.6 1.630
MC-RGp 902 58.9 278.6 278.4 454.8 740.8 1.629
MC-RC, 941 60.1 274.8 274.5 448.0 731.3 1.632
MC-RCpin 942 60.1 274.8 274.4 448.1 730.7 1.630
TTM2-R 942 61.5 e e 447.8 731.3 1.633
Experimental 933 58.8' 275.3 274.6 449.F 732.F 1.628
aSee Ref. 79.
bFor the MCDHO-derived models a correction was applied to the energy, with an estimate of the change in intramolecular zero-point energy of 1.2 kJ mol

(see texk

‘See Ref. 72. The experimental density was computed from the lattice constants.

ISee Refs. 65 and 99.

°See Ref. 91. Because the oxygen coordination deviates from perfectly tetratuddrall(628, instead of 1.633the nearest neighbor distance is not the same
in all directions.
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but 8% higher than the liquid phase valye=2.96 D. As lar flexibility have to be taken into account, and the intermo-

stated in the previous subsection, the actual value of the pelecular parameters should be fitted to the simplest pair inter-
molecule dipole moment in condensed phases is not yet wedfictions. As a consequence, numerical simulations with truly
established; but our results show that the high values w&ansferable models require an adequate handling of the vari-
obtain are consistent with a good description of the energe®us effects that are parametrized away in empirical effective

ics and structure of condensed phases. potentials: long-range interactions, energetic costs of in-
tramolecular deformations and polarization, and quantum ef-
VI. DISCUSSION fects due to intramolecular and intermolecular vibrations.

This also affects classical simulations with quantum force
In this work we showed how to implement flexible con- fjg|ds.

straints in numerical simulations with the Monte Carlo In this and previous works, we have shown how to treat
method, and obtained results in agreement with previougtramolecular flexibility in a thermodynamically correct
simulations with molecular dynamics. We then used th&yay. However, the quantum effects of intramolecular vibra-
method with the flexible and polarizable MCDHO model 10 tions have been neglected in our simulations. Work is in
compute the density of liquid water under ambient condi-progress to include them within the Feynman—Hibbs ap-
tions, where we found only rather small differences amongyroach.
the results of simulations with versions of the model that  one of the most stringent tests for flexible and polariz-

were fully flexible, flexibly constrained, and rigidly con- aple models is how well they reproduce the phase diagram of
strained. _ _ water, and MC techniques can be used to study the liquid—
Opposite to many other polarizable models, MCDHOyapor interfacé® Work is also in progress in this direction,
produces a description of the liquid that is almost as good agp( preliminary results from histogram reweighting MC
that obtained from an empirical model, TIP5P, that was fittedsjmuylations yield a critical temperature of the MCDHO
precisely to reproduce the experimental data of the liquidnodel that is in fairly good agreement with the experimental
under ambient conditions. The MCDHO model slightly OVer-yalue, T,=647 K: between 550 and 570 K for MC-FF; be-
estimates the density and the structure, and underestimatggeen 650 and 670 K for MC-RCambient liquid water ge-
the vaporization enthalpy. ometry), and between 620 and 640 K for MC-FC; all of them
Two types of systems were used to show that MCDHOith a critical density close to the experimental valpg
performs better than empirical models in describing water—31¢ kgm 3. Though further analysis is needed, and will
under conditions other than ambient: hexamers and ice Ithe published elsewhere, it is already clear that the method of

We found that empirical models do produce various differenfjexible constraints is required for a correct classical simula-

conformations with energy differences similar to those ob+jgn with a flexible model.

tained fromab initio calculations. Three-site models, though,

were unable to yield the prism configuration. In all cases, the

models produced hexamers more closely packed than the’??’CK'\IOWI‘EDGMENTS
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