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Abstract

We consider two optimization problems in thermal insulation: in both cases the
goal is to find a thin layer around the boundary of the thermal body which gives
the best insulation. The total mass of the insulating material is prescribed.. The
first problem deals with the case in which a given heat source is present, while in the
second one there are no heat sources and the goal is to have the slowest decay of the
temperature. In both cases an optimal distribution of the insulator around the thermal
body exists; when the body has a circular symmetry, in the first case a constant heat
source gives a constant thickness as the optimal solution, while surprisingly this is
not the case in the second problem, where the circular symmetry of the optimal
insulating layer depends on the total quantity of insulator at our disposal. A symmetry
breaking occurs when this total quantity is below a certain threshold. Some numerical
computations are also provided, together with a list of open questions.
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1 Introduction

Insulation problems will represent some of the crucial research fields in the next future,
being related to energy saving, pollution control, environment improving. Several sciences
are involved in this topic: Civil Engineering for the design of new buildings with more
efficient energy consumption, Physics and Chemistry for the research on new material with
better insulating properties, Mathematics for the study of the partial differential equations
involved in the heat conduction in the presence of insulating regions.

In this short note we present two problems related to optimal insulation; in both cases
a domain Ω of Rd is given, we assume it is a bounded open set with a regular boundary
∂Ω. For simplicity we assume that Ω is a conducting domain with a constant conductivity
coefficient, that we assume equal to one. The goal is to distribute around ∂Ω a layer Σ
of insulating material in some efficient way; the optimality criterion we use is described
later. We describe the layer Σ by means of the tangential and normal coordinates on ∂Ω:

Σε =
{
σ + tν(σ) : σ ∈ ∂Ω, 0 ≤ t < εh(σ)

}
,

where ν(σ) is the exterior normal versor to ∂Ω at the point σ and the function h describes
the variable thickness. The index ε describes the average thickness of the layer and is
taken very small (for a house of several meters of diameter the thickness of the insulating
layer is usually of few centimeters). The conductivity coefficient of the insulating material
in the layer Σε is taken very small too, we denote it by δ. Finally, we assume that the
temperature is zero outside the set Ω ∪ Σε

The two problems we deal with are described below in a precise mathematical form.
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Problem 1. We put in Ω a heat source f ∈ L2(Ω); after waiting enough time the
temperature u(t, x) approaches the stationary temperature u(x) that is the solution of the
elliptic equation with transmission conditions at ∂Ω

−∆u = f in Ω

−∆u = 0 in Σε

u = 0 on ∂(Ω ∪ Σε)

∂u−

∂ν
= δ

∂u+

∂ν
on ∂Ω .

(1.1)

Equivalently, the stationary temperature u can be seen as the solution of the minimum
problem on H1

0 (Ω ∪ Σε) for the energy functional

Eε,δ(u) =
1

2

∫
Ω
|∇u|2 dx+

δ

2

∫
Σε

|∇u|2 dx−
∫

Ω
fu dx . (1.2)

The PDE (1.1) is indeed the Euler-Lagrange equation of the minimum problem related to
the cost functional (1.2). Denoting by u the solution of the PDE (1.1) (or of the variational
problem for the energy (1.2)) a multiplication by u in (1.1) and a standard integration by
parts allows us to write the minimum of the energy functional (1.2) in the form

min
H1

0 (Ω∪Σε)
Eε,δ = −1

2

∫
Ω
fu dx .

Note that, when the heat sources are uniformly distributed, the minimization of the energy
functional above corresponds to the maximization of the average temperature.

The optimization problem we deal with consists in the optimal choice of the shape
of the insulating layer Σε around ∂Ω once the total amount of insulating material is
prescribed. Stressing the dependence on h of the energy functional and denoting by E(h)
the quantity

E(h) = min
H1

0 (Ω∪Σε)
Eε,δ

our first optimization problem can be written in the form

min
{
E(h) : h ∈ Hm

}
where Hm denotes the class of admissible choices

Hm =

{
h : ∂Ω→ R, h ≥ 0,

∫
∂Ω
h dHd−1 = m

}
. (1.3)

This applies for instance to the thermal insulation of an house (see Figure 1) or of a pipe
(see Figure 2). One of the most crucial questions in this field is: “which parts have to be
more protected?” For instance, in a radially symmetric body (like an igloo, see Figure 3),
should we put a layer of insulating material with a constant boundary thickness?

Problem 2. The second problem that we consider deals with a domain Ω as above,
with a fixed initial temperature u0 and without any heat source. In this case the temper-
ature decays to zero and our goal is to put the insulating material around Ω in order this
decay be as low as possible. This applies for instance to the thermal insulation of a coffee
pot, see Figure 4.
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Figure 1: The thermography of a house (photo by Lutz Weidner on com-
mons.wikimedia.org).

Figure 2: The thermal insulation of a pipe (photo by Sönke Kraft aka Arnulf zu Linden
on commons.wikimedia.org).
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Figure 3: The thermal insulation of an igloo by a layer of snow (photo by David McKelvey
on www.flickr.com).

Figure 4: The thermal insulation of a coffee pot (photo by Gail Thomas on
www.flickr.com).
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By the Fourier analysis of the corresponding heat diffusion equation, the decay of the
temperature goes as e−tλ, where λ is the first eigenvalue of the elliptic operator written
in the weak form as

〈Au, φ〉 =

∫
Ω
∇u∇φdx+ δ

∫
Σε

∇u∇φdx ∀φ ∈ H1
0 (Ω ∪ Σε) .

Therefore, indicating by λ(h) the first eigenvalue above, stressing its dependence on the
function h, Problem 2 reduces to the minimization problem

min
{
λ(h) : h ∈ Hm

}
, (1.4)

where Hm is the class of admissible choices introduced in (1.3).

2 The asymptotic problem

In order to simplify the questions illustrated in Section 1 we consider the asymptotic model
when both the thickness ε of the insulating layer, as well as the conductivity coefficient δ
of the insulator tend to zero. The identification of the limit problem goes back to [15] (see
also [16]), a more general variational framework was considered in [2] and its formulation
in terms of Γ-convergence can be found in [1]. We summarize the results in this last point
of view by considering the functionals

1

2

∫
Ω
|∇u|2 dx+

δ

2

∫
Σε

|∇u|2 dx u ∈ H1
0 (Ω ∪ Σε) .

• When ε� δ the limit problem is the Dirichlet one, related to the functional

1

2

∫
Ω
|∇u|2 dx u ∈ H1

0 (Ω) .

• When ε� δ the limit problem is the Neumann one, related to the functional

1

2

∫
Ω
|∇u|2 dx u ∈ H1(Ω) .

• When ε ≈ kδ with k > 0 the limit problem is a Robin type problem, related to the
functional

1

2

∫
Ω
|∇u|2 dx+

1

2k

∫
∂Ω

u2

h
dσ u ∈ H1(Ω) .

In the rest of this article we are in the framework of the last situation. We can
reformulate now Problems 1 and 2 in their asymptotic form, as ε and δ go to zero, with
k ≈ ε/δ.

The asymptotic form of Problem 1 becomes now

min
{
E(h) : h ∈ Hm

}
(2.1)

where Hm is given in (1.3) and E is the asymptotic energy

E(h) = min

{
1

2

∫
Ω
|∇u|2 dx+

1

2k

∫
∂Ω

u2

h
dσ −

∫
Ω
fu dx : u ∈ H1(Ω)

}
.

5



The Euler-Lagrange equation of the minimum problem above is−∆u = f in Ω
1

k
u+ h

∂u

∂ν
= 0 on ∂Ω .

Denoting by uh its solution, multiplicating both sides by uh and integrating by parts gives
that

E(h) = −1

2

∫
Ω
fuh dx .

Analogously, the asymptotic form of Problem 2 is given by

min
{
λ(h) : h ∈ Hm

}
(2.2)

where λ(h) is the first eigenvalue of the elliptic operator written in a weak form as

〈Au, φ〉 =

∫
Ω
∇u∇φdx+

1

k

∫
∂Ω

uφ

h
dσ ∀φ ∈ H1(Ω) .

Equivalently, λ(h) can be written in terms of the Rayleigh quotient

λ(h) = min


∫

Ω
|∇u|2 dx+

1

k

∫
∂Ω

u2

h
dσ∫

Ω
u2 dx

: u ∈ H1(Ω), u 6= 0

 .

3 Energy optimization

The optimization problem (2.1) is a double minimization problem:

min
h∈Hm

min
u∈H1(Ω)

{
1

2

∫
Ω
|∇u|2 dx+

1

2k

∫
∂Ω

u2

h
dσ −

∫
Ω
fu dx

}
;

interchanging the two minima we have that for every u ∈ H1(Ω) which does not identically
vanish on ∂Ω the best choice for h is

h = m
|u|∫

∂Ω |u| dσ
,

while the choice of h is irrelevant when u ∈ H1
0 (Ω). This reduces the minimization problem

(2.1) to

min

{
1

2

∫
Ω
|∇u|2 dx+

1

2km

(∫
∂Ω
|u| dHd−1

)2
−
∫

Ω
fu dx : u ∈ H1(Ω)

}
. (3.1)

The problem has been studied in [7, 4]; we summarize here the results.

Theorem 3.1. Assume Ω is connected. Then the functional

F (u) =
1

2

∫
Ω
|∇u|2 dx+

1

2km

(∫
∂Ω
|u| dHd−1

)2

is strictly convex on H1(Ω), hence for every f ∈ L2(Ω) the minimization problem (3.1)
admits a unique solution ū. Thus the optimal function hm for problem (2.1) is given by

h = m
|ū|∫

∂Ω |ū| dσ
.
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By uniqueness, if Ω = BR in Rd and f = 1 the optimal solution ū above is radial:

ū(r) =
R2 − r2

2d
+

km

d2ωdRd−2
,

hence, the optimal thickness hm is constant.
If Ω is not connected the optimal insulation strategy is different. Let Ω = BR1 ∪ BR2

in Rd (union of two disjoint balls), and f = 1. Then:

• if R1 = R2 = R any choice of hm constant around BR1 and on BR2 is optimal;

• if R1 6= R2 then the optimal choice is to concentrate all the insulator around the
largest ball, with constant thickness, leaving the smallest ball unprotected (see Figure
5).

Figure 5: Optimal insulation of a domain composed by two disjoint balls of different
radius.

The numerical computation for Ω =]0, 1[×]0, 1[, f = 1, and k = 1 gives the following
outputs for various values of m.

Figure 6: Optimal energy insulation of ]0, 1[×]0, 1[ with m = 1 and m = 2.
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It is interesting to study the behavior of hm when m→ 0. This was analyzed in [12],
where it is shown that the rescaled functions hm/m weakly* converge as measures to a
probability measure concentrated on the set where the normal derivative ∂u0/∂ν reaches
its minimal value, being u0 the solution of the Dirichlet problem

−∆u = f, u ∈ H1
0 (Ω).

For instance, when Ω is a square, the region of concentration of hm/m consists of the four
middle points of the sides.

4 Eigenvalue optimization

The second optimization problem (2.2) looks very similar to the first one; however, its
solutions behave in a quite different way. This problem has been raised in [13]; in particular
the question if, in the case Ω a ball the optimal h is constant, was raised in [10]. In that
paper, the authors claimed this symmetry result; however they overlook a point in the
proof, that works only if the total quantity m of insulator is large enough. In [4] a
complete proof was provided, and surprisingly, for small m there is a symmetry breaking
phenomenon, as specified below.

As done for problem (2.1), problem (2.2) is a double minimization problem as well; by
the same procedure of Section 3 we find that the optimal function hm is given by

hm = m
|ū|∫

∂Ω |ū| dσ
, (4.1)

where ū solves the auxiliary variational problem

min

{∫
Ω
|∇u|2 dx+

1

km

(∫
∂Ω
|u| dHd−1

)2
: u ∈ H1(Ω),

∫
Ω
u2 dx = 1

}
. (4.2)

Theorem 4.1. For every Ω there exists a solution hm to the optimization problem (2.2).
If Ω = BR there exists a threshold m0 > 0 such that:

• if m > m0 ū is radial, hence hm is constant;

• if m < m0 ū is not radial, hence hopt is not constant.

The threshold value m0 is determined as the unique m such that λm = Λ, where

λm = min

{∫
Ω
|∇u|2 dx+

1

km

(∫
∂Ω
|u| dHd−1

)2
: u ∈ H1(Ω),

∫
Ω
u2 dx = 1

}
,

while Λ is the first nonzero Neumann eigenvalue

Λ = min

{∫
Ω
|∇u|2 dx : u ∈ H1(Ω),

∫
Ω
u2 dx = 1,

∫
Ω
u dx = 0

}
.

When the dimension d = 1 no symmetry breaking occurs. In fact, in this case, the
first nonzero Neumann eigenvalue Λ coincides with the first Dirichlet eigenvalue Λ0 and
so λm < Λ for every m.

Below are some numerical outputs for Ω the unitary disc in R2 and k = 1, for various
values of m. The plots show the first eigenfunction, solution of the minimum problem
(4.2); the boundary insulator thickness is proportional to it, by (4.1).
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Figure 7: Optimal eigenvalue insulation of the unitary disc with k = 1, for m = 1 and
m = 2.

5 Some open problems

In the presentation above we always considered Ω fixed; however it would be very interest-
ing to study the shape optimization problems related to problems 1 and 2. More precisely,
denoting by E(Ω) and by λ(Ω) the minimal values of problems 1 and 2

E(Ω) = min

{
1

2

∫
Ω
|∇u|2 dx+

1

2km

(∫
∂Ω
|u| dHd−1

)2
−
∫

Ω
fu dx : u ∈ H1(Ω)

}
,

λ(Ω) = min

{∫
Ω
|∇u|2 dx+

1

km

(∫
∂Ω
|u| dHd−1

)2
: u ∈ H1(Ω),

∫
Ω
u2 dx = 1

}
,

the two shape optimization problems read as

min
{
E(Ω) : |Ω| = M

}
,

min
{
λ(Ω) : |Ω| = M

}
.

The problems above look very difficult and we do not have at the moment existence
results of optimal shapes. It would be very interesting to prove (or disprove) the following
facts.

• In the case of energy show that an optimal shape exists.

• In the case of energy show that the optimal shape is a ball. We can actually prove
that the ball is stationary with respect to smooth perturbations of the boundary.

• In the case of eigenvalue, in dimension d = 2, show that an optimal shape exists. If
d ≥ 3 it is easy to see that, taking Ω as the union of many disjoint small balls, the
value λ(Ω) can be made arbitrarily close to zero.

• In the case of eigenvalue, in dimension d = 2, the optimal shape is a ball if m is
large (m > m0).

• In the case of eigenvalue, in dimension d = 2, characterize the optimal shape (if any)
when m is small (m < m0). We can prove that if m < m0 the ball cannot be optimal,
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actually it is even not a stationary domain with respect to smooth perturbations of
the boundary.

Acknowledgements. We wish to thank Beniamin Bogosel for the help provided in
the numerical simulations.
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