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Abstract

LIDAR (Light detection and ranging) systems are
able to provide preview information of wind distur-
bances at various distances in front of wind tur-
bines. This information can be used to improve
the control of wind turbines. This paper compares
a predictive feedforward control structure combined
with common PI controllers to a baseline controller
and to an H., approach showing the advantage
of look-ahead control to reduce wind turbine loads.
The control design is verified by simulations with a
turbulent wind field and a full nonlinear model of the
wind turbine.
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1 Introduction

Reducing loads by control is an important issue
for wind energy since atmospheric turbulence pro-
duces fatigue and extreme loads which are the main
design driver for large wind turbines. But in terms
of control theory, transients such as gusts, varying
shears and directional changes in the inflow wind
field represent an unknown disturbance. Conven-
tional feedback controllers can compensate such
excitations only with a delay since the disturbance
has to pass the entire wind turbine dynamics before
showing its effects in the outputs and since the ac-
tuators need time to react. This usually results in
undesired loads for the wind turbine and high actu-
ator rates.

In [1] it has been shown that loads and pitch rates
can be reduced significantly with a predictive feed-
forward control strategy as an extension to a com-
mon collective pitch controller, assuming perfect
measurements of the inflow wind field and us-
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ing Taylor’s frozen turbulence hypothesis. But the
collective pitch control cannot compensate for the
asymmetric loads caused by vertical or horizontal
wind shear. In [2] an H., preview feedforward con-
trol assuming highly idealized, rotating wind mea-
surements shows significant improvements in load
mitigation with reasonable pitch rates. However, the
results using wind measurements in three station-
ary points show that without further optimization the
advantage, compared to a controller based only on
turbine feedback, disappears.

This work illustrates that the improvement by the
knowledge of future inflow wind fields still persists
if a simple and robust control strategy is used com-
bined with realistic simulation of LIDAR measure-
ments. Here, the look-ahead control introduced in
[1] is extended to cyclic pitch control with common
Pl controllers as presented in [3] and compared with
a baseline controller and an H., approach to es-
timate the advantage of look-ahead control to re-
duce wind turbine loads. Furthermore some effort
has been undertaken to reduce the complex distur-
bance to useable wind characteristics and extract
them realistically from a wind field by simulating in-
flow measurements with LIDAR.

This paper is organized as follows: Section 2 deals
with the modeling of the wind inflow and turbine.
Section 3 describes the simulated LIDAR measure-
ments and in Section 4 different controllers were
designed. Simulation results with the full nonlinear
model and a full-field stochastic wind are shown in
Section 5 and Section 6 concludes the paper.

2 Modeling of Wind Disturbance
and Turbine

Wind turbines are normally simulated with aeroelas-
tic models and achieve good correlation with reality
[4]. The wind disturbance is generally a stochastic
vector field in a Cartesian or polar grid. But com-
plex turbine models with these multi-dimensional
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Figure 1: Reduced wind disturbance and consid-
ered modes of a wind turbine.

disturbance inputs are unsuitable for controller de-
sign. The challenge of this section is to reduce the
wind disturbance and wind turbine to simpler mod-
els which can be used for controller design, but still
result in controllers that can be successfully evalu-
ated with a full aeroelastic model and turbulent wind
fields.

2.1 Modeling of the Wind Disturbance

The turbulent wind disturbance (see Figure 1) is re-
duced to the disturbances vector dygy, which is de-
fined as follows

:|T

domv = [vo 0m dv]

where vg is the horizontal hub-height wind speed
and dy and dy are the horizontal and vertical shear,
respectively. Thus the wind input vector v,,q de-
pends on its horizontal and vertical position (y,z):

vo + 0y + dyz
Uwind(ya Z) = 0 . (1)
0

By this spatial turbulence and misalignment of the
turbine are neglected, but dyyy can be used for
feedforward control.

2.2 The nonlinear model

The H.-optimal individual pitch control needs a lin-
ear time-invariant (LTI) design model including the
most relevant modes for the control problem. The
LTI model is derived from an azimuth dependent
nonlinear model considering the rotor motion, first
flapwise bending modes of each blade and the first
tower fore-aft bending mode as depicted in Fig-
ure 1.

The nonlinear aeroelastic equations of motion for

the modeled wind turbine with the above mentioned
modes can be written as follows (see [5])

M (qvuat)q+ f (Qaq.vuadOHVat) =0
y="h(g.q1t), (2

where f and h are nonlinear function vectors, M is
the mass matrix, ¢ is time, and ¢ is the vector of the
considered tower fore-aft bending mode ¢r, rotor
azimuth angle ¢ and flapwise bending modes ¢,
of each blade:
T
q= [QT Y qrm qFm QFlbs}

The disturbances vector dygy is modeled as de-
scribed in Section 2.1 and the control inputs u are
the pitch angles 6; of each blade:

’U,:[(gl 92 93}T

The considered outputs are the rotor speed ¢ and
the flapwise bending moments of each blade Mgy;,;:
. T

y=[¢Y Mpru1 Mpwz Mpps)

Compared to the more complex model of Section 5
only five modes are modeled out of 19.

2.3 The decoupled LTI model

A linear time-invariant (LTI) model is obtained by
linearization of (2) and a multi-blade coordinate
transformation on the periodic wind turbine model
(see Figure 2 and [6]).
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Figure 2: LTI system.

With further simplifications (see [7]) this system
can be decoupled:
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where D is the damping, S the stiffness, F' the con-
trol input, Fy the wind input, C, the velocity output
and C, the displacement output matrix denoted with
0 referring to the horizontal hub-height wind speed
and H and V referring to the horizontal and vertical
wind shear.

The matrices of the HV subsystem can be orga-
nized in the usual state space representation

iy = Azgy + Bidgy + Baugy
yuv = Coxpgy + Dordpyv + Dagupy, (4)

. . 4T
where the state vector is zyv = [quv  quv]
The model is stable with minimum-phase behavior.

3 Simulated LIDAR
measurements

In Section 2.1 the complex wind field disturbance
has been reduced to a horizontal wind speed at
hub height and horizontal and vertical shear. To
get a more realistic estimate from the frequency
domain in which these wind characteristics can
be predicted, measurements are simulated with
the LIDAR simulator presented in [8]. A circle is
swept in 2.4 s with 12 points in each of five different
distances and was chosen for the trajectory (see
Figure 3).
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Figure 3: Scope of nacelle based pulsed LIDAR
measurements.

This trajectory was realized by the LIDAR system
developed by the SWE installed on the nacelle of
a 5 MW turbine [9]. In the simulation, effects as
collision of the laser with the blades, volume mea-
surement and mechanical constrains of the scan-
ner from data of the real experiment are considered
to obtain realistic measurements. For instance the
same loss of circa 30% points could be observed in
the simulation and in the measurements due to the
collision with moving blades.

Taylor’s frozen turbulence is assumed, both in the
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Figure 4: Coherence between the simulated and
perfect LIDAR measurements.

simulation of the measurements and the wind field
reconstruction. As LIDAR systems measure only
the wind speed in line-of-sight direction, the 3D
wind vector is reconstructed using the assumption
of perfect alignment with the wind. From the simu-
lated measurements, dygy IS obtained online with
least squares methods over the last 12 measure-
ments and equation (1). Figure 4 shows the co-
herence between the effective wind speed from
the simulated and perfect measurements. A good
correlation can be observed for frequencies below
0.1 Hz and therefore the signals for the feed-forward
control update are filtered by a low pass filter (2nd
order, cut-off frequency 0.1 Hz) to avoid incorrect
control action caused by inaccurate predictions. It
is also convenient to filter out frequencies above
0.1 Hz because of the validated frequency domain
of Taylor’s frozen turbulence theorem ([10],[11]).

4 Controller Design

The used control structure is depicted in Figure 5.
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The baseline Pl controller controls the rotor
speed . The turbine is operated above rated wind



condition and the torque controller maintains con-
stant power. The second controller combines the
baseline Pl with an H,, controller for the H and V'
feedback part to minimize the blade root bending
moment. The third option is the baseline controller
with two PI controllers for the H and V part and a
look-ahead extension for all three.

4.1 Baseline controller

The baseline controller is implemented based on
[12]: To mitigate high-frequency excitation of the
control systems, the rotor speed measurement is fil-
tered for all controllers using a single-pole low-pass
filter with a corner frequency of 0.25 Hz. Then the
collective blade pitch angle command is computed
using a gain-scheduled PI controller on the speed
error between the filtered and the rated rotor speed.

4.2 H., controller

Linear time-invariant (LTI) multi-input/multi-output
(MIMO) systems P with state space descriptions

x(t) A B Bz [x(t)
2(t)| = |C1 Du Dia| |w(t) 5)
y(t) Co Dy Dy |ult)

are considered, to find an H..-controller K (see
Figure 6), where the variables denote states x €
R™, reference signal and exogenous disturbance
w € R%, control inputs u € R%, performance out-
puts z € RP* and measurements y € RP2, This
description may include static or dynamic weighting
factors. Assumptions on the system are stabilizabil-
ity of (A, Bz) and detectability of (A,C>). The ex-
ogenous disturbances are allowed to be elements
of £I', which is the Hilbert space of right-sided
square integral signals s(¢) with the norm

Islle, =

/ s(t)Ts(t)dt

0

This means that the signals are of finite energy.
The Ls-induced norm or energy gain between ex-

ogenous inputs w and performance outputs z of the
system operator 7' : L3 — £ is defined as

Tw L
1Tl caming = sup ALz,
0<w<oo |lWllc,

For an LTI operator or transfer function, the Lo-
induced norm is equivalent to the maximum sin-
gular value & of the transfer function of the sys-
tem, which is the systems H..-norm [13]. The goal
for H., controller design is to find a controller K
that internally stabilizes the closed loop and min-
imizes its H..-gain from external disturbance sig-
nals w (i.e. wind) to the desired performance output

K

Figure 6: PK-structure used for H.-control design.

z (i.e. blade root bending moment). The usefulness
of the H..-approach results from the possibility of
closed loop shaping. Desired closed loop proper-
ties, such as no steady state error, bandwidth or
robustness, can be directly considered. Dynamical
H.-output feedback controllers can be efficiently
computed via semi-definite programming and stan-
dard solvers [14]. The individual pitch H., con-
troller should compensate the horizontal and verti-
cal blade root bending moments and guarantee ro-
bustness in face of uncertainties in the aeroelas-
tic coefficients. To design such a controller for the
model given in (4), a classical mixed sensitivity ap-
proach is used with weighting functions to shape
the sensitivity S and to penalize the control signal

WsS
| wecks <
where the inverse of Wy and W exhibit the de-
sired shape, respectively upper bounds of S and
K S. The resulting stable ., controller has an or-
der of n = 6.

4.3 Look-ahead controller

The block diagram in Figure 7 illustrates the used
look-ahead control schema for a general control
problem.

Here the output y of the system ¥ is influenced by
two signals: the control input » and the disturbance
d. Then the system X can be divided into two sub-
systems, ¥, and X,4. In a basic control loop - if no
feedforward is used - the feedback controller Xrp
is responsible for reference signal tracking and dis-
turbance rejection.

If d is forwarded by ¥ rr and added to the feed-
back controller output urpg, theoretically a perfect
compensation of the disturbance can be reached
with ¥ pp = =X, 1%,4. In this case the feedback
controller Xy is responsible for reference signal
tracking only and ¥ for disturbance compensa-
tion. For the pitch control problem this separation is
convenient, because the control task is to compen-
sate the wind disturbance and the reference signals
are constant.

In practice, the perfect compensation can often not
be achieved or is not robust due to model uncer-
tainties as in the case of the nonlinear wind turbine



model.
Therefore, in [1] a static compensation was pro-
posed

?FF = Uss (dss)a
which is the static value w4, of the system input sub-
ject to the static disturbance dss. The static com-
pensation is combined with a prediction: the dis-
turbance d is applied in advance by the prediction
time shift 7. The appropriate prediction time 7 de-
pends on the difference in the relative degrees of
Yyq and X,,,. Stability of the control loop is neither
influenced by the added static feed-forward control
nor by the time shift, because none of the newly im-
plemented blocks is part of the closed control loop
and no additional poles were introduced [15].
In the case of pitch control, ¥, has a higher rel-
ative degree, because pitch angles have a delayed
impact on the rotor speed compared to the wind dis-
turbance due to the pitch actuator dynamics. There-
fore a prediction time 7 shifts the disturbance signal
in time in such a way that the pitch moves earlier.
In the presented case a time shift of 0.7 s was used
to overcome the pitch dynamics. Due to the LIDAR
measurement in front of the rotor plane this predic-
tion is possible.
The static functions for the feedforward part of the
look-ahead controller can be obtained from simula-
tions or from modeling.
For the asynchronous part, (3) is used with &gy =
0 and ygy = 0, because the feed-forward input
upr, v 1S designed to compensate influences from
dgv 10 ygyv in the steady state. The same idea
is used in the disturbance accommodating control
(DAC) proposed in [16]. As the system is strictly
proper and due to the simplifications, the follow-
ing relation is obtained where the (x)™ symbol in-
dicates the application of the Moore-Penrose pseu-
doinverse:

0
Uss, v = — By Bidss gy = [gé{ gv] dss, v (6)

For the synchronous part, the nonlinear function
uss,0(dss,0) Of the static collective pitch over static
wind speed is used. This function can be obtained
by simulation with the nonlinear model and is docu-
mented in [12].

Altogether only the two gains gy and gy, the pre-
diction time 7 and the static collective pitch over
static wind speed wu,s 0(dss,0) are needed to imple-
ment the proposed look-ahead control as an update
to a existing PI control structure. The advantage of
this simplicity is that in a real application these re-
quirements could be adjusted online, e.g. = could
be obtained by a cross-correlation of LIDAR mea-
surement and a wind estimate from turbine data.
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Figure 7: General control loop with look ahead con-
trol for disturbance compensation.

5 Simulation Results

Simulations are done with a stochastic full-field
wind (23 x 23 grid, At = 0.25 s) with mean velocity
16 m/s and turbulence intensity of 18% and the non-
linear model combined with the above described
controllers as depicted in Figure 8. The model as
given in [12] was extended with individual pitch
actuator dynamics (second order linear model,
pitch rate limited to 8°/s). Notch filters (butterworth,
2nd order) with stop band [0.9f;,1.1f;] are used,
where f; is the 2P and 4P frequency, respectively.
The phase shift through pitch actuator and filters is
considered in the Coleman transformation. For the
look-ahead controller the simulation was coupled
with the LIDAR simulator [8] to obtain realistic
measurements during the simulation.

It can be seen, that both the H., controller and
the look-ahead controller stabilize the nonlinear
system and lead to satisfying control performance,
decreasing the blade bending moment significantly
in comparison to the usual baseline controller, at
the expense of an increased input signal. Standard
deviation of several signals are shown in Table 1.

base- H. look-
line ahead
0(Moop1)/[MNm | 1.93 1.65 1.39
o(Myr)/[MNm | 121 126 10.7
U(l/))/[rpm] 0.25 0.25 0.12
0(91)/[ /9] 0.68 2.56 1.86

Table 1: Standard deviations from the simulation.

Results are more obvious in the frequency do-
main, see Figure 9. Both controllers reduce the
blade bending moment near the 1P-frequency (=
0.2 Hz), but only the look-ahead controller can sig-
nificantly reduce loads on tower and blades below
the 1P-frequency due to the feedforward control.
The look-ahead controller needs a higher pitch rate
near the 1P frequency, the H, over a broader band.
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Figure 8: Simulation for a turbulent wind field for the
baseline (black), the H., (dark gray) and
the look-ahead controller (light gray). The
simulated LIDAR measurements are solid
(vo light gray, 6 dark gray, dy black), the
filtered data dashed.

6 Conclusion and Outlook

In this paper a look-ahead cyclic pitch control based
on LIDAR wind field measurement has been pre-
sented. A first evaluation with simulated measure-
ments of a real LIDAR system has been given
through a comparison to a baseline and an H,
cyclic pitch controller. Load reduction on blades
and tower can be achieved by extending common
PI1 controllers with a predictive feedforward update.
The pitch dynamics are moderate compared to the
presented H., approach. The proposed structure
relies on few variables which can easily be obtained
from simulations or data analysis.

In further studies a more detailed load analysis will
be performed. For a better comparison, the base-
line will be combined with a active tower damping.
The wind model has to be extended by a wind di-
rection to compensate the effects of wind direction
changes not yet considered.
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Figure 9: Power spectral densities for the baseline
(black), the H., (dark gray) and the look-
ahead controller (light gray).
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