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In this paper we develop a numerical method for partial differential equations with changing type. Our

method is based on a unified solution theory found by Rainer Picard for several linear equations from

mathematical physics. Parallel to the solution theory already developed, we frame our numerical method

in a discontinuous Galerkin approach in time with certain exponentially weighted spaces combined with

a finite element method in space.
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1. Introduction

Following the rationale presented in the study by (Picard, 2009), most of the classical linear partial

differential equations arising in mathematical physics share a common form, namely the form of an

evolutionary problem. That is, we consider equations of the form

(∂tM0 + M1 + A)U = F, (1.1)

where F is a given source term, ∂ t stands for the derivative with respect to time, M0, M1 are bounded

linear operators on some Hilbert space H and A is an unbounded skew-selfadjoint operator in H, which

we shall identify with their canonical extensions to H-valued functions acting as abstract multiplication

operators. We are seeking for a unique solution U of the above equation. We remark here that we do

not impose initial conditions, since we consider the whole real line as time horizon, and hence, we

implicitly assume a vanishing initial value at ‘−∞’. To illustrate the setting, we begin with presenting

some examples.

Example 1.1 Let Ω ⊆ R
n an open nonempty set, where n ∈ N, but, typically n ∈ {1, 2, 3}. We define

the following two differential operators

∇0 : H1
0(Ω) ⊆ L2(Ω) → L2(Ω)n,

© The Author(s) 2018. Published by Oxford University Press. All rights reserved. This is an Open Access article distributed under the terms of
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2 S. FRANZ ET AL.

assigning each function u ∈ H1
0(Ω) its gradient, that is, the column vector of its partial derivatives in

each coordinate direction. Moreover, we set

div := −(∇0)
∗ : D(div) ⊆ L2(Ω)n → L2(Ω),

which is nothing but the operator assigning each L2 vector field its distributional divergence with

maximal domain, that is,

D(div) =
{

v ∈ L2(Ω)n :

n∑

i=1

∂ivi ∈ L2(Ω)

}
.

Since both the operators ∇0 and div are closed and skew adjoints of one another, we infer that the

operator

A :=
(

0 div

∇0 0

)
: D(∇0) × D(div) ⊆ L2(Ω) × L2(Ω)n → L2(Ω) × L2(Ω)n

is skew selfadjoint on the Hilbert space H = L2(Ω) × L2(Ω)n. Choosing M0 =
(

1 0
0 1

)
and M1 =

(
0 0
0 0

)

in (1.1), the corresponding evolutionary problem reads as

(
∂t

(
1 0

0 1

)
+
(

0 div

∇0 0

))(
u

v

)
=
(

f

g

)
.

If g = 0, this is nothing but the wave equation. Indeed, the second line then gives ∂ tv = −∇0u, and

hence, differentiating the first line with respect to time, we obtain

∂2
t u − div ∇0u = ∂ttu + div ∂tv = ∂tf .

Note that div ∇0 = ΔD is the classical Dirichlet–Laplace operator on L2(Ω).

Choosing M0 =
(

1 0
0 0

)
and M1 =

(
0 0
0 1

)
in (1.1), the corresponding problem reads as

(
∂t

(
1 0

0 0

)
+
(

0 0

0 1

)
+
(

0 div

∇0 0

))(
u

v

)
=
(

f

g

)
.

Setting again g = 0, the latter gives the heat equation. Indeed, the second line reads v = −∇0u and hence

the first line yields

∂tu − div ∇0u = ∂tu + div v = f .
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NUMERICAL METHODS FOR CHANGING TYPE SYSTEMS 3

Finally, choosing M0 =
(

0 0
0 0

)
and M1 =

(
1 0
0 1

)
in (1.1), we get

((
1 0

0 1

)
+
(

0 div

∇0 0

))(
u

v

)
=
(

f

g

)
,

which in the case g = 0 gives the elliptic equation

u − div ∇0u = f .

Remark 1.2 Note that we can treat the case of homogeneous Neumann boundary conditions in the

same way. The only difference is that we define ∇ as the distributional gradient on H1(Ω) and div0 :=
−(∇)∗. Replacing now ∇0 by ∇ and div by div0 yields the same hyperbolic, parabolic and elliptic type

problem above, but now with homogeneous Neumann boundary conditions.

Example 1.1 shows that evolutionary problems cover all three classical types of partial differential

equations, elliptic, parabolic and hyperbolic. However, also, problems of mixed type are covered as the

next example shows.

Example 1.3 Recall the setting of Example 1.1. We decompose Ω into three measurable, disjoint sets

Ωell, Ωpar and Ωhyp and set M0 =
(

χΩhyp∪Ωpar 0

0 χΩhyp

)
as well as M1 =

(
χΩell

0

0 χΩpar∪Ωell

)
. The resulting

evolutionary problem then is of mixed type. More precisely, on Ωell we get an equation of elliptic type,

on Ωpar the equations becomes parabolic while on Ωhyp the problem is hyperbolic.

Remark 1.4 The interested reader might wonder that there is no transmission condition imposed on

the unknown quantities along the interfaces of Ωell, Ωpar and Ωhyp. However, this can be implemented

automatically by being in the domain of the corresponding operator sum, as can be seen, for instance,

in the study by (Waurick, 2016, Remark 3.2), see also the study by (Picard et al., 2013, An illustrative

Example). Another example of a mixed type problem in control theory can be found in the study by

(Picard et al., 2016, Remark 6.2).

In the study by (Picard, 2009), the well-posedness of problems of the form (1.1) has been addressed.

In fact, it was shown that these problems also cover the classical Maxwell’s equations, the equations

of linearized elasticity or a general class of coupled phenomena, see, for instance, the studies by

(Mukhopadhyay et al., 2015; Picard et al., 2015; Mulholland et al., 2016). All these problems are

indeed well-posed (see Section 2 for the precise statement). The purpose of the present article is to

provide numerical methods for such problems. In this article, for the applications to follow, we will

focus, however, on problems of mixed type of the form sketched in Example 1.3. Moreover, as the

spatial discretization has to be developed for each problem separately, anyway, in this work, we will

put an emphasis on the time discretization. Furthermore, we want to stress that the null space of M0 in

(1.1) might be infinite-dimensional. Hence, we seek to develop a numerical scheme, which in particular

allows for the treatment of a certain class of (partial) differential-algebraic equations.

A similar approach for a unified treatment of elliptic and hyperbolic problems was already suggested

by Friedrichs in 1958, see the study by (Friedrichs, 1958), where both types of problems are written as an

abstract operator equation Ku = f with an accretive symmetric operator K. These equations are known

as Friedrichs systems. In particular in the studies by (Antonić et al., 2013, 2014; Burazin & Erceg, 2016)

time-dependent Friedrichs systems have been discussed also for the parabolic case. In these references
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4 S. FRANZ ET AL.

local operators in space are considered. Nonstationary examples of mixed type have, however, not

been treated.

A drawback of Friedrichs systems is that they ignore the particular role of time in the way that they

do not distinguish between the time coordinate and the spatial coordinates. Therefore, the characteristic

property of time evolution, namely causality, is not considered at all. In contrast, the systems considered

here are automatically causal in direction of time due to a uniform positive definiteness constraint on

the operators involved (compare Remark 2.3).

Based on the framework of Friedrichs systems, a unified numerical treatment of different types of

partial differential equations, also including certain equations of changing type, was studied before. We

refer to the articles by (Ern & Guermond, 2006a, 2006b, 2008) and to the Ph.D. thesis by (Jensen, 2004).

We emphasize that our approach covers problems with change of type ranging from elliptic to

hyperbolic but also to parabolic type problems on different spatial domains. In this sense, we obtain

a natural unified treatment of a class of partial differential equations that might go beyond the

consideration of Friedrichs systems. Note that in a very rough comparison the above mentioned operator

K is not symmetric in our situation. In particular, the operator equations considered also cover Maxwell’s

equations with eddy current approximation on parts of the underlying domain.

For the numerical treatment of the time derivatives we use a discontinuous Galerkin (dG) method,

see also Section 3. The first dG method was published in 1973 on neutron transport (Reed & Hill, 1973).

Later the methodology was developed further for classical hyperbolic, parabolic and elliptic problems,

see also the survey article by (Cockburn et al., 2000) and the book by (Rivière, 2008). Note that there

is a strong connection between dG methods and Runge–Kutta (collocation) methods, see the study by

(Akrivis et al., 2011) for parabolic problems.

In Section 2, for convenience, we will recall some essentials for evolutionary equations. In

particular, we recall the solution theory of problems of the type of equation (1.1). We will introduce

a semidiscretized version, Equation (3.1), of Equation (1.1) at the beginning of Section 3. We will also

provide a solution theory for this semidiscretized variant with general underlying (spatial) Hilbert space

H (Proposition 3.2). The remainder of Section 3 is devoted to estimate difference of the exact solution

of (1.1) and the approximate solution of (3.1). In Subsection 3.1, we bound the error by solely in terms

of the interpolation error, which will eventually be estimated in Subsection 3.2. As our prime example,

we address the full space-time discretization of Example 1.3 and derive corresponding error estimates.

We verify our theoretical findings in Section 5 by means of a 1 + 1- and a 1 + 2-dimensional numerical

example.

In general, we identify functions defined on a subset of R with their extension to R by 0.

2. The setting of evolutionary problems

In this section we briefly recall the well-posedness result stated in the study by (Picard, 2009). For doing

so, we need to specify the functional analytic setting. Throughout, let H be a real Hilbert space.

Definition 2.1 Let ρ > 0 and define the space

Hρ(R; H) :=

⎧
⎨
⎩f : R → H ; f meas.,

∫

R

|f (t)|2H exp(−2ρt) dt < ∞

⎫
⎬
⎭,

where we as usual identify functions which are equal almost everywhere. The space Hρ(R; H) is a

Hilbert space endowed with the natural inner product given by

〈f , g〉ρ :=
∫

R

〈f (t), g(t)〉H exp(−2ρt) dt (f , g ∈ Hρ(R; H)).
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NUMERICAL METHODS FOR CHANGING TYPE SYSTEMS 5

Moreover, we define ∂ t to be the closure of the operator

∂t : C∞
c (R; H) ⊆ Hρ(R; H) → Hρ(R; H) : ϕ �→ ϕ′,

where by C∞
c (R; H) we denote the space of infinitely differentiable H-valued functions on R with

compact support. We denote the domain of ∂k
t by Hk

ρ(R; H) for k ∈ N.

Within the setting introduced, we can formulate the well-posedness for evolutionary equations of

the form (1.1).

Theorem 2.2 (Picard, 2009, Solution Theory) Let M0, M1 : H → H be bounded linear operators, M0

selfadjoint and A : D(A) ⊆ H → H skew selfadjoint. Moreover, assume that there is some ρ0 > 0 such

that

∃γ > 0∀ρ � ρ0, x ∈ H : 〈(ρM0 + M1)x, x〉H � γ 〈x, x〉H .

Then, for each ρ � ρ0 and each F ∈ Hρ(R; H) there exists a unique U ∈ Hρ(R; H) such that

(∂tM0 + M1 + A)U = F, (2.1)

where the closure is taken in Hρ(R; H). Moreover, the following continuity estimate holds

|U|ρ �
1

γ
|F|ρ .

If F ∈ Hk
ρ(R; H) for k ∈ N, then so is U and we can omit the closure bar in (2.1).

Remark 2.3

(a) Note that the positive definiteness condition in the latter theorem especially implies

〈M0x, x〉H � 0 for each x ∈ H.

(b) We remark that H1
ρ(R; H) →֒ Cρ(R; H) by a variant of the Sobolev embedding theorem (Picard

& McGhee, 2011, Lemma 3.1.59) or (Kalauch et al., 2014, Lemma 5.2). Here,

Cρ(R; H) :=
{

f : R → H ; f cont., sup
t∈R

|f (t)| exp(−ρt) < ∞
}

.

(c) If F ∈ H1
ρ(R; H) then U ∈ H1

ρ(R; H), and hence

AU = F − ∂tM0U − M1U ∈ Hρ(R; H),

which yields that U(t) ∈ D(A) for almost every t ∈ R. If even F, U ∈ H2
ρ(R; H) the

latter gives AU ∈ H1
ρ(R; H) and hence, using the Sobolev embedding result (see part (b)),

U ∈ Cρ(R; D(A)).

(d) We note that the constant γ in the positive definiteness constraint above is chosen uniformly

in ρ � ρ0. This uniformity yields the causality of the solution operator, see e.g., the study by

(Picard, 2009).
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6 S. FRANZ ET AL.

(e) The original result in the study by (Picard, 2009) treats a general class of time-translation

invariant coefficients. We refer to the studies by (Picard et al., 2013; Waurick, 2015) for

nonautonomous variants as well as to the studies by (Trostorff, 2012; Trostorff & Wehowski,

2014) for nonautonomous and/or nonlinear versions of Theorem 2.2.

(f) In order to incorporate initial value problems, one extends the solution theory to certain

distributional right-hand sides (Picard & McGhee, 2011, Section 6.2.5). Indeed, an initial

condition of the form M0U(t0+) = M0x0 for some t0 ∈ R, x0 ∈ H can be implemented by

solving the equation

(∂tM0 + M1 + A)U = F + δt0M0x0

for some F ∈ Hρ(R; H) supported on [t0, ∞). Employing causality, one indeed obtains the

solution U satisfies the asserted initial condition (see again the study by Picard & McGhee,

2011, Section 6.2.5).

We note that the equations treated in Example 1.1 and Example 1.3 satisfy the conditions of the

previous theorem, and hence are well-posed.

3. Semidiscretization in time

In this section, we discretize (1.1) with respect to time and do the a priori analysis. We assume that A,

M0, M1 satisfy the assumptions of Theorem 2.2. Let ρ � ρ0 and fix T > 0 and consider the time interval

[0, T] instead of the whole real line. We partition the time interval [0, T] into subintervals Im = (tm−1, tm]

of length τm for m ∈ {1, 2, . . ., M} with t0 = 0 and tM = T . Let q ∈ N. We define the space

Vτ := {u ∈ Hρ(R; H :) ; ∀m ∈ {1, . . . , M} : u|Im ∈ Pq(Im; H)},

where we denote by

Pq(Im; H) := lin {Im ∋ t �→ tkζ ∈ H; k ∈ {0, . . . , q}, ζ ∈ H}

the space of H-valued polynomials of degree at most q defined on Im. We endow Pq(Im; H) with the

scalar product

〈p, q〉ρ,m :=
tm∫

tm−1

〈p(t), q(t)〉H exp(−2ρ(t − tm−1)) dt

turning the space Pq(Im; H) into a Hilbert space.

The time integrals have to be evaluated numerically. We choose on each time interval Im a right-

sided weighted Gauß–Radau quadrature formula. To this end, denote by ωm
i and t̂mi , i ∈ {0, . . . , q}, the

weights and nodes of the weighted Gauß–Radau formula with q + 1 nodes on the reference time interval

Î = (−1, 1], such that

∫

Î

e−ρτm(t+1)p(t) dt =
q∑

i=0

ωm
i p(t̂mi )

holds for all polynomials p of degree at most 2q. Note that the weights and nodes can always be

numerically computed as shown for instance in (Press et al., 2007, Chapter 4.6), see also the technical
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NUMERICAL METHODS FOR CHANGING TYPE SYSTEMS 7

paper (Trostorff & Waurick, 2016) for some basic facts on the Gauß–Radau quadrature. With the

standard linear transformation Tm : Î → Im and the transformed Gauß–Radau points tm,i := Tm(t̂mi ),

i ∈ {0, . . . , q}, we define by

Qm [v] := τm

2

q∑

i=0

ωm
i v(tm,i)

a quadrature formula on Im. Note that for all polynomials of degree at most 2q we have Qm [p] =
〈p, 1〉ρ,m.

Using

Qm [a, b]ρ := Qm [〈a, b〉H]

instead of the scalar products 〈a, b〉ρ we employ the following discrete quadrature formulation:

For given F ∈ Vτ and x0 ∈ H, find Uτ ∈ Vτ , such that for all Φ ∈ Vτ and m ∈ {1, 2, . . . , M} it holds

Qm

[
(∂tM0 + M1 + A)Uτ , Φ

]
ρ

+ 〈M0[[Uτ ]]
x0

m−1, Φ+
m−1〉H = Qm [F, Φ]ρ . (3.1)

Here, we denote by

[[Uτ ]]
x0

m−1 :=
{

Uτ (tm−1+) − U(tm−1−), m ∈ {2, . . . , M}
Uτ (t0+) − x0, m = 1,

the jump at tm−1 and by Φ+
m−1 := Φ(tm−1+).

Remark 3.1 We shall briefly comment on the derivation of (3.1). We start with the formulation of an

inital value problem given in Remark 2.3 (f), i.e., with the equation

(∂tM0 + M1 + A)U = F + δ0M0x0.

We shall do so for the example case M = 1, i.e., only one interval, first. Testing the latter equation with

Φ ∈ Vτ we obtain

〈(∂tM0 + M1 + A)U, Φ〉ρ = 〈F, Φ〉ρ + 〈M0x0, Φ(0+)〉H .

By a standard penalization technique we impose the initial condition weakly in the following way

〈(∂tM0 + M1 + A)U, Φ〉ρ + 〈M0U(0+) − M0x0, Φ(0+)〉H = 〈F, Φ〉ρ .

Using the quadrature formula instead of the inner products, we derive (3.1) for m = M = 1.

For the general case, we repeat this argument and take U(tm−1+) as the new initial value and hence

obtain (3.1) for each interval.

Proposition 3.2 Let F ∈ Vτ , x0 ∈ H. Then there exists a unique solution of (3.1).

Proof. Let m ∈ {1, . . ., M} and recall that Pq(Im; H) is a Hilbert space with the aforementioned scalar

product. We note that

∂t : Pq(Im; H) → Pq(Im; H) : p �→ p′
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8 S. FRANZ ET AL.

and

δm−1 : Pq(Im; H) → R : p �→ p(tm−1+)

are bounded linear operators. Consequently, the mapping

Pq(Im; H) → R : p �→ 〈x, δm−1p〉H

is linear and bounded for each x ∈ H and thus, by the Riesz representation theorem, there is a unique

Ψ (x) ∈ Pq(Im; H) such that

〈Ψ (x), p〉ρ,m = 〈x, δm−1p〉H .

Moreover, the mapping Ψ : H → Pq(Im; H) is linear and bounded, since

|Ψ (x)|2ρ,m = 〈Ψ (x), Ψ (x)〉ρ,m = 〈x, δm−1Ψ (x)〉H � |x|H‖δm−1‖|Ψ (x)|ρ,m (x ∈ H).

We now prove that for each g ∈ Pq(Im; H) there is a unique u ∈ Pq(Im; D(A)) such that

(∂tM0 + M1 + A)u + Ψ M0δm−1u = g. (3.2)

For doing so, we first compute using integration by parts

〈∂tM0v, v〉ρ,m = 1

2
〈∂tM0v, v〉ρ,m + 1

2

tm∫

tm−1

〈v(t), M0v′(t)〉H exp(−2ρ(t − tm−1)) dt

= 1

2
〈∂tM0v, v〉ρ,m − 1

2

tm∫

tm−1

〈M0v′(t), v(t)〉H exp(−2ρ(t − tm−1)) dt

+ ρ

tm∫

tm−1

〈M0v(t), v(t)〉H exp(−2ρ(t − tm−1)) dt + 1

2
〈M0v(tm), v(tm)〉H exp(−2ρτm)

− 1

2
〈M0v(tm−1), v(tm−1)〉H

� ρ〈M0v, v〉ρ,m − 1

2
〈Ψ M0δm−1v, v〉ρ,m

for each v ∈ Pq(Im; H). Next, from A∗ = −A it follows 〈Ax, x〉H = 0 for each x ∈ D(A). Therefore, for

all u ∈ Pq(Im; D(A)), we get

〈(∂tM0 + M1 + A)u + Ψ M0δm−1u, u〉ρ,m = 〈∂tM0u, u〉ρ,m + 〈M1u, u〉ρ,m + 〈Ψ M0δm−1u, u〉ρ,m (3.3)

� 〈(ρM0 + M1)u, u〉ρ,m + 1

2
〈Ψ M0δm−1u, u〉ρ,m

� γ 〈u, u〉ρ,m,
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NUMERICAL METHODS FOR CHANGING TYPE SYSTEMS 9

where we have used

〈Ψ M0δm−1u, u〉ρ,m = 〈M0u(tm−1+), u(tm−1+)〉H � 0.

In particular, both B := (∂ tM0 + M1) + �M0δm−1 and B + A are strictly positive definite. Moreover,

since B is bounded, B∗ is strictly positive definite, as well. Hence, from

(B + A)∗ = B∗ − A

we read off that (B + A)∗ is strictly positive definite as well. Thus, for each g ∈ Pq(Im; H) there is a

unique u ∈ Pq(Im; D(A)) = D(A + B) such that

(∂tM0 + M1 + A)u + Ψ M0δm−1u = g. (3.4)

Thus, we are in the position to define a solution for (3.1) by induction on m. For this, we put U(t0−) :=
x0. Next, assume we have solved (3.1) for Uτ on Im−1 for some m ∈ {1, . . ., M} (I0 := {t0} and the

equation is void). Then, let u ∈ Pq(Im; D(A)) be such that (3.4) holds for g = F|Im − Ψ M0Uτ (tm−1−).

We put Uτ |Im := u. The thus defined function Uτ solves (3.1): we observe

〈(∂tM0 + M1 + A)Uτ , Φ〉ρ,m + 〈Ψ M0δm−1Uτ , Φ〉ρ,m

= 〈F − Ψ M0Uτ (tm−1−), Φ〉ρ,m = 〈F, Φ〉ρ,m + 〈Ψ M0Uτ (tm−1−), Φ〉ρ,m,

by definition for all Φ ∈ Vτ and m ∈ {1, . . ., M}. The latter is the same as saying

〈(∂tM0 + M1 + A)Uτ , Φ〉ρ,m + 〈M0Uτ (tm−1+), Φ(tm−1+)〉H

= 〈F, Φ〉ρ,m + 〈M0Uτ (tm−1−), Φ(tm−1+)〉H .

But, since the quadrature is exact for polynomials up to degree 2q, the latter equation in turn is

equivalent to

Qm

[
(∂tM0 + M1 + A)Uτ , Φ

]
ρ

+ 〈M0[[Uτ ]]
x0

m−1, Φ+
m−1〉H = Qm [F, Φ]ρ ,

which yields existence of Uτ . Uniqueness follows from the uniqueness of u satisfying (3.4). �

Remark 3.3 (Dissipation of energy) To use dG methods for time stepping is known to be slightly

dissipative in the following sense. Let us consider the weak formulation of (1.1) with U as test function

and time integration over (−∞, T), i.e.,

〈(∂tM0 + M1 + A)U, U〉ρ,(−∞,T) = 〈F, U〉ρ,(−∞,T).

Assuming a nonzero value of U(0) and F(t) = 0 for t � 0, we obtain for each t > 0 the following

conservation law of the energy:

e−2ρt〈M0U(t), U(t)〉H + 2〈(ρM0 + M1)U, U〉ρ,(0,t) = 〈M0U(0), U(0)〉H .
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For our dG method we obtain in the discrete points ti > 0 the conservation law of the discrete energy

e−2ρti〈M0Uτ −
i , Uτ −

i 〉H + 2〈(ρM0 + M1)U
τ , Uτ 〉ρ,(0,ti)

+
i∑

m=1

e−2ρtm−1〈M0[[Uτ ]]
x0

m−1, [[Uτ ]]
x0

m−1〉H = 〈M0Uτ −
0 , Uτ −

0 〉H .

From the two conservation laws we observe a reduction of the discrete energy compared to the original

energy over time due to the jumps. There are time-stepping methods, using different ansatz and test

spaces, without such a dissipation. We will consider them in a future publication. Here we analyse the

dissipative dG method because its ansatz and trial spaces are the same. It therefore fits better in the

theoretical framework of (Picard, 2009).

Remark 3.4 In the proof of Proposition 3.2 the importance of the introduction of the exponential

weight—also for the finite time regime—becomes apparent. Indeed, the exponential weight serves to

ensure strict positive definiteness of the operator appearing in (3.2) in space time, see also (3.3). If on

the other hand one uses an unweighted L2 space in Proposition 3.2 the same result holds due to the

equivalence of the corresponding norms on finite time intervals.

3.1 On some a priori error estimates in time

After having proved the unique solvability of (3.1), we address the error estimates in the following. In

our analysis we will use the discretized norms

‖v‖2
Q,ρ,m := Qm [v, v]ρ and ‖v‖2

Q,ρ :=
M∑

m=1

Qm [v, v]ρ e−2ρtm−1

as approximations of ‖v‖2
ρ,m :=

∫
Im

|v(t)|2H exp(−2ρ(t − tm−1)) dt and |v|2ρ . Note that for v ∈ Vτ the

approximation is exact.

Let us start by defining an interpolation operator into Vτ and define by ϕm,i with i ∈ {0, . . . , q} the

associated Lagrange basis functions to the nodes tm,i. Then we obtain for a function v ∈ C([0, T], H) by

(Pv)(0) = v(0), (Pv)
∣∣
Im

(t) =
q∑

i=0

v(tm,i)ϕm,i(t), m ∈ {1, . . . , M}, (3.5)

an interpolation operator in time.

In the analysis to follow, we will consider the problem (2.1). In particular, we emphasize that

we assume that the hypotheses of Theorem 2.2 are in effect. Furthermore, we fix a right-hand side

F ∈ H2
ρ(R; H). Thus, by Theorem 2.2 (and Remark 2.3(c)) there exists a unique solution

U ∈ H2
ρ(R; H) with (∂tM0 + M1 + A)U = F. (3.6)
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NUMERICAL METHODS FOR CHANGING TYPE SYSTEMS 11

Also, by Remark 2.3(c), we obtain F ∈ Cρ(R; H) and U ∈ Cρ(R; D(A)) ∩ C1
ρ(R; H). Moreover, we set

Uτ ∈ Vτ to satisfy (3.1) for the right-hand side PF ∈ Vτ and x0 := U(0+). We consider the following

splitting:

Uτ − U = ξ − η, where ξ = Uτ − PU ∈ Vτ and η = U − PU.

Note that due to the better regularity of U mentioned above, the equation holds pointwise, that is, for

every t ∈ [0, T] we have that

(∂tM0 + M1 + A)U(t) = F(t)

and thus,

〈(∂tM0 + M1 + A)U(t), Φ(t)〉H = 〈F(t), Φ(t)〉H

for each Φ ∈ Vτ and every t ∈ [0, T], which gives

Qm [(∂tM0 + M1 + A)U, Φ]ρ + 〈M0[[U]]
x0

m−1, Φ+
m−1〉H = Qm [F, Φ]ρ = Qm [PF, Φ]ρ ,

where we have used M0[[U]]
x0

m−1 = M0[[U]]
U(0+)
m−1 = 0, due to the continuity of U and Qm [F, Φ]ρ =

Qm [PF, Φ]ρ , since PF interpolates at the Gauß–Radau points used in the quadrature. Hence, U

(formally) solves the same semidiscretized problem as Uτ . Thus, we obtain with χ ∈ Vτ as test function

the error equation

Qm [(∂tM0 + M1 + A)ξ , χ ]ρ + 〈M0[[ξ ]]0
m−1, χ+

m−1〉H

= Qm [(∂tM0 + M1 + A)η, χ ]ρ + 〈M0[[η]]0
m−1, χ+

m−1〉H . (3.7)

For the special case χ = ξ (use A = −A∗) we obtain

Em
d := Qm [(∂tM0 + M1)ξ , ξ ]ρ + 〈M0[[ξ ]]0

m−1, ξ+
m−1〉H

= Qm [(∂tM0 + M1 + A)η, ξ ]ρ + 〈M0[[η]]0
m−1, ξ+

m−1〉H =: Em
i (3.8)

for all m ∈ {1, . . ., M}, where the subscripts d and i should remind of discretization and interpolation,

respectively.

Lemma 3.5 For all m ∈ {1, . . ., M}, we have

Em
d � γ ‖ξ‖2

Q,ρ,m + 1

2

[
〈M0ξ

−
m , ξ−

m 〉H e−2ρτm − 〈M0ξ
−
m−1, ξ−

m−1〉H + 〈M0[[ξ ]]0
m−1, [[ξ ]]0

m−1〉H

]
,

where ξ−
m := ξ(tm−) and ξ−

0 := 0.
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Proof. Let m ∈ {1, . . ., M}. Since ξ is a (piecewise) polynomial of order q in time, we obtain

Qm [∂tM0ξ , ξ ]ρ = 〈∂tM0ξ , ξ 〉ρ,m

= 1

2

∫

Im

e−2ρ(t−tm−1)∂t〈M0ξ , ξ 〉H dt

= 1

2

[
〈M0ξ

−
m , ξ−

m 〉H e−2ρτm − 〈M0ξ
+
m−1, ξ+

m−1〉H

]
+ ρ〈M0ξ , ξ 〉ρ,m.

Further, we compute

〈M0[[ξ ]]0
m−1, ξ+

m−1〉H = 1

2

[
〈M0ξ

+
m−1, ξ+

m−1〉H − 〈M0ξ
−
m−1, ξ−

m−1〉H + 〈M0[[ξ ]]0
m−1, [[ξ ]]0

m−1〉H

]
.

Therefore, we have

Em
d = Qm [(∂tM0 + M1)ξ , ξ ]ρ + 〈M0[[ξ ]]0

m−1, ξ+
m−1〉H

= 1

2

[
〈M0ξ

−
m , ξ−

m 〉H e−2ρτm −〈M0ξ
−
m−1, ξ−

m−1〉H +〈M0[[ξ ]]0
m−1, [[ξ ]]0

m−1〉H

]
+〈(ρM0+M1)ξ , ξ 〉ρ,m.

Together with

〈(ρM0 + M1)ξ , ξ 〉ρ,m � γ ‖ξ‖2
ρ,m = γ ‖ξ‖2

Q,ρ,m

the lemma is proved. �

In order to analyse Em
i we introduce another interpolation operator that enables us to estimate the

time derivative of the interpolation error with a higher order. This operator utilizes tm,−1 := tm−1 in

addition to tm,i, i ∈ {0, . . . , q} as interpolation points. Denoting the associated Lagrange basis functions

by ψm,i, i ∈ {−1, 0, . . . , q}, this interpolation operator is given by

(̂Pv)
∣∣
Im

(t) :=
q∑

i=−1

v(tm,i)ψm,i(t), m ∈ {1, . . . , M}. (3.9)

Note the P̂ maps to functions that are continuous in time (recall that tm,q = tm) while the image of P is

allowed to be discontinuous at the time mesh points.

Lemma 3.6 For m ∈ {1, . . ., M} and ψ ∈ Vτ , we have

Qm [∂tM0η, ψ]ρ + 〈M0[[η]]0
m−1, ψ+

m−1〉H = Qm

[
∂tM0(U − P̂U), ψ

]
ρ

+ R(U, ψ),

where

|R(U, ψ)| � Cατm|M0η
+
m−1|

2
H + β‖ψ‖2

Q,ρ,m

for all α, β > 0 satisfying αβ = 1/4 and with C ≥ 0 depending on T (the finite time horizon) and ρ only.
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NUMERICAL METHODS FOR CHANGING TYPE SYSTEMS 13

Proof. With U being continuous in time, we only have to consider the discrete part. Using the

exactness of the quadrature rule for polynomials of degree 2q and integration by parts, we obtain for

m ∈ {1, . . ., M}

Qm [∂tM0PU, ψ]ρ + 〈M0[[PU]]
x0

m−1, ψ+
m−1〉H︸ ︷︷ ︸

=:a

= 〈∂tM0PU, ψ〉ρ,m + a

= −〈M0PU, ∂tψ〉ρ,m + 2ρ〈M0PU, ψ〉ρ,m + 〈e−2ρ(t−tm−1)M0PU, ψ〉H

∣∣tm
tm−1︸ ︷︷ ︸

=:b

+a

= − Qm [M0PU, ∂tψ]ρ︸ ︷︷ ︸
=Qm

[
M0P̂U,∂tψ

]
ρ
=〈M0P̂U,∂tψ〉ρ,m

+2ρ〈M0PU, ψ〉ρ,m + a + b

= 〈∂tM0P̂U, ψ〉ρ,m+2ρ(〈M0PU, ψ〉ρ,m−〈M0P̂U, ψ〉ρ,m)+a+b−〈e−2ρ(t−tm−1)M0P̂U, ψ〉H

∣∣tm
tm−1︸ ︷︷ ︸

=:c

.

Using (PU)−m−1 = (̂PU)+m−1 (m � 2), (̂PU)+0 = U(0+) = x0 and (PU)−m = (̂PU)−m (m � 1), we have

a + b − c = 0.

Furthermore, it holds

2ρ(〈M0PU, ψ〉ρ,m − 〈M0P̂U, ψ〉ρ,m) = 2ρ〈M0((P − P̂)U)(t+m−1)χ , ψ〉ρ,m

= 2ρ〈M0(PU − U)(t+m−1)χ , ψ〉ρ,m =: R(U, ψ),

where χ ∈ Pq+1(Im) with χ (tm−1) = 1 and χ (tm,i) = 0, i ∈ {0, . . . , q}. By (Trostorff & Waurick, 2016,

Corollary 1.4) for K = T (note that 0 < τm = |Im| � T), we obtain ‖χ‖2
ρ,m � Cτm for some C � 0.

Thus, we get

|R(U, ψ)| � 2ρ‖M0(PU − U)(t+m−1)‖H‖χ‖ρ,m‖ψ‖ρ,m

� C2(2ρ)2ατm|M0(PU − U)(t+m−1)|
2 + β‖ψ‖2

Q,ρ,m,

where αβ = 1/4. Combining above transformations we are done. �

Lemma 3.7 For all m ∈ {1, . . ., M}, we have for all ψ ∈ Vτ

Qm [M1η, ψ]ρ = 0 = Qm [Aη, ψ]ρ .

Proof. These equalities follow from the fact that η(tm,i) = PU(tm,i) − U(tm,i) = 0 for each i ∈ {0, . . .,

q} and M1, A are purely spatial operators. �

Combining the previous lemmas gives the first result.
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Theorem 3.8 There exists a C � 0 depending on T , ρ and γ , only, such that

〈M0ξ
−
M , ξ−

M 〉H + e2ρT‖ξ‖2
Q,ρ �Ce2ρT

(
‖∂tM0(U−P̂U)‖2

Q,ρ + T max
1�m�M

{
|M0η

+
m−1|

2
He−2ρtm−1

})
=:g(U).

Proof. From Lemma 3.5 we obtain upon summation with the weights e−2ρtm−1 for m ∈ {1, . . . , M} due

to cancellation

M∑

m=1

e−2ρtm−1 |Em
d | � 1

2
〈M0ξ

−
M , ξ−

M 〉H e−2ρT + γ ‖ξ‖2
Q,ρ ,

by ξ−
0 = 0 and neglecting the positive jump contributions. Combining Lemmas 3.6 and 3.7 for ψ = ξ

we have for some C � 1 depending on T and ρ only

|Em
i | � Cα

(
‖∂tM0(U − P̂U)‖2

Q,ρ,m + τm|M0η
+
m−1|

2
H

)
+ 2β‖ξ‖2

Q,ρ,m,

which yields upon the same weighted summation

M∑

m=1

e−2ρtm−1 |Em
i | � Cα

(
‖∂tM0(U − P̂U)‖2

Q,ρ + T max
1�m�M

{|M0η
+
m−1|

2
H e−2ρtm−1}

)
+ 2β‖ξ‖2

Q,ρ .

Thus for β < γ /2 the result is proved upon the equality Ei
m = Ed

m. �

Remark 3.9 Let m ∈ {1, . . ., M}. Note that the estimate in Theorem 3.8 remains valid, if one replaces

T by tm, ξ−
M by ξ−

m , ‖ξ‖Q,ρ by ‖ξχĨ‖Q,ρ and ‖∂tM0(U − P̂U)‖Q,ρ by ‖∂tM0(U − P̂U)χĨ‖Q,ρ , with χĨ

being the characteristic function of Ĩ =
⋃m

k=1 Ik.

In the following, we want to improve Theorem 3.8. In order to do so, we will need the following

technical lemmas. The first is an adaptation of the study by (Akrivis & Makridakis, 2004, Lemma 2.1).

For the upcoming result and the corresponding proof, we recall for polynomials a, b ∈ Pq(0, 1; H)

〈a, b〉ρ =
∫ 1

0

〈a(t), b(t)〉H e−2ρt dt

and the corresponding integration by parts formula

〈a′, b〉ρ = −〈a, b′〉ρ + 2ρ〈a, b〉ρ + e−2ρt〈a, b〉H

∣∣∣
1

0
. (3.10)

Lemma 3.10 Let ti, wi, i ∈ {0, . . . , q} be the points and weights of the right-sided Gauß–Radau

quadrature rule of order q on (0, 1] with weighting function t �→ e−2ρt.

Let p ∈ Pq(0, 1; H) and p̃ the Lagrange interpolant w.r.t. (ti)i∈{0,...,q} of ϕ: (0, 1] ∋ t �→ p(t)/t. Then

〈p′, p̃〉ρ + 〈p(0), p̃(0)〉H �
1

2

(
|p(1)|2H e−2ρ + 〈p̃, p̃〉ρ

)
+ ρ〈p, p〉ρ .
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NUMERICAL METHODS FOR CHANGING TYPE SYSTEMS 15

Proof. We can basically follow the proof of the study by (Akrivis & Makridakis, 2004, Lemma 2.1) step

by step. The only difference lies with the weighted scalar product and (3.10). We will sketch the proof.

As in the study by (Akrivis & Makridakis, 2004) define v ∈ Pq−1((0, 1); H) by v(t) = (p(t) − p(0))/t

and Λ ∈ Pq[0, 1] by Λ(ti) = 1/ti, i ∈ {0, . . . , q}. Then

〈p′, p̃〉ρ = 〈v, v〉ρ + 〈mv′, v〉ρ + 〈v, p(0)Λ〉ρ + 〈v′, p(0)mΛ〉ρ ,

where we denote by m the multiplication with the argument, that is, (mf )(t) := tf (t). With (3.10) we

obtain for the second term

〈mv′, v〉ρ = 〈v′, mv〉ρ = 1

2

(
e−2ρ |v(1)|2H + 2ρ〈mv, v〉ρ − 〈v, v〉ρ

)
.

From mv′Λ ∈ P2q−1 and mΛ′Λ ∈ P2q together with the exactness of the quadrature rule it follows that

〈p′, p̃〉ρ + 〈p(0), p̃(0)〉H = 1

2

(
e−2ρ |p(1)|2H + 〈v, v〉ρ + 2ρ〈mv, v〉ρ

)

+ 〈v, p(0)Λ〉ρ + 2ρ〈v, p(0)〉ρ + |p(0)|2H
(

Λ(0) − e−2ρ

2

)
. (3.11)

Next 〈Λ′, mΛ〉ρ = 2ρ〈Λ, 1〉ρ + e−2ρ − Λ(0) and (3.10) yield

Λ(0) = 2ρ〈Λ, 1〉ρ − ρ〈Λ, mΛ〉ρ + 1

2

(
e−2ρ + 〈Λ, Λ〉ρ

)
,

which can be substituted into (3.11). With

1

2
〈v, v〉ρ + 〈v, p(0)Λ〉ρ + 1

2
|p(0)|2H〈Λ, Λ〉ρ = 1

2
〈v + p(0)Λ, v + p(0)Λ〉ρ = 1

2
〈p̃, p̃〉ρ

and

〈mv, v〉ρ + 2〈v, p(0)〉ρ + |p(0)|2〈Λ, 1〉ρ = 〈p, p̃〉ρ
it follows

〈p′, p̃〉ρ + 〈p(0), p̃(0)〉H = 1

2

(
e−2ρ |p(1)|2H +〈p̃, p̃〉ρ

)
+ρ

(
〈p, p̃〉ρ +|p(0)|2H〈Λ, 1−mΛ〉ρ

)
.

Using 〈Λ, 1 − mΛ〉ρ � 0, which we provide in Lemma 3.11, the exactness of the quadrature rule and

t−1
i > 1 for 〈p, p̃〉ρ the result is proved. �

Lemma 3.11 Let Λ ∈ Pq[0, 1] such that Λ(ti) = 1
ti

for i ∈ {0, . . ., q}, where ti is chosen as in

Lemma 3.10. Then

〈Λ, 1 − mΛ〉ρ � 0,

where (mΛ)(t) := tΛ(t).
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Proof. We rewrite the scalar product as a quadrature error:

〈Λ, 1 − mΛ〉ρ =
q∑

i=0

wi

1

ti
−
∫ 1

0

e−2ρttΛ2(t) dt = Q[f ] − I[f ]

for f given by f (t) = tΛ2(t), where Q[a] =
∑q

i=0 wia(ti) and I[a] =
∫ 1

0 e−2ρta(t) dt for a suitable func-

tion a. There exists a constant α ∈ R and a polynomial w0 ∈ Pq−1[0, 1], such that Λ(t) = αtq + w0(t),

which implies f (t) = α2t2q+1 + w1(t), where w1 ∈ P2q[0, 1]. Thus, setting a(t) = t2q+1, we have that

〈Λ, 1 − mΛ〉ρ = α2 (Q[a] − I[a]),

due to the exactness of the quadrature rule for polynomials of degree 2q.

Let �w ∈ P2q[0, 1] be an Hermite interpolant of a given function w satisfying

�w(ti) = w(ti), i ∈ {0, . . . , q},
(�w)′(ti) = w′(ti), i ∈ {0, . . . , q − 1}.

Then it follows

Q[a] =
q∑

i=0

wit
2q+1
i =

q∑

i=0

wi(�a)(t
2q+1
i ) = Q[�a] = I[�a].

Using that for each t ∈ [0, 1] there is ζ ∈ (0, 1) such that

(�a)(t) − a(t) = −a(2q+1)(ζ )

(2q + 1)!
(t − 1)

q−1∏

i=0

(t − ti)
2 = (1 − t)

q−1∏

i=0

(t − ti)
2,

see, for instance, the study by (Stoer et al., 2002, Section 2.1.5), we infer that

〈Λ, 1 − mΛ〉ρ = α2I[�a − a] = α2

∫ 1

0

e−2ρt

⎛
⎝

q−1∏

i=0

(t − ti)
2

⎞
⎠ (1 − t) dt � 0.

�

Now we are able to improve Theorem 3.8 following the studies by (Akrivis & Makridakis, 2004,

Corollary 2.1) and (Vlasak & Roos, 2014).

Theorem 3.12 There exists C � 0 depending on T , q, ‖M0‖, ‖M1‖, γ and ρ such that

sup
t∈[0,T]

〈M0ξ(t), ξ(t)〉H � Cg(U),

with g(U) defined as in Theorem 3.8.
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Proof. For the discrete error ξ = Uτ − PU ∈ Vτ we define ϕ by

ϕ|Im = P

(
t �→ τm

t − tm−1
ξ(t)

)
(m ∈ {1, . . . , M}).

Then for all m ∈ {1, . . ., M} and i ∈ {0, . . ., q} we have

〈M0ϕ(tm,i), ϕ(tm,i)〉H = τ 2
m

(tm,i−tm−1)2
〈M0ξ(tm,i), ξ(tm,i)〉H � 〈M0ξ(tm,i), ξ(tm,i)〉H

and by Lemma 3.10 (applied to p =
√

M0ξ and p̃ =
√

M0ϕ rescaled on [0, 1], which is valid due to the

nonnegativity and self-adjointness of M0)

Qm [∂tM0ξ , 2ϕ]ρ + 〈M0ξ
+
m−1, 2ϕ+

m−1〉H �
1

τm

Qm [M0ϕ, ϕ]ρ �
1

τm

Qm [M0ξ , ξ ]ρ .

By the equivalence of norms on Pq([0, 1]), there exists K1 � 0 depending on q only, such that

sup
t∈[0,1]

|p(t)| � K1

1∫

0

|p(t)| dt (p ∈ Pq([0, 1])).

Consequently, we obtain for all m ∈ {1, . . ., M}

sup
t∈Im

〈M0ξ(t), ξ(t)〉H �
K1

τm

e2ρτm Qm [M0ξ , ξ ]ρ �
K

τm

Qm [M0ξ , ξ ]ρ

where K := K1e2ρT � max
m∈{1,...,M}

{e2ρτm}K1. Moreover, we have

Qm [Aξ , 2ϕ]ρ = τm

2

q∑

i=0

ωm
i 〈Aξ(tm,i), 2ϕ(tm,i)〉H

= τm

2

q∑

i=0

ωm
i

2τm

tm,i − tm−1
〈Aξ(tm,i), ξ(tm,i)〉H = 0

upon A = −A∗. Together, it follows for all m ∈ {1, . . ., M}

sup
t∈Im

〈M0ξ(t), ξ(t)〉H � K
(
Qm [(∂tM0 + M1 + A)ξ , 2ϕ]ρ + 〈M0ξ

+
m−1, 2ϕ+

m−1〉H − Qm [M1ξ , 2ϕ]ρ
)

= K

(
Qm [(∂tM0 + M1 + A)ξ , 2ϕ]ρ + 〈M0[[ξ ]]0

m−1, 2ϕ+
m−1〉H

+ 〈M0ξ
−
m−1, 2ϕ+

m−1〉H − Qm [M1ξ , 2ϕ]ρ

)
.
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18 S. FRANZ ET AL.

Using the error equation (3.7) with χ = 2ϕ (recall η = U − PU), we obtain

sup
t∈Im

〈M0ξ(t), ξ(t)〉H � K

(
Qm [(∂tM0 + M1 + A)η, 2ϕ]ρ + 〈M0[[η]]0

m−1, 2ϕ+
m−1〉H

+ 〈M0ξ
−
m−1, 2ϕ+

m−1〉H − Qm [M1ξ , 2ϕ]ρ

)
.

Using Lemma 3.6, Lemma 3.7 with ψ = 2ϕ and Theorem 3.8, we estimate further with some C1 � 1

depending on q, T and ρ such that

sup
t∈Im

〈M0ξ(t), ξ(t)〉H � K

(
Qm

[
∂tM0(U − P̂U), 2ϕ

]
ρ

+ R(U, 2ϕ)

+ 〈M0ξ
−
m−1, 2ϕ+

m−1〉H − Qm [M1ξ , 2ϕ]ρ

)

� C1α1

(
‖∂tM0(U − P̂U)‖2

Q,ρ,m + |M0(PU − U)(t+m−1)|
2

)

+ C1α2〈M0ξ
−
m−1, ξ−

m−1〉H + C1α1‖M1‖2‖ξ‖2
Q,ρ,m

+ 3β1Qm [2ϕ, 2ϕ]ρ + β2〈2M0ϕ
+
m−1, 2ϕ+

m−1〉H ,

where αiβi = 1
4
, i ∈ {1, 2} and we used that

〈M0u, v〉H = 〈
√

M0u,
√

M0v〉H � 〈M0u, u〉H〈M0v, v〉H

for all u, v ∈ H, by the non-negativity and selfadjointness of M0. Using Theorem 3.8 (and Remark 3.9),

we, thus, get

sup
t∈Im

〈M0ξ(t), ξ(t)〉H � C(α1 + α2)g(U) + 12β1Qm [ϕ, ϕ]ρ + 4β2〈M0ϕ
+
m−1, ϕ+

m−1〉H (3.12)

for some C � 1 depending on q, T , ρ and ‖M1‖, where g(U) is defined in Theorem 3.8. Next, by

(Trostorff & Waurick, 2016, Corollary 1.5), we find c > 0 depending on ρ and T only such that

τm

tm,i − tm−1
�

τm

tm,0 − tm−1
�

1

c
(m ∈ {1, . . . , M}).

Hence, for all m ∈ {1, . . ., M},

Qm [ϕ, ϕ]ρ �
1

c2
‖ξ‖2

Q,ρ,m and 〈M0ϕ
+
m−1, 1ϕ+

m−1〉H �
1

c2
sup
t∈Im

〈M0ξ(t), ξ(t)〉H .
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NUMERICAL METHODS FOR CHANGING TYPE SYSTEMS 19

Next, we choose β2 = c2

8
. Thus, appealing to (3.12), we obtain for all m ∈ {1, . . ., M}

1

2
sup
t∈Im

〈M0ξ(t), ξ(t)〉H = sup
t∈Im

〈M0ξ(t), ξ(t)〉H − 1

2
sup
t∈Im

〈M0ξ(t), ξ(t)〉H

� C

(
α1 + 2

c2

)
g(U) + 12

c2
β1‖ξ‖2

Q,ρ,m,

using Theorem 3.8 (i.e., Remark 3.9) again for the second term on the right-hand side and computing

the supremum over m ∈ {1, . . ., M} in the latter inequality, we obtain the assertion. �

3.2 Estimating the interpolation error in time

In the previous section we showed that the discrete error is bounded in terms of the interpolation errors.

We finalize the error estimates in time in this section focusing on the interpolation error. The aim and,

thus, main theorem of this section is Theorem 3.16, where we estimate the difference between the exact

solution U of (3.6) and the solution Uτ of the quadrature formulation (3.1) with right-hand side PF and

initial value U(0+). We use the same notation as in the previous section. In addition, we set

τ := max{τm : m ∈ {1, . . . , M}}.

Moreover, we shall further assume that the hypotheses of Theorem 2.2 are in effect.

Lemma 3.13 There exists C � 0 depending on q and T such that for all V ∈ H
q+3
ρ (R; H)

‖∂t(V − P̂V)‖Q,ρ � Cτ q+1 sup
t∈[0,T]

|∂p+2
t V(t)|H .

Proof. First we note that H
q+3
ρ (R; H) →֒ C

q+2
ρ (R; H) by the Sobolev-embedding theorem. By the

definition of ‖·‖Q,ρ we have that

‖∂t(V − P̂V)‖2
Q,ρ =

M∑

m=1

τm

2

q∑

i=0

ωm
i |(∂t(V − P̂V))(tm,i)|2H e−2ρtm,i .

Using the standard result from interpolation theory, see, for instance, the study by (Stoer et al., 2002,

Section 2.1.4)

sup
t∈Im

|(v − P̂v)′(t)| � Cτ q+1
m sup

t∈Im

|v(q+2)(t)|,

for all v ∈ Wq+2,∞(0, T) we obtain

‖∂t(V − P̂V)‖2
Q,ρ � C2

M∑

m=1

τm

2
τ 2(q+1)

m

q∑

i=0

ωm
i sup

t∈Im

|∂p+2
t V(t)|2H e−2ρtm,i

� C2τ 2(q+1) sup
t∈[0,T]

|∂p+2
t V(t)|2H ,

which yields the assertion. �
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20 S. FRANZ ET AL.

For the next two lemmas, we recall the standard result from interpolation theory

sup
t∈Im

|(v − Pv)(t)| � Cτ q+1
m sup

t∈Im

|v(q+1)(t)|, (3.13)

for all v ∈ Wq+1,∞(0, T), see, for instance, the study by (Stoer et al., 2002, Section 2.1.4).

Lemma 3.14 There exists C � 0 depending on q and T such that for all V ∈ H
q+2
ρ (R; H)

|(V − PV)(t+m−1)|H � Cτ q+1 sup
t∈[0,T]

|∂p+1
t V(t)|H .

Proof. This follows directly from (3.13) and the Sobolev-embedding theorem. �

With the previous lemmas we can already estimate g(U). Now let us estimate the final term needed

to estimate the error U − Uτ .

Lemma 3.15 There exists C � 0 depending on ‖M0‖, q and T such that for all U ∈ H
q+2
ρ (R; H)

sup
t∈[0,T]

〈M0(U − PU)(t), (U − PU)(t)〉H � Cτ 2(q+1) sup
t∈[0,T]

|∂p+1
t U(t)|2H .

Proof. The result follows by applying Cauchy–Schwarz and Young inequality, and (3.13) with v = M0U

and v = U. �

Combining the previous lemmas, Theorem 3.8 and Theorem 3.12, we can bound the discrete error

in time.

Theorem 3.16 Assume that U ∈ H
q+3
ρ (R; H). Then there exists C � 0 depending on ‖M0‖, ‖M1‖, ρ,

T , γ , q such that

sup
t∈[0,T]

〈M0(U − Uτ )(t), (U − Uτ )(t)〉H + e2ρT‖U − Uτ‖2
Q,ρ � Ce2ρTτ 2(q+1) sup

t∈[0,T]

|∂p+2
t U(t)|2H .

Proof. By Lemma 3.13 and Lemma 3.14 applied to V = M0U we have that

g(U) � C1e2ρTτ 2(q+1) sup
t∈[0,T]

|∂p+2
t U(t)|2H

for some C1 � 0. We note that ‖U − Uτ‖Q,ρ � ‖η‖Q,ρ + ‖ξ‖Q,ρ = ‖ξ‖Q,ρ and hence, by Theorem 3.8

we obtain

‖U − Uτ‖2
Q,ρ � g(U).

Moreover,

〈M0(U − Uτ )(t), (U − Uτ )(t)〉H � 2〈M0η(t), η(t)〉H + 2〈M0ξ(t), ξ(t)〉H
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and thus, by Theorem 3.12 and Lemma 3.15 we infer

sup
t∈[0,T]

〈M0(U − Uτ )(t), (U − Uτ )(t)〉H � C

(
τ 2(q+1) sup

t∈[0,T]

|∂p+1
t U(t)|2H + g(U)

)
.

for some C � 0. Combining these estimates, the claim follows. �

Remark 3.17 In the above lemmas the regularity assumptions on U are higher than actually needed.

Instead of U ∈ H
q+3
ρ (R, H) it would be sufficient to assume U ∈ W

q+2,∞
ρ (R, H). But in order to prove

that claim from conditions on the right-hand side the easiest way is by proving U ∈ H
q+3
ρ (R, H) and

using the Sobolev embedding.

Remark 3.18 The above analysis holds for all evolutionary problems and the above theorem gives error

bounds for the semidiscrete solution of order q + 1, assuming enough regularity in time. In the case of

less regularity Theorems 3.8 and 3.12 still hold. For a fully discrete method, a spatial discretization has

to be defined too. This step, however, has to be done for each problem considered separately.

4. Full discretization for Example 1.3

Let us assume a regular, quasi uniform and shape-regular triangulation Ωh of Ω into triangular open

cells σ with maximal cell diameter h. Moreover, we assume that the interfaces between Ωell, Ωpar and

Ωhyp are polygonal such that the triangulation Ωh fits to these interfaces.

As the whole article is mainly concerned with the correct time discretization, in this section, we will

employ the custom of the ‘generic constant’ C � 0 that may vary from line to line, which, however,

depends on T , ρ, ‖M1‖, ‖M0‖, q and γ and on k, the order of the assumed spatial regularity, only.

Then the fully discretized counterpart Vτ
h to V is given by

Vτ
h :=

{
(uh, vh) ∈ Vτ : uh|Im ∈ Pq(Im, V1(Ω)), vh|Im ∈ Pq(Im, V2(Ω)), m∈{1, . . . , M}

}
,

where the spatial spaces are

V1(Ω) :=
{

v ∈ H1
0(Ω); ∀σ : v|σ ∈ Pk(σ )

}
,

V2(Ω) := {w ∈ H(div, Ω); ∀σ : w|σ ∈ RTk−1(σ )}.

Here Pk(σ ) is the space of polynomials of degree up to k on the cell σ and RTk−1(σ ) is the Raviart–

Thomas space, defined by

RTk−1(σ ) = (Pk−1(σ ))n + xPk−1(σ ).

Note that

(Pk−1(σ ))n ⊂ RTk−1(σ ) ⊂ (Pk(σ ))n,

div(RTk−1(σ )) ⊂ Pk−1(σ ) and

RTk−1(σ ) · n|∂σ ⊂ Pk−1(∂σ ).
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22 S. FRANZ ET AL.

Furthermore, if the mesh consists of quadrilateral or hexahedral cells, in the above definitions

and statements the polynomial space Pk(σ ) can be replaced by a mapped Qk space, including all

polynomials of total degree k over a reference element and then mapped onto σ . If the mesh is a

combination of both types of cells, a combination of spaces also works with a suitable mapping ensuring

the continuities.

Remark 4.1 (Solvability of the fully discrete system) We can apply the general existence theory

that was also used in Proposition 3.2. More precisely, the positive definiteness still holds, since the

triangulation fits to the interfaces and hence, the uniqueness of the system is warranted. However,

since the problem is finite-dimensional, the uniqueness implies the existence of a solution of the fully

discretized problem.

Let us come to the interpolation operator I = (I1, I2). For I1 : C(Ω) → V1 we use the Scott–Zhang

interpolant on each cell σ , see the study by (Scott & Zhang, 1990) for a precise definition, that is patched

together continuously. Here local interpolation error estimates can be given using L2 norms also in 3d,

which is not possible for standard Lagrange interpolation. For I2 : H(div, Ω) ∩ (Ls(Ω))n → V2 with

s > 2 we also use the standard interpolator, defined via moments, see the study by (Brezzi & Fortin,

1991). Note that in the following, in order to avoid a cluttered notation as much as possible, we will not

explicitly keep track on the number of components of the L2(Ω) or Hk(Ω) spaces under consideration,

as it will be obvious from the context.

Standard local interpolation error estimates yield for all v ∈ H1
0(Ω) ∩ Hr(Ω),

‖v − I1v‖0,Ω � Chr‖v‖r,Ω , ‖∇(v − I1v)‖0,Ω � Chr−1‖v‖r,Ω , (4.1)

where 1 � r � k + 1, see the study by (Scott & Zhang, 1990), and for all q ∈ Hs(Ω) such that

div q ∈ Hs(Ω)

‖q − I2q‖0,Ω � Chs‖q‖s,Ω , ‖div(q − I2q)‖0,Ω � Chs‖div q‖s,Ω , (4.2)

where 1 � s � k, see the study by (Brezzi & Fortin, 1991).

Let Uτ
h ∈ Vτ

h be the solution of the fully discretized system and PIU ∈ Vτ
h be the interpolated

solution of (1.1) for the operators M0, M1 given in Example 1.3 and A given as in Example 1.1. Then

we obtain analogously to the derivation of the errors of the semidiscretization

sup
t∈[0,T]

〈M0(PIU − Uτ
h )(t), (PIU − Uτ

h )(t)〉H + e2ρT‖PIU − Uτ
h ‖2

Q,ρ

� Ce2ρT

(
‖∂tM0(U − P̂IU)‖2

Q,ρ + ‖M1(U − PIU)‖2
Q,ρ + ‖A(U − PIU)‖2

Q,ρ

+ T max
1�m�M

{
|M0(PIU − IU)(t+m−1)|

2
H e−2ρtm−1

})
, (4.3)

where we remark that in contrast to Theorem 3.8 the terms ‖M1(U − PIU)‖2
Q,ρ and ‖A(U − PIU)‖2

Q,ρ

do not vanish, since we also interpolate with respect to space. In the following group of lemmas we

estimate the terms on the right-hand side of (4.3) and start with a term particularly needed for the final
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convergence estimate in Theorem 4.7. Beforehand, let us introduce

‖u‖2
Q,ρ,k,D =

M∑

m=1

Qm

[
|u|2k,D

]
e−2ρtm−1,

where D ⊆ Ω is measurable.

Lemma 4.2 It holds for U = (u, v) ∈ Hρ(R; Hk(Ω) × Hk(Ω))

‖U − PIU‖Q,ρ � Chk
(
‖u‖Q,ρ,k,Ω + ‖v‖Q,ρ,k,Ω

)
.

Moreover, if U = (u, v) ∈ Hρ(R; D(A)) such that AU ∈ Hρ(R; Hk(Ω) × Hk(Ω)), then

‖A(U − PIU)‖Q,ρ � Chk
(
‖u‖Q,ρ,k+1,Ω + ‖div v‖Q,ρ,k,Ω

)
.

Proof. By the definition of Qm [·]ρ we have with (4.1) (r = k) and (4.2) (s = k)

‖U − PIU‖2
Q,ρ = ‖U − IU‖2

Q,ρ =
M∑

m=1

Qm

[
‖u − I1u‖2

0,Ω + ‖v − I2v‖2
0,Ω

]
e−2ρtm−1

� C

M∑

m=1

Qm

[
h2k|u(·)|2k,Ω + h2k|v(·)|2k,Ω

]
e−2ρtm−1

= Ch2k
(
‖u‖2

Q,ρ,k,Ω + ‖v‖2
Q,ρ,k,Ω

)
.

Very similarly we have for the second norm using (4.1) (r = k + 1) and (4.2) (s = k)

‖A(U − PIU)‖2
Q,ρ =

M∑

m=1

Qm

[
‖∇(u − I1u)‖2

0,Ω + ‖div(v − I2v)‖2
0,Ω

]
e−2ρtm−1

� Ch2k
(
‖u‖2

Q,ρ,k+1,Ω + ‖div v‖2
Q,ρ,k,Ω

)
.

�

Lemma 4.3 It holds for U = (u, v) ∈ Hρ(R; Hk(Ω) × Hk(Ω))

‖M1(U − PIU)‖Q,ρ � Chk
(
‖u‖Q,ρ,k,Ω + ‖v‖Q,ρ,k,Ω

)
.

Proof. The assertion follows from Lemma 4.2 and the boundedness of M1. �
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Lemma 4.4 For U = (u, v) ∈ H1
ρ(R; Hk(Ω) × Hk(Ω)) ∩ H

q+2
ρ (R; L2(Ω) × L2(Ω)) we have

sup
t∈[0,T]

〈M0(U − PIU)(t), (U − PIU)(t)〉H

� C

(
h2k sup

t∈[0,T]

(
|u(t)|k,Ω + |v(t)|k,Ω

)2 + τ 2(q+1) sup
t∈[0,T]

|∂q+1
t IU(t)|2H

)
.

Proof. The operator M0 is selfadjoint and non-negative. Thus it follows that

〈M0(U − PIU)(t), (U − PIU)(t)〉H = |
√

M0(U − PIU)(t)|2H

� 2
(
|
√

M0(U − IU)(t)|2H + |
√

M0(IU − PIU)(t)|2H
)

for each t ∈ [0, T]. The second term can be estimated by

|
√

M0(IU − PIU)(t)|2H � Cτ 2(q+1) sup
t∈[0,T]

|∂q+1
t IU(t)|2H

according to Lemma 3.15, while the first term can be estimated by

|
√

M0(U − IU)(t)|2
L2(Ω)

� Ch2k
(
|u(t)|2k,Ω + |v(t)|2k,Ω

)
,

due to the boundedness of
√

M0. Hence, the assertion follows. �

Lemma 4.5 For U = (u, v) ∈ H1
ρ(R; Hk(Ω) × Hk(Ω)) ∩ H

q+3
ρ (R; L2(Ω) × L2(Ω)), we get

‖∂tM0(U − P̂IU)‖2
Q,ρ � C

(
h2k

(
‖∂tu‖Q,ρ,k,Ω + ‖∂tv‖Q,ρ,k,Ω

)2 + τ 2(q+1) sup
t∈[0,T]

|∂q+2
t IU(t)|2H

)
.

Proof. We have that

‖∂tM0(U − P̂IU)‖Q,ρ � ‖∂tM0(U − IU)‖Q,ρ + ‖∂t(M0IU − P̂M0IU)‖Q,ρ

� ‖M0(∂tU − I∂tU)‖Q,ρ + Cτ q+1 sup
t∈[0,T]

|∂q+2
t IU(t)|H ,

by Lemma 3.13. For the first term we have by Lemma 4.2

‖M0(∂tU − I∂tU)‖2
Q,ρ � Ch2k

(
‖∂tu‖2

Q,ρ,k,Ω + ‖∂tv‖2
Q,ρ,k,Ω

)
.

�

Lemma 4.6 It holds for U = (u, v) ∈ H
q+2
ρ (R; L2(Ω) × L2(Ω))

max
1�m�M

{∣∣M0(PIU − IU)
(
t+m−1

)∣∣
L2(Ω)e

−ρtm−1
}
� Cτ q+1 sup

t∈[0,T]

|∂q+1
t IU(t)|H .
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Proof. This is a direct consequence of Lemma 3.14. �

Lemmas 4.2 to 4.6 give us all needed estimates for the final convergence result for Example 1.3.

Theorem 4.7 We assume for the solution U = (u, v) of Example 1.3 the regularity

U ∈ H1
ρ(R; Hk(Ω) × Hk(Ω)) ∩ Hq+3

ρ (R; L2(Ω) × L2(Ω))

as well as

AU ∈ Hρ(R; Hk(Ω) × Hk(Ω)).

Then we have for the error of the numerical solution by (3.1)

sup
t∈[0,T]

〈M0(U − Uτ
h )(t), (U − Uτ

h )(t)〉H + e2ρT‖U − Uτ
h ‖2

Q,ρ � Ce2ρT(τ 2(q+1) + Th2k).

5. Numerical examples

In the following section we consider some examples to verify numerically our theoretical findings. In

all of them we use homogeneous initial conditions, i.e., we set x0 = 0. Using other values would also

be possible. Our computations were done with the finite-element framework SOFE developed by L.

Ludwig, see github.com/SOFE-Developers/SOFE.

5.1 Changing type system—one space dimension

Let Ω =
(
− 3π

2
, 3π

2

)
, Ωhyp =

(
− 3π

2
, 0
)

, Ωpar =
(

0, 3π
2

)
. The problem is given on R × Ω by

(
∂t

(
1 0

0 χΩhyp

)
+
(

0 0

0 χΩpar

)
+
(

0 ∂x

∂x 0

))(
u

v

)
=
(

f

g

)
(5.1a)

with u
(
t, − 3π

2

)
= u

(
t, 3π

2

)
= 0 and

f (t, x) = χR�0
(t)

(
− (2et − t − 1)χ(− π

2 ,0)(x) cos(x) + χ(0,π)(x) − χ(
π , 3π

2

)(x)

+ et

(
χ( π

2 , 3π
2

)(x) − χ(0, π
2 )(x)

)
cos(x)

)
, (5.1b)

g(t, x) = χR�0
(t)

(
χ(0,π)(x)x + χ(

π , 3π
2

)(x)(2π − x)

− (et − 1)(χ( π
2 , 3π

2

)(x) − χ(0, π
2 )(x)) sin(x)

)
. (5.1c)

Note that the right-hand side (f and g) are only in L2; Fig. 1 shows them for t = 1.
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Fig. 1. Right-hand sides f and g of problem (5.1).

The solution can be derived as

u(t, x) = χR�0
(t)(et − 1)(χ( π

2 , 3π
2

)(x) − χ(− 3π
2 , π

2

)(x)) cos(x),

v(t, x) = χR�0
(t)

(
−(et − t − 1)χ(− 3π

2 ,0
)(x) sin(x)+χ(0,π)(x)x + χ(

π , 3π
2

)(x)(2π − x)

)
.

We observe that u and v are nondifferentiable, but piecewise smooth. Figure 2 shows the solutions for

t ∈ [0, 1]. Note that a priori, we impose no transmission condition. However, as in (Waurick, 2016,

Remark 3.2), they can be derived for u satisfying (5.1) as

u(t, 0+) = u(t, 0−), ∂xu(t, 0+) =
∫ t

0

∂xu(s, 0−) ds.

For the numerical solution we use T = 1, an equidistant mesh of M cells in time and an equidistant

mesh of N cells in space, thus τ = 1/M and h = 3π /N. In order to capture the jumps of f and g, and to

resolve the boundary S = Ωh ∩ Ωp = {0} we use an equidistant mesh in space with the number of cells

N divisible by 6. Note that we can use ρ = 1 for the given solution u.

Fig. 2. Solution u (left) and v (right) of problem (5.1).
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Table 1 Convergence results for U − Uh of problem (5.1)

N = M Esup(U − Uh) ‖U − Uh‖Q,ρ ‖U − Uh‖ρ

p = 2, q = 1

96 3.577e-04 6.400e-05 6.637e-05
192 9.010e-05 1.99 1.601e-05 2.00 1.660e-05 2.00
384 2.261e-05 1.99 4.002e-06 2.00 4.150e-06 2.00
768 5.662e-06 2.00 1.001e-06 2.00 1.037e-06 2.00

p = 3, q = 2

96 6.981e-08 7.500e-10 1.468e-08
192 8.726e-09 3.00 2.343e-11 5.00 1.833e-09 3.00
384 1.091e-09 3.00 7.329e-13 5.00 2.291e-10 3.00
768 1.363e-10 3.00 2.474e-14 4.89 2.864e-11 3.00

Table 2 Estimated convergence rates for E(U − Uh) of

problem (5.1) and several polynomial orders

p \ q 1 2 3 4 5

1 2 3 3 3 3
2 2 2 2 2 2
3 2 3 5 5 5
4 2 3 4 4 4
5 2 3 4 7 7

Defining

Esup(v)
2 := sup

t∈[0,T]

〈M0v(t), v(t)〉H , E(v)2 := sup
t∈[0,T]

〈M0v(t), v(t)〉H + ‖v‖2
Q,ρ

we consider in Table 1 the convergence behaviour of Uh for N = M and polynomial degrees q = p +

1 = 2 and q = p + 1 = 3. Note that we approximate the supremum by a maximum over a large number

of evaluations and also show the norm ‖U − Uh‖ρ estimated by a refined quadrature rule in the last

columns. The estimated rates of convergence support our theoretical result in Theorem 4.7 that the

error E is of order min{p, q + 1}. For odd polynomial degrees p the component ‖U − Uh‖Q,ρ shows a

higher convergence order, hinting at a superconvergence property. In Table 2 the estimated convergence

rates for all combinations of polynomial degrees {p, q} ⊆ {1, . . . , 5} are given. Clearly the rates for

even p follow the predicted min{p, q + 1}, while for odd p the rates are larger. Thus there might be a

superconvergence phenomenon.

Downloaded from https://academic.oup.com/imajna/advance-article-abstract/doi/10.1093/imanum/dry007/4913313
by guest
on 14 March 2018



28 S. FRANZ ET AL.

Fig. 3. Solution u at times t = 5k/16 for k ∈ {1, . . . , 6} (top left to bottom right) of problem (5.2) for T = 1.875.

Table 3 Convergence results for Ũ − Uh of problem (5.2)

N = M Esup(Ũ − Uh) ‖Ũ − Uh‖Q,ρ ‖Ũ − Uh‖ρ

p = 2, q = 1

16 1.666e-03 7.445e-04 8.517e-04
32 5.260e-04 1.66 2.790e-04 1.42 3.012e-04 1.50
64 1.926e-04 1.45 1.300e-04 1.10 1.331e-04 1.18

p = 3, q = 2

16 4.015e-04 2.414e-04 2.419e-04
32 1.430e-04 1.49 1.175e-04 1.04 1.175e-04 1.04
64 5.245e-05 1.45 5.075e-05 1.21 5.072e-05 1.21

5.2 Changing type system—two space dimensions

As a final example we consider a problem with an unknown solution. Let Ω = (0, 1)2 ⊂ R
2, Ωhyp =(

1
4
, 3

4

)2
, Ωell = Ω \ Ω̄hyp and Ωpar = ∅. The problem is given on R × Ω by

(
∂t

(
χΩhyp

0

0 χΩhyp

)
+
(

χΩell
0

0 χΩell

)
+
(

0 div

∇0 0

))(
u

v

)
=
(

f

0

)
, (5.2)

where

f (t, x) = 2 sin(π t)χR<1/2×R(x).

For T = 1.875 Fig. 3 shows some snapshots of the component u of the solution U, approximated by a

numerical simulation.
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In order to investigate the error behaviour upon refinement of the discretization, we use a numerically

computed reference solution Ũ instead of the real one U. For this we set T = 1 and use an equidistant

mesh of 128×128 rectangular cells in space and 128 cells in time, and polynomial degrees p = 3 and

q = 2. Thus u is approximated in space by piecewise Q3 elements, v by RT2 elements and both in time

by P2 elements. In Table 3 we see the results of our numerical simulation for two pairs of polynomial

order. We observe that the error rates are independent of the polynomial order and furthermore less than

the optimal orders given in Theorem 4.7. The reason for this decrease in convergence order lies in the

reduced regularity of the solution to this given problem. The interior boundaries where the type of the

problem changes introduce corners, where it is very likely for singular solution components to arise.
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