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Kurzfassung

KURZFASSUNG

In der modernen Festkorperphysik spielen elektobnistark korrelierte Systeme mit ihrem
komplexen Vielteilchenverhalten eine zentrale Rollesbesondere das Wechselspiel zwischen
thermischen und Quantenfluktuationen in den Ladungsd Spinfreiheitsgraden fuhrt zur

Entstehung verschiedenster neuartiger Grundzustande

Die vorliegende Dissertation ,Ultrasonic and Magmelnvestigations in frustrated Low-
dimensional Spin Systems® beschéftigt sich mit dmsonderen physikalischen Eigenschaften
niedrig dimensionaler Spinsysteme. Diese Mateaakd, die auch zu den stark korrelierten
Systemen zahlt, wird seit vielen Jahren intensiwadd experimentell als auch theoretisch
untersucht. Auf theoretischer Seite sind die ngeimensionalen Spinsysteme besonders
interessant, da sie als Modellsysteme die exaktsctBeibung des Grundzustandes und des
Anregungsspektrums ermoglichen. Von experimentefleite ist es in den letzten Jahrzehnten

gelungen, verschiedenste Materialklassen niedrigdgionaler Spinsysteme zu synthetisieren.

In der vorliegenden Arbeit werden die grundlegendéeorien und physikalischen Konzepte
niedrigdimensionaler Spinsysteme diskutiert. Inebdsre auch die Spin-Phonon-Wechselwirkung
dieser Materialien, die fur die hier beobachtetastesschen Anomalien verantwortlich ist. Weiterhin

wird auch das elastische Verhalten bei magnetisBt@sentbergangen beschrieben.

Da die Ultraschallexperimente einen Schwerpunlkdetiérbeit bilden, wird der Versuchsaufbau

zur phasenempfindlichen Detektion von Schallgesotigkeit und Ultraschalldamfung ausfihrlich
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beschrieben. Diese Messmethode ist ideal zur Untbeusmig der Spin-Phonon Wechselwirkung

geeignet.

Die elastische Konstante, die aus der Schallgeschgkeit bestimmt werden kann, ist eine
thermodynamische GroRRe. Sie ist die zweite Ablgtdar freien Energie nach der Verzerrung und
daher mit anderen thermodynamischen Gro3en wieBeispiel der spezifischen Warme oder aber
auch der Magnetisierung verkniupft. Die elastisclundtante zeigt daher auch bei magnetischen
Phasenlbergangen ausgepragte Anomalien, die mitfuDgseffekten verbunden sind. Die
Ultraschalldampfung ist im Gegensatz zur elastisck®nstanten eine Transportgrof3e. Beide
GroRen zeigen aber bei magnetischen Phasenubeng@irgdritisches Verhalten. Die gewonnen
Ergebnisse lassen sich sehr gut mit denen andéremodynamische Experimente oder

Spektroskopischen Untersuchungen vergleichen.

Die Ultraschalluntersuchungen wurden Uber eineenélemperaturbereich von 0.03 K bis 300
K in magnetischen dc-Feldern bis 12 T durchgefiffiit. ein spezielles Experiment am quasi 2D-
Heisenberg Antiferromagneten f£La1Br, wurden die Messungen in gepulsten Magnetfeldesrb0i

T gemacht.

Das natirliche Mineral Azurit ist ein Modellsystefiir eine quasi 1D Spinkette. Die
magnetischen lonen in Azurit sind €palso Spin S = 1/2, die mit zwei dominanten magoken
WechselwirkungenJ; und J, miteinander in Form einer verzerrted; (# J) Diamandkette
miteinander verknupft sind. Daher handelt es sieh Azurit um ein frustriertes magnetisches

System.

In der vorliegenden Arbeit wurde die longitudinalg-Mode im gesamten Temperaturbereich
fur unterschiedliche Orientierungen des externengmételdes untersucht. Dabei fihrt die

ausgepragte Spin-Phonon Wechselwirkung dieses r8ystau deutlichen Anomalien in den
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elastischen Konstanten bei 20 K und 5 K, worin gigh relevanten Energieskalen des Systems

widerspiegeln.

Diese Ergebnisse decken sich mit denen, die ansigeher Expansion und spezifischer Warme
gewonnen wurden. Aus der Temperaturabhangigkeit der-Mode konnte die
Verzerrungsabhéngigkeit der dominanten magnetigdpplungskonstantd, ermittelt werden, die

sich direkt mit der aus magnetischen Suszeptitsht@ssungen unter hydrostatischem Druck deckt.

Bedingt durch verschiedene deutlich kleinere magecte¢ Wechselwirkungen ordnet Azurit bei
1.88 K langreichweitig antiferromagnetisch. An @ies Phasenlbergang wurde das kritische
Verhalten der elastischen Konstanten und der Watlampfung untersucht. Die dabei ermittelten
kritischen Exponenten stimmen in der Schallgesctighkeit mit dem in den Neutronenstreuung
gefundenen uberein. Insbesondere an diesem Pha&sgaib zeigt sich die starke Kopplung

zwischen magnetischen und strukturellen Freiheitsenm.

Die Tieftemperaturexperimente an Azurite {hee/'He Mischkryostaten dienten vor allem dazu
das komplexe BT-Phasendiagramm der Verbindung gtinb@en. Dabei wurde eine bis dahin nicht

bekannte magnetische Phase entdeckt und beschrieben

Ein weiteres niedrigdimensinales Spinsystem, dadieser Arbeit beschrieben wurde, ist
CsCuCl,. Hier wurden die drei longitudinalen Moden, ¢, undcss in externen Magnetfeldern fur

B//aim gesamten Temperaturbereich vermessen.

Der Schwerpunkt der Messungen lag dabei auf Unthtswgen im Tieftemperaturbereich. Hier
wurde das elastische Verhalten sowohl in der antifieagnetischen Phase als auch im Spin-
Flussigkeitsbereich eingehend untersucht. BeideiBlee zeichnen sich in allen untersuchten Moden
durch ausgepragte elastische Anomalien aus. Ingderdneten Phase flir nicht so sehr grol3e
Magnetfelder lassen sich sowohl die elastische témtsn als auch die Ultraschalldampfung mit

Hilfe einer Spinwellentheorie beschreiben.

Fur hohere Magnetfelder, um den quantenkritisdhenkt am Sattigungsfeld, gibt es zur Zeit

noch keine mikrospische Theorie, so dass hier thieeretische quantitative Analyse der elastischen

4



Kurzfassung

Anomalien nicht méglich ist. Dies gilt auch fir deehr ausgepragten Spin-Flussigkeitsbereich.
Auffallig sind hier insbesondere die ausgepragteampfungsanomalien, die bis zu tiefsten
Temperaturen verfolgt wurden. Dabei findet man uem duantenkritschen Punkt eine deutliche
Doppelstruktur in der Dampfung, aus deren Feld- Techperaturabhangigkeit sich schliel3en lasst,
dass sie zum einen vom Ubergang aus der antifegoetischen Phase und zum anderen aus dem

Spim-Flussigkeitsbereich herrihrt.

Abgeschlossen wurden die Ultraschalluntersuchen dan quasi 2D-Heisenberg
Antiferromagneten durch Messung an@sBr,. Wegen des im Vergleich zum isostrukturellen Cl-
System hdheren kritischen Feldes von ~ 31 TBiflia wurden die Messungen in gepulsten Feldern
bis 50 T durchgefuhrt. Dabei zeigte sich, ein apsigtes Weichwerden in def;-Mode in Spin-

Flissigkeitsbereich.

Wie schon erwahnt, sind sowohl das Cl-System ath alas Br-System von &3uCl/Br,
isostrukturell. Beide Verbindungen unterscheidesh sallerdings stark in der Beweglichkeit ihrer
magnetischen Anregungen. Diese ist fur das Cl-8ysexht groR. So dass man am unterhalb des
guantenkritischen Punkts in der geordneten PhaseKdndensation von Magnonen beobachten

kann.

In Gegensatz dazu ist die Beweglichkeit der magaleé&n Anregungen im Br-System deutlich
geringer, was zur Bildung von Plateaus in der Mégmeung fiihrt. Daher waren Untersuchungen
an gemischten Systemen ,CsClL.Bry besonders interessant, um die Entwicklung der

magnetischen Eigenschaften als Funktion der chéemmsZusammensetzung zu untersuchen.

Insgesamt wurden 18 verschiedene KonzentrationenS@UID-Magnetometer untersucht.
Dabei zeigt sich Uberaschender weise, dass es kentmuierliche Veranderung der magnetischen
Eigenschaften gibt. Vielmehr lassen sich 3 Bereideatifizieren, die sich in ihren magnetischen
Eigenschaften deutlich unterscheiden. In der Anaidl gezeigt, dass mit Hilfe eines Modells der

selektiven Substitution der Halogenionen das masgtet Verhalten erklart werden kann. Dabei
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existieren wohl zwei ausgezeichnet Konzentratiomg&mlich x =1 und x = 2, wo vdllig neuartige

Verbindungen erwartete werden. Dies ist gleichgeieér Ansatzpunkt fur weitere Untersuchung in

der Zukunft.
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Chapter 1: Introduction

INTRODUCTION

A major focus of modern condensed matter physicthés study of collective, many-body
behavior in strongly-correlated systems. In thegsesns, the interplay of thermal and quantum
fluctuations in both charge and spin degrees cédiven gives rise to many competing and co-
existing novel phases. In this thesis, the focuhefstudy lies on a variety of compounds belonging

to a class of correlated magnetic systems, cadieddimensional frustrated spin systems.

The low-dimensional spin system has a long hisftsing25, Bethe31] and for a number of
reasons has now developed into one of the mosteatsearch fields of modern condensed matter

physics.

Firstly, the interest in low-dimensional magnetstist these materials provide a unique
possibility to study ground and excited states udrgqum models. On the other hand, in contrast to
magnetic systems with classical long-ranged feroo antiferromagnetic order, novel ground state
properties arise due to the existence of stronggua fluctuations in reduced dimensions and the

interplay of quantum fluctuations and thermal fuattons.

Secondly, this is a very attractive field for thetzal studies. Theorists were attracted by the
chance of finding interesting exact results withbating to deal with the hopelessly complicated
case of models in 3D [RichterO4]. A number of pdwlenumerical and analytical techniques has
been developed including Density-Matrix-Renormal@aGroup methods (DMRG), Quantum-
Monte-Carlo simulations (QMC) and exact diagonaiaora (ED), or the Bethe ansatz for integrable
models and field-theoretical approaches such asnixation[Mikeska04].

Thirdly, the successful preparation of materiakst thre good realizations of quasi-two- or one-
dimensional quantum magnets have rendered posailfieitful interplay between theory and
experiment. Actually, low-dimensional magnets haveatural realization since they exist as real
bulk crystals thus having all the advantages ok lmoaterials in providing sufficient intensity for
experiments investigating thermal properties (epecific heat), as well as dynamic properties (in

particular quantum excitations) by e.g. neutroritecag.

10
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Frustrated magnetism has also become an extrermighg dield of research over the last decade.
Frustration arises in magnetic systems when nohedlrest-neighbor interaction energies can be
simultaneously minimized. It creates a highly degated ground state in which the system can
fluctuate with almost no energy expenditure, evewrdto a few mK in temperature thus preventing
the formation of long-range magnetic order [Ondgfdidarian05 and GreedanQ1]. In the absence of
long-range magnetic order at low temperatures,-kgimd states, characterized by a large remanent
entropy associated with the fluctuating naturehef $pins, are among the possible ground states of
frustrated systems. The existence of spin liquidd @neir corresponding universality classes is a
matter of intense debate both theoretically andesrgentally as they exhibit many interesting
properties. These consist of pressure or magneta-ihduced antiferromagnetic phase transitions,
Bose-Einstein condensation (BEC), magnetizatioteplax and possible applications in topological
guantum computation, to name a few. They show lbtbksical phases as well as new quantum
phases with interesting cross-over regimes. Newntgua phases are not only interesting in their
own right, but they are also important for applieat such as having an enhanced magnetocaloric
effect in a frustrated spin system [Briick03], whinhy be useful for efficient magnetic refrigeration
[Zhitomirsky03, Tegus02, Wolfll] or a natural catate for quantum information processing

applications [Gershoni06].

Among the various techniques used to investigagepitoperties of condensed matter is the
ultrasound measurement, a powerful technique usedtidy phase transitions and critical
phenomena. Physical acoustics embrace the measuswfeultrasonic velocity and attenuation.
The elastic constants can be gained from the oliasvelocities. The elastic constants are
thermodynamic derivatives, the second derivativahef free energy with respect to the strains.
Therefore, they are directly related to the atoand molecular bonding in the crystal. In addition,
they are connected to thermal properties of sdhdsugh the Debye theory. In combination with
specific heat and thermal expansion measuremeatsjceconstant data can be used to determine
the equation of state and various thermodynamictioms. This technique has been well established
as an important tool for the investigation of lowndnsional spin systems [Luthi05, Sherman03 and
Wolf00]. It is proven to be a powerful tool to pelthe spin-lattice interactions [Wolf0la], lattice
instabilities and phase transitions [Zherlitsyn1The investigation of the correlations between
magnetic and lattice degrees of freedom providesti@r understanding of the underlying physics of

frustrated and low-dimensional spin systems. Iis thiesis, ultrasound will be used as the main

11
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experimental technique while supplementary thermadyic probes such as magnetic susceptibility
and thermal expansion will be employed over wideges of temperature and magnetic field.

After a brief introduction and motivation, a deption of interesting quantum spin systems
studied in this thesis is given in Chapter 1. Ttieeochapters are organized as follows:

» Chapter 2 contains relevant theoretical and matepiecific background in two parts. In the
first part, | give a general introduction in theslzatheories and concepts of low-
dimensional spin systems including the phenomeridrustration and its effect
on magnetic ordering. In the second part, | prefanbasic theory of ultrasound
as well as the necessary background of sound-wawpagation at magnetic

phase transitions.

* Chapter 3 is devoted to the experimental technidte. ultrasound setup is discussed here
in detail as it is the prime experimental methodhaf present work. In addition,
the instrumentation to maintain the system at lemgerature and the setup for

magnetic susceptibility measurement will be sharliewed.
» Chapter 4 presents the study of the quasi-1D fatestrdiamond chain compound Azurite.
» Chapter 5 deals with ultrasound studies of the @b systems GE€uCl, and CsCuBis;.

» Chapter 6 contains experimental details of the raigcharacterization of single crystals of
the mixed system GSuCl,.Bry.

» Chapter 7 In this chapter, a summary of the commhgsdrawn from the research is presented

and an outline is given for future research in trsa.

12



13



Chapter 2: General Theoretical Aspects

GENERAL THEORETICAL ASPECTS

This chapter introduces some general theoretiga¢cis of quantum magnetism and physical
acoustics necessary to understand the conceptenpedsin this thesis. In the first section, we
examine the Heisenberg model, an effective desonipdf the interaction of localized magnetic
moments, and its solutions on some classical ardgifeagnetic spin lattices. The second section is
dedicated to the basic theory of sound-waves atrdsolund attenuation in an elastic media. The
backgrounds on spin-phonon coupling mechanism anddswave propagation at a magnetic phase

transition are also given.
2.1 Quantum magnets and spin liquids

2.1.1 Heisenberg model

When the temperature of a magnetic material is tedesufficiently, it undergoes a phase
transition from a disordered paramagnetic phasantordered magnetic phase. The temperature at
which this occurs is called the Néely| or Curie {c) temperature, if the material is

antiferromagnetic or ferromagnetic, respectively.

Spontaneous alignment of magnetic moments in megnetterial implies the presence of an
internal field. This internal field is called theofecular field. In 1928, Heisenberg proposed that t
molecular field, responsible for the magnetic omgrin solids, is the result of a spin-dependent
exchange interaction between moments on neighbtattige sites [Heisenberg28]. Furthermore, he
proposed that the exchange (potential) energy lsetvaeoms of net spi§ and§ on neighboring

sites is given by:
V. =J.S 8. (2.1)
Consequently, ifJ; > 0, the lowest energy configuration is when thensmare aligned anti-
parallel to one another, corresponding to antifeagnetic ordering (AFM) of the moments. In the

case whergl; < 0, the lowest energy configuration occurs wheimss are aligned parallel to one

another, resulting in a ferromagnetic ordering (FdM)the moments. The physical origin of the

14
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exchange energy is governed by the laws of quamh@thanics. Electrons interact classically via
Coulomb’s law, and quantum mechanically via theliFaxclusion Principle. The exchange energy
can then be thought of as the difference in paéminergy of the parallel and anti-parallel spin

states. This spin-dependent exchange energy isnsigbe for magnetic ordering in materials.

In describinga lattice of spins with the exchange energy given in Eq., 2hk Heisenberg

Hamiltonian for the system written as:
H=>1J $S (2.2)
i

where S is the total spin of théh ion in the lattice. Exchange interactions fdfl @mpidly with
increasing distance; thus it is sufficient to cdesionly nearest-neighbor exchange interactions. Th
term “nearest neighbors” means the moments whiehpaysically closest to one another on a
crystal lattice. On the hypothetical square latiic€ig 2.1, the pairs of moments at lattice sitesnd

2 and at sites 1 and 3 are nearest neighbors’. pairs

-O—O—0>
3
—O—C>

() e
<
Figure 2.1 Spin moments situated on a square lattice. AtomasdL 3, and 1 and 2 are nearest

neighbors.
2.1.2 Dimensionality and long-range ordering of spsystems

By specifying the dimension of the lattice as wadlthe dimension of the spin space, a useful
classification of the possible spin models of therf in Eq. 2.2 can be constructed. On the one hand,
restricting the spin space to one dimension leadbéd Ising model, where the spins can only point
in up or down direction. Similarly, we can restrilse spin space to two dimensions in an XY model
or three dimensions in the Heisenberg model.

In the following, we restrict the study to the Hmberg model. On the other hand, as introduced

in Chapter 1 the exchange couplidgsould be predominantly uni-directional, leadinghe 1D spin
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Chapter 2: General Theoretical Aspects

systems, such as the linear chain. They could lzdspredominant along two directions, leading to
2D spin systems, such as the square or triangatticds (see Fig. 2.2). Finally, the exchange

interactions could give rise to 3D spin systems.

The dimensionality of the lattice has profound @nsences on the long-range ordering
properties of the magnetic moments. Indeed, duthgéoMermin-Wagner theorem [Mermin66], at
any nonzero temperature, long-range order (meattiegpresence of a bulk magnetization) is
impossible in one and two dimensions in the isotréfeisenberg model. Interestingly, nothing is
said in the limitT — 0. However, it turns out that one-dimensional antdmagnetic spin chains
described by Eq. 2.2 have a ground state with goagirange order (the spin-spin correlation
function decays at long distance following a povesy), exactly calculated with the Bethe ansatz.
The excitation spectrum of the spin chain exhilntsresting properties, such as a gapless exaitatio

spectrum with deconfined fractional elementary &tns, known as spinons.

O--0--0--0

a) Linear chain

O- - --0--0 O---0---0--0
I I I I /7 \ 7\ 7\ /

I I I I Il \\ // \\ /I \ //
& -5 =-0--0 O - -O--0=--0
b) Square lattice c) Triangular lattice

Figure 2.2 The most common spin lattices studied theoreyiGak the linear chain (a), the square

lattice (b) and the triangular lattice (c).

The two-dimensional lattices show long-range ordgat T = 0. For example, on the square
lattice, the ground state is Néel ordered at waaaor q = £, ©) and withS = 1 transverse spin-
wave excitations [Luther75]. The same situatiorrige for the isotropic triangular lattice. At the
classical level, the minimum energy configuratisitrie well-known 120Néel state. At the quantum
level, numerical work indicates that even in thesence of strong quantum fluctuations (the
magnetization is reduced by about 59% from itssita$ value), long-range order with an ordering
vector = (2u/3 , 2t/3) is still favored [Manousakis91].

In three-dimensional lattices, such as the culitéaor the inter-coupled lattice the Heisenberg

antiferromagnet (HAF) can order at finite temperat{ > 0). The associated ordered spin structure

16
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is shown in Fig. 2.3. Fof > Ty, the spin system is found in the paramagnetie stahere each
magnetic moment behaves independently. The emergehdong-range order breaks the spin-
rotation symmetry and the system can be treatethdy andau theory of phase transitions. In this
theory, an order parameteris defined such that = 0 in the paramagnetic phase (symmetric phase)
andy # 0 in the ordered phase (broken-symmetry phase@mé&htary excitations in long-range
ordered system are found by linearizing the equoatimf motion of the local deviations of the spins
from their ground state positions [Blundell01, Gs03]. The resulting low-lying excitations are
called magnons and obey the Bose-Einstein statisTibey can be pictured as long-wavelength
deformations of the order parameter. They repreentconventional behavior of the elementary

excitations in long-range-ordered systems.

gt A4
S
G-t
O

Thermal fluctuations can lead to the destructiotoofy-range order, as we saw in the 3D case
for T > Tn. A similar situation could arise at= 0 where the long-range order can be weakened by
guantum fluctuations. Quantum effects are amplifred magnetic system with a low value of the
spin, e.g.S= 1/2 or S= 1, in the presence of antiferromagnetic coupkng in low-dimensional
lattices (1D or 2D lattices) with a small numbemefrest-neighbors [Rice02]. The consequences of
these quantum fluctuations are a renormalizatiothefground-state energy and a reduction of the
magnetization [Lhuillier02]. Ultimately, quantumufituations can lead to the destruction of long-

range order and a preference for a quantum graiatel \with high symmetry and small degeneracy.

2.1.3 Frustration

A spin system is called frustrated when it canratis§/ simultaneously all its interactions

between every pair of spins. The resulting configons minimize the energy of the whole system,

17
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but not all the energies of interactions betwees gpin and its neighbors. Frustrated systems exhibi
interesting properties such as a very large graiatt degeneracy. Particular interest in those
magnetic systems stems from the fact that they feered to present new phases such as Resonating
Valence Bonds (RVB) spin liquids [Anderson73], supelids [Wessel05, Melko05] and spin ices

[Bramwell01, Castelnovo08].

Frustration has two possible origins: it can aegber from competing magnetic interactions,
such as in thd; — J, spin chain, or from geometry. Geometric frustmnatmall be illustrated through
a couple of examples among the family of cornerisgdattices [Moessner01]. The exploration of
frustrated systems is a wide and expanding fieldosfdensed matter physics. The purpose of this
section is just to gives a brief overview on fragtd systems. Reviews on frustrated quantum
magnets can be found in Ref. [Anderson73] or [Misigh1].

In the case of frustration that arises from commgetnteractions, let us consider a pair of two
nearest-neighbor spins interacting through anemtimagnetic couplind;. The energy of this pair
is minimized if the spins are antiparallel (Néeldem). If we add a next-nearest-neighbor
antiferromagnetic interactiod, and J, is "low enough”, each nearest-neighbor p&r &.1) still
tends to align antiparallel. However, above a tenalue ofJ,, the pairs of next-nearest-neighbors
(S, S+2) will also try to lie antiparallel, which is impsible due to thel; coupling. As a
consequence, for a range of values of the thtl, the interplay between the two antiferromagnetic
couplings will lead to a non-collinear configuratja spiral state, that does not fully satisfy afy
the interactions. In such case the systerfrustrated by the competitiobetween thel; and J;

couplings.

a) b)

2 BlOFT?

Figure 2.4 The geometry of the triangular lattice (a) prot#hAF ordering since spin 3 cannot be
aligned antiparallel to both of its nearest neighdd and 2. The system is said to be frustrated. (b
Possible ordered phases in a triangular antiferrgmatic (TAF), derived from simplified expression

for the total energy of the system.
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In the case of geometric frustration, the simpdstmple to illustrate these kinds of systems is a
triangular lattice with antiferromagnetic coupling®n all edges. In order to satisfy independently
all interactions, spins should align antiparallelng each edge, which is not possible as shown in
Fig. 2.4(a). It is possible for the moments aidatsite 1 and 2 to align antiparallel, but the neam
at lattice site 3 cannot be placed exactly antalarto the other two. Instead, spins will realee
120 coplanar configuration in order to minimize theemgy of the whole triangle as displayed in
Fig. 2.4(b).

To generalize this to lattices containing elemgn@aquettes (triangles, squares . . . ), Toulouse

[Toulouse77] proposed a criterion on the produdhefbonds of a plaquette P:

P= |_| sign(J;) . (2.3)
4>
If P < 0, the plaquette is geometrically frustratdebr example, if we consider only

antiferromagnetic couplings, examples of geomdtyidaustrated two-dimensional systems are the
triangular lattice, the Kagomé lattice, the chebkerd lattice and the Shastry-Sutherland lattice.
The square lattice, with an even number of antfeagnetic couplings per plaquette, fails
Toulouse’s criterion. However, a square plaquetti¢h whree ferromagnetic bonds and one
antiferromagnetic bond becomes frustrated.
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Figure 2.5 Schematic curve of the inverse of the suscepyibilias a function of temperature
showing the signature of geometrical frustratiordgpted from Ref. [MoessnerO1jcw is the

Curie-Weiss temperature angd iE the temperature of deviation.
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If we consider a whole lattice &f spins, the number of degrees of freedom increagbsthe
number of bondg in a single plaquette (for examplg,= 3 if the plaquette is a triangle). The
classical ground states satig¢fy= 0 in each plaquette. This condition leads1te 3 constraints for
Heisenberg spins. The dimension of the ground gtates withg andn. If we callF the number of
degrees of freedom and the number of constraints, the dimension of theugdostateD is
[Moessner01, Chalker07]:

o= F -k = NOG=W-0)

Hence the ground state of geometrically frustrasgdtems is highly degenerated and its
dimension increases with the number of bonds pagugdtte and the number of spin components.
Quantum or thermal fluctuations can partially liiis degeneracy, which is called tReder by
Disordereffect [Villain80].

Experimentally, strong frustration can be idendfi'om the behavior of the inverse of the
susceptibility . Fig. 2.5 shows a schematic curve of a stronghgtfated magnet. The usual
paramagnetic regime takes place above the CuriesMemperaturédcyw. Betweendcw and T,
strongly frustrated systems then present a phasehich correlations are weak (cooperative
paramagnet region). A deviation takes place atmgégaturelTr ~ fcw indicating a transition to a
non-generic state which varies from one compourahtither [Moessner01]. The rafie/ Ocw<< 1

is considered as a characteristic of strong frtistra
2.1.4 Effects of applied field on S = 1/2 Heisenbamtiferromagnets

A finite magnetic field orients spins towards tiedd direction, thus breaking the planar spin
alignment, which may be the ground state at zeldl.filn this sense, the presence of an external
magnetic field can be viewed as a competing intenacwhich can affect quantum fluctuations.
Moreover, a magnetic field gives the possibilityttme the ground state and move the spin system
towards a quantum critical point. Here we will diss effects of a magnetic field applied to some

classical spin system.
a) Magnetization plateau

For classical spin systems, Misguish showed urfteiassumption that the classical energy is a

continuous and differentiable function of the spimrections [MisguichO4], that the spin
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configurations in the plateauust be collineawith the magnetic field direction. Letbe the number
of spins in the unit cell anplan integer. The possible configurations are:

Un_pr

where n-p is the number of spins 'Up’W) and p of spins 'Down’ Q). The corresponding
magnetization plateau arises at:

l:l—z
Msat

S lo

For example, the magnetization as function of aobfhagnetic field for th& = 1/2 HAF on a
triangular lattice is shown in Fig 2.6 [Farnell0O3he spin configuration in the plateau at 1/3 & th
saturation magnetizatiddsais the collinear “Up-Up-Down” stateJUD), in which two out of three
spins are pointing up along tkeaxis and the last one is pointing down. Classitatepu states can
sometimes survive in quantum-spin systems. Afflac#d Hida [HidaO5] studied the competition of
two possible states in the 1/3 magnetization platdaanS = 1/2 frustrated Heisenberg spin chain
using bosonization, renormalization group and nisakdiagonalization methods. Depending on

the exchange modulation, tMMs,:= 1/3classicalor quantumplateau state is favored.

_ LSUB4 e o
0.8 LSUBe F |
LSUBS ------ R o
0g L classical aE -‘i"_’ﬁ‘
ED{36) - e e
= et F,ﬁ;
04 e

Figure 2.6 Magnetization of the S = 1/2 HAF on a triangulattice in the presence of an external
magnetic field (Reprinted from Ref. [Farnell09]).

The classical 1/3 plateau state, which appearsarconventionab= 1/2 frustrated Heisenberg
chain
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H, =) §S,, +05S., 2.4

consists in a 3-fold degenerdtgf structure (i.e. the quantum analog of the clabsimliinearUUD
configuration) accompanied by the spontaneéffiranslational symmetry breakdown [Farnell09].

The quantum case corresponds-te p (where -« is a singlet dimer). This state is favored by a

period-exchange modulation:

L/3

H, =33 [W-a)(Ss,Sy +0S5S5.) + L+ @)S;,Ss.0]. (2.5)

b) Quantum phase transitions

A classical phase transition (CPT) involves therfhadtuations occurring at finite temperatures
only. In the thermodynamic limit af = 0 K, where the thermal energy scale is absenly; the
fluctuations associated with the Heisenberg’s uag#ly principle are present. In some cases those
zero-point fluctuations lead to transitions whiah,analogy to a CPT, are called a quantum phase
transition (QPT) and occur & = 0 K. In analogy with a temperature-driven CPV¥erg QPT is
governed by an external parameter, for instancenetagfield, pressure or a doping percentage of a

chemical [Vojta03].

A system approaches a quantum-critical point (Q@P)he thermodynamic limit under
application of the external parameter. Every cardus QPT is characterized by an order parameter:

At zero in the disordered phase, an order paranbeteomes non-zero while the system reaches a
QCP. Correlations of the order parameter divergélas|z|” in the vicinity of QCP. Here is a

measure of closeness to the QCP and the correlation length critical exponent. Ander

parameter fluctuates not only in space but alsainre. Close to the QCP corresponding time

correlationst. diverges as, ~ |r|_"Z , Where z is the dynamical critical exponent [$hst99].

Critical length and time scales are the only chargstics of the system close to QCP. All
scaling observable variables’ critical exponentsestel ort andt. exclusively. Therefore the scaling
is universal and depends only on the symmetry efofuer parameter. Consequently, QPTs can be
classified by the symmetry of order parameter wihiaims the universality class. It means that all
observable variables in various QPTs posses atsaiMeehavior which can be described by a model

system with a corresponding symmetry of the ordeameter [Vojta03, Sachdev99].
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Quantum-ordered phases occurringlat 0 K survive to a finite temperature range, whish
important for experimental physics. This makes eitgli investigations of QPTs possible. A wide
range of QPTs was discovered: from superfluid Ineland the cuprate superconductors, which can
be tuned from a Mott insulating to a supercondgctphase by a carrier doping [Keimer91,
Aeppli97], to various QPTs in quantum magnets amcbaoventional metals [Schroder00]. The main
role in the phenomena is played by electrons aet tiollective behavior. Quantum magnets, i.e.
systems with localized electrons in reduced din@rssibelong to the most important candidates for
the investigations of novel quantum phases. Im#w section 1.2.1(c), a specific example of a QPT

in a low-dimensional magnet is given: Bose-Einst@indensation of magnons.
c) Bose-Einstein condensation of magnons

Bose-Einstein condensation (BEC) remains one of miwst exotic predictions of quantum
mechanics. In the last half decade, a continuoterast has been shown with respect to this
phenomenon because of its experimental evidenadtia-cold diluted atomic gases. It is also
known that a quantum spin system can be mapped amtmteracting Bose gas. The analogy
between a quantum spin system which presents kmgerorder, and an interacting Bose gas, which

presents BEC, has been well known for a long tilhat§ubara56].

Here we show that field-induced QPTs from paramagnéo the 3D-XY ordered
antiferromagnetic phase can be mapped onto Bosseiincondensation of magnons (BEC) in
axially symmetric magnets. The materials of choibave been crystalline networks of
antiferromagnetically couple® = 1/2 dimers. The starting point is the spin Haonilan of the
system, which, for instance, in case of the laddedels with rungs made of spin-1/2 dimers

[Oosawa99, Riiegg03], can be written as:

ﬁ = ‘JrungZSLrungSZ,rung + ‘Jlegz SS] - gluBHZSkZ . (26)
k

rung i

Here the first sum is taken over all rungs in thia $adder, the second sum runs over all legs bhed t
third term describes the impact of the magnetic fi¢ and its sum runs over all spins in the system.
We assume that the rung exchange interacign, is the strongest in Eq. 2.6, coupliSgand$,
into dimers. Thus the system effectively consigtteractingS = 1 particles. Using second-order
guantization, it was shown [Nikuni00, Giamarchi®t the Hamiltonian in Eq. 2.6 can be mapped

onto the following form:
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T + + 1 o+
H=Y (O -atsH)a'a +Y a'a +52Ya'aag, (2.7)
| 1] 1]

where the operatorg”and @ create and annihilate a boson on dimeespectivelyt; describes a
hopping between sites andj and U; is a repulsion energy. The coupling of the transwe
S'S/ +S’S/, and longitudinal S*S;, components in the spin Hamiltonian in Eq. 2.6 shapto the

hoppingt; and repulsiorJ; terms in the bosonic representation in Eq. 2 3peetively. The singlet

S =0 is the ground state of the system and is agghby a finite energy gap from the excited
triplet S = 0;% 1. An applied magnetic field induces the Zeemaitts and lowers the energy of
the dispersivés’ = 1 excitation. When the field energy is equalhe value of the gagugHc1 = A,

the excitationS’ = 1 mixes with the ground state and the systenerguks a QPT from quantum
paramagnetic to the 3D antiferromagnetically ordestate. In the bosonic representation, this
process can be viewed as a condensation of magrmongng S = 1, thus obeying Bose-Einstein
statistics [Sorensen93]. In spin space, the fietliced Bose-Einstein condensation (BEC) of
magnons corresponds to the order of the transsgisecomponents, perpendicular to the applied
field, which spontaneously breakes tB€) symmetry of the Hamiltonian in Eq. 2.6. The listle
respective parameters of the Bose gas and the wjonaantiferromagnet is given in Tab. 2.1
[Giamarchi08].

Table 2.1The respective parameters of a Bose gas and agumaantiferromagnet. The table is

adapted from the review of T. Giamarchi et al. [@&rchiO8].

Bose gas Antiferromagnet
Particles Magnons carrying spin-1
Boson number N Spin componen®
Charge conservation U(1) Rotational invariance O(2)
Condensate wavefunctian(r) Transverse order§* +iS”)
Chemical potential Magnetic field

The upper critical dimensiod. and the dynamical exponentof the BEC are equal to two.
However the magnetically quantum-ordered phasdseatdinite temperature and its dimensioul is

> 2. Therefore, the experimentally observed figldeced phase transition in the low-temperature
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region, corresponding to the BEC of magnons, beddnghe 3D-XY universality class with= 3

andz= 2.

= 1-1)

|10)

- - =1 = =

\/ S S
He \ 100)

Figure 2.7: The schematic representation of the field-driBase-Einstein condensation of magnons
(adapted from Ref. [RUegg03]).

*
|

The process of the field-induced antiferromagnetider was observed experimentally in the
gappedS = 1/2 compound TICu@Glby Oosawaet al. [Oosawa99] and explained as the BEC of
magnons by Nikunet al [NikuniOO]. The magnetization measurements [O@$88j, [Shiramura97]
have shown that the magnetic subsystem of TlgwoOhsists of weakly antiferromagnetically
coupledS = 1/2 spin dimers and the first excited stateeisasated from the ground state singlet by
the energy gap\ = 0.7meV. At the quantum-critical point, which mEsponds to the critical
magnetic fieldH. = 5.7 T, the energy gap collapses. The diagrathefield-induced QPT from a
magnetically disordered towards a 3D XY antiferrgmetic state is shown in Fig. 2.7. The solid
lines correspond to the Zeeman splitting of thategdriplet state. At the quantum-critical poitite
triplet modeS’ = +1 reaches the nonmagnetic ground stite 8 and the system turns into a 3D

antiferromagnetic state, which is proved by theedietd Goldstone mode [Riegg03].

2.2 Physical acoustic properties

2.2.1 Elastic theory

Let us begin with a survey of continuum elastiootiye Only the main results will be presented.
The proper derivation and the full developmenthef theory can be found in various monographs,
such as [Landau59] or [Kittel05].
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When an elastic deformation is applied to a mediampgint originally aR moves toR' =R +
u(R, t) Obviously, the effect of a constantis just a translation of the whole medium. For

deformationsu is position dependent and we can exptd®dy the partial derivatives:

v, =2 e dR =dR +Yv,dR .
R J-

J

Herev; is a component of the deformation tensor. A gengeébrmation in a solid can be built up
by a pure strain deformation followed by a rotatidtsually, only infinitesimal displacements are

considered in the elasticity theory. Therefore, amponent of the infinitesimal strain tensor
1 .
readsg; ZE(V” +v;)and the rotation tens® reduces tdR; = Jj + wjj, wherew; =1/2(;; - v;) =

-wji. Thewj are the components of a vecfor= 1/2 roti = (oyz, 0z ®xy) Which describes a bulk
rotation of the body in first order for a homogengaeformation. So the finite strain tensor can be

written as:
1
,7ij = gij +§Z(£ki +a‘1<i)(£kj +a‘1<j)'
k

Applying Hook’s law to a continuous elastic mediumg obtain the equations of motion:

0%y, _ 5 0T,
e _Zk:aRk'

Here T is a component of the stress tensor arnbe displacement vector introduced above. With

the linearized stress-strain relation, which isghenomenological Hooke law:
T, = Zcijkl Vi
ki

and for plane waves; = Uegexp(i(k-r — wt)) (U amplitude,e polarization vector) we get the
eigenfrequencies and normal modes:

Zl_pafdn ~ CymKnK; Jq (k)=0.

jlm
Here wy is the eigenfrequency for the wave vedt@ndciyy are the elastic stiffness constants. The
components of the inverse tensor to tg)(are denoted by, the components of the compliance

tensor.

26



Chapter 2: General Theoretical Aspects

2.2.2 Background elastic constant

In the harmonic approximation without phonon-phonboteraction, the elastic constants are
temperature independent. In the harmonic approximathe HamiltonianH, has terms due to

strains and due to harmonic phonons:
1 0.2 1 1
thHe|+th=_zCr‘9r +_Zhwq Ny +35 (2.8)
24 245 2

where ¢ is a symmetry elastic constant an(g:l=n(exp(hn)q/kT)—l)‘1 is the thermal occupation

number of the phonon q. The lowest-order an-harmtimeory starts with a quasi-harmonic free

energy withng=0,1, 2...

Fqn=Fo— kBTInZ

= F, + KTZIn{Zsin{:ﬁ_ H (2.9)

where Fq is the elastic energie. But now He and wq depend onR;, the lattice vectors. For

equilibrium we havéFq/de; = 0, i.e.

w, 0&

o
e, +1Y = 2YE(@T) =0 with E = ha(n+ ).
25 w, 0¢; 2
E(w) is the average energy of an oscillator. Due tothivel- and fourth-order anharmonic terms in
the crystal potential, there is a coupling betw#enhomogeneous strains and the phonons. This an-
harmonicity can be described by the strain deperelen the phonon frequencies via the phonon

Gruneisen parameter:

_dln<aw® > _ 0°In<af >

N oe, 0,08,

From the above equations with:

oa
¢, =0+ 0 5 1 %%g T (2.10)
20¢; T w, 0¢;
1 1
Gy :Ci? _ErU(T)+Zyph[U (T)-TC, (T)] (2.10a)
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ForT > @p, ¢ is proportional tal sinceU = T, they reach a constant valueTat O and for low
temperatures; is proportional toT* (C = T°, U = T%. Fig. 2.8 shows a typical result fay(T) for
cubic LaAb [Schiltz74]. Withep = 374 K, a linear temperature dependence alreadly * 150 K is
observed, i.e. fof > @/2 for all elastic modes and a bend ovef{}-towards saturation foF < 100
K.
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Figure 2.8 Temperature dependence of elastic constants foh,l(egprinted from Ref. [Schiltz7}]

The range of th@* dependence of the elastic stiffness constantdfisuli to estimate. There are
phenomenological expressions for the temperatuperdience of the elastic constants, the best

known is given by Varshny [Varshny70]. It reads:

C. =C. — (2.11)

wheres andt are constants which can be fitted to the experiadeasults. This empirical expression
for the temperature dependence due to anharmomnophinteraction describes the background

elastic stiffness constants surprisingly wellsitherefore widely used.
2.2.3 Magnetic susceptibility and elastic constants

Here we discuss magnetic susceptibility and elastitstants for crystals with magnetic ions in

the presence of crystalline electric fields (CHH)st, we discuss systems where other effects such
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as magnetic exchange interactions or quadrupol@raictions between the magnetic ions are
negligible. After that the more complicated effewif be introduced.

The necessary formula for the different thermodyicaderivativesthe free energy density of

the system, can be written as:

En (EI’ )

F=Fy+Foer = Fyp - N kTS e 5T (2.12)

whereFqh is the background free energy density of the gbasmonic crystal and the crystal field
free energy density is given B¢er = ~N&kgTINnZ with Z the partition function. The energi&s are
strain-dependentNs is the number of magnetic ions per unit volume. TBEF magnetic

susceptibilityym measures the response of a system of magnetitd@msapplied magnetic fied

2 2 2
)(m:NSa<JZ>:—aF=—NS <6E>— 1 <(6_Ej >+
B 0B’ 9B? kT 0B

1 (O . (2.13)
k;,T 0B

In this expression the first term is a Van Vlechknirioution, which probes the off-diagonal
magnetic dipole matrix elements. The next two teanmgsthe so-called Curie terms showing a strong

temperature dependence that is due to the diaguetalx elements.

In an analogous way, the strain susceptibilityhis tesponse of the structural order parameter
<O> to an applied straim;. The strain dependence of the CEF energy levelseogond-order
perturbation theory is obtained from the magneé&sted interaction:

— 2.2 |< dof|n >|2
E,(6-) =E, —0;& <nO:|n>+glef ;?

n m

(2.14)

whereE, are the unperturbed CEF energies. This perturb#ieory is appropriate for small strains

as used in ultrasonic measurements. This givethéoelastic constant:
Ac = ¢ (T)~cP(T)

_0<0, > _0°F
0¢; 0&%F

2 2
=N <6E>— 1 < 9E >+ 1 <6—E>2 ) (2.15a)
ds? kT | 0e; KeT  0&;
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Eq. 2.15a can be interpreted in the same way ag.E8.c’ is the background elastic constant. We

can distinguish again between Van Vleck type te#ffs? and the strongly temperature-dependent
Curie term.

Now, if we include the exchange interactibh;, = ZJ” SS,, the magnetic susceptibility

i
changes from the single-ion susceptibility to:
X =2, (2.16)
1- 1Xo

Here,j is theq = 0 exchange constant which has positive and negatlues for ferromagnets and

antiferromagnets, respectively.

In a similar way, an expression for the elasticstants in the presence of two-ion interactions

can be obtained. The Hamiltonian is taken as:

2

H =cr%r+grer20ri +KY0,0, . (2.17)
i ]

Here, the first and second terms are the elasticnaagneto-elastic energy. The last term gives

the orbital interactions between the quadrupolgh wicoupling constant K. Eq. 2.17 in molecular-

field approximation reads:

2 2
H=¢ T+g.630, +K<0, >3.0, =¢ T+¢3 0, (2.18)

i%]
with = ge + K<O>. For the free energy we get in the molecular faggroximation:

E;

2 .
<O ThYe . (2.19)

2
H =cr%r+KNs

Here the magnetic ion energiEsdepend o asE; = EY + a¢ + bic>. We get the equilibrium
conditionoF/0<O> = K<O> + <0E/0<O>> = 0. With the single-ion strain susceptibiljty=
d<O;>/de we get dide = g/(1 — K¢ andc; = F/de? = c® — gNgsdd/de or:

CF :CFO - gstXstrWith Xstr = 1_)|(<SX . (220)
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This equation has the same structure as the magnetceptibility in Eq. 2.16. The expression has
wide-spread applications in various fields suchinathe cooperative Jahn-Teller effect [LUthi05],

certain structural transitions and the magneticeghsstrain coupling [WolfOl1a].
2.2.4 Ultrasonics at magnetic phase transitions

The exchange interaction is the dominant interaategsponsible for a magnetic phase transition.
The isotropic Heisenberg exchange interaction explanany different phenomena in magnetism,
such as the occurrence of the phase transitioheoelementary excitations called magnons or spin
waves. The magneto-elastic interaction, i.e. thepling of the lattice coordinates (strains or phono
coordinates) to the spin system plays only a sesgnible. Here, we will discuss the effect of the
strain-spin coupling on the sound velocity anddttenuation near magnetic phase transitions.

a) Critical attenuation coefficient

Critical effects on sound velocity and attenuateme expected because of the spin—phonon
coupling, especially the exchange striction couplWith this interaction, energy is transferrecdhiro
the sound wave to the spin system, which has riétexahannels whose relaxation times can
diverge at the critical temperature. Hence fromgdtnain-order parameter coupling (discussed detail
in [LOthi05]), it is seen that the sound attenuatiacan diverge forwz < 1 and dispersive effects can
occur forwr << 1, cf. Fig. 2.9.

The relaxation time measures the time the system needs to come froon-aquilibrium state
to the thermodynamic equilibrium. This parameteedjes upon approaching the critical point, with
the critical slowing down. This is the source ofatigencies in transport coefficients, here the
ultrasonic attenuation. The attenuation coefficiesst be determined by calculating the number of
phonons with wave vectay absorbed minus those (induced) emitted [Stern6&dihg to time-

dependent four-spin correlation functions:

a=Yb(,5.q)dtee ™ <5 (0)S,, 0, (9S,,, (1) > (2.21)

ij o5

19

with b = (Sa_dj (012, (T8, (S E)(EE)L-e™" ) (2eMhw) ™.
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In this formula, the attenuation coefficiemtis proportional to the space-time Fourier-Laplace
transform of a four—spin correlation function. Rbe evaluation of this correlation function, the
different theories can be divided into three groupe so-called conventional theories, the mode—
mode coupling theories and the coupling to eneigstdations.
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Figure 2.9 Ultrasonic attenuation of longitudinal and shearwea along the c-axis neag Bnd Tc
for (a) FeR (reprinted from Ref. [Ikushima71]), (b) Gd (repial from Ref. [Lthi68]) (full circles
correspond to longitudinal, crosses and open cgd¢teshear waves).

Conventional theoriesThe four—spin correlation function of Eq. 2.21 iistf factorised. In the
next step, the hydrodynamic form is used for the-spin correlation functionkSS(t)> =
<SS >e " which is valid only forks << 1 with ¢ the correlation length of spin fluctuations agd
the characteristic decay time of the spin flucuagi Finally withw<< 7,’* the attenuation becomes

o~ colelzrc (2.22)

wherey is the spin susceptibility ang = n<ye. »” originates from the linear q dependence of Eq.

2.21. Eq. 2.22 indicates that the critical slowohgvn of the spin fluctuations/zl, enhances the
singularity in the attenuatiomon approachingc.

Mode—mode coupling theoriesgn the above discussion, the conventional theanesestimate

the effect of correlations. This can be shown,eoample, by calculating the specific heat using the
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12

factorization approximation, which gives G¢=*. In fact as pointed out by Bennett [Bennett69a], i

correspondinglyy*’?is replaced by C in Eq. 2.22, then

_ WCr,

ag = :
1+ a1’

(2.23)

In these theories, one hydrodynamic mode decagsseteral hydrodynamic modes, leading to a
divergence in the transport coefficients. Theseriks retain the assumptian<< z; * and the
hydrodynamic form of the spin fluctuations but du factorize the four—spin correlation function of
Eq. 2.21.

Energy-density coupling:Finally, we discuss the energy density coupling m@tsm. An
important variant of the theories outlined aboveuss if the exchange striction Hamiltonibiasis

proportional to the exchange Hamiltonian, i.enithe corresponding expressions
Hexs:Z'A‘eiqRi Zb|(SO [SR)and Hex :Z 7|"]|SOSRi ) (224)

Each individual term ofHeys is proportional to the corresponding term Ha,. Here A is the
amplitude of the sound wave, is the number of neighbor&] for a given sitez’ is generally
different fromz, i.e. the sound wave couples in general only to gfathe spin energy density. Then
the attenuation is proportional to an energy cati@h function instead of the four-spin correlation

function discussed above

a. 0o j dté“ < E E_ (1) >. (2.25)
0

Here<EqE4(t)> = <EqF_q>e't”S| with z57'= y/Cp, the spin-lattice relaxation time of the spin-energy
density withy a constant. The evaluation of Eq. 2.22 gives #mesexpression as fag (2.24) but
with a weaker singularity lik€y for zg. Another relaxation channel via energy diffusign* =
xq*/Cn, with x the thermal conductivity, is less effective. Thiupling to energy fluctuations was
introduced by Lithi and Pollina [L{thi69].

b) Sound velocity effects near magnetic phase tramsit

Similar to the critical ultrasonic attenuatiospund velocities also exhibit sharp dips at the
magnetic phase transitions. An example of soundciets for Mnk near Ty for different

propagation directions [Kawasaki70] is shown in.Ad.0. The anomalies amountAe/vy < 1/2%.
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Experimentally, both quantities are usually meaguogether. As introduced in Sec. 2.2.1, dar
<< 1 the sound velocity does not depend on the retaxéitmer and therefore it is not a transport
coefficient in contrast to the attenuation. It itharmodynamic quantity and it can be calculated by

the static part of the spin fluctuations.
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Figure 2.10 Anomalous temperature dependence of the velociyObfHz longitudinal sound in
MnF; for three different directions (reprinted from Rg€awasaki70).

To get a feeling for the velocity anomaly, considemagnetic free energy of the forffg, =
—=Tf(T/T). The spin—phonon coupling is of the exchangetsbn type and the coupling constant is
given bydTc/de and the longitudinal elastic constantcis co + d*F/de® = co — (dTo/de)*(T/Te)Cv
with the magnetic specific he@, = ~Td’F,/dT2 Therefore we expect only a small divergence in

the sound velocity, the same as the specific hgatgence and with no frequency dependence.

Av -’ (T-Ty)™".

0
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EXPERIMETAL TECHNIQUE AND ANALYSIS

This chapter describes the experimental technique e data-analysis procedure. The
experiments are divided into two parts. The fostt presents an overview of the method employed
to perform ultrasonic measurements and a shortis@®en about the cryomagnetic systems which
are used to perform measurements at low temperaltee second part discusses the system and

method that was used to study the magnetic presesfithe materials investigated in this thesis.
3.1 Ultrasonic measurements

The common method we use to measure the elaststasun is determined from the propagation
of acoustic waves. Sound waves are generated aedtel® by transducers attached to the plane
faces of the specimen which are ideally paralletdach other. The most widely used methods to
measure sound velocity and attenuation are theeqadso technique and the shape resonance
technique, also called resonant ultrasound spedpys(RUS). In the latter case the specimen acts
as a resonator operated at one of its eigenmodés spiality is strongly related to the acoustic
attenuation of the specimen. Most specimens ofesteexhibit rather large attenuation leading to
very low resonator quality. Therefore the pulseeeekcitation method [Liithi94] has been chosen

and successfully setup in our lab and is presdntddtail below.
3.1.1 Pulse-echo technique and phase-comparativéhoe

The basic idea of the pulse-echo technique is twl s pulse of sound through a sample.
Assuming the input pulse signal = Agqcost) is applied to a transducer which emits a radio
frequency acoustic wave (sound) into the samplke,stbund wave propagates in the sample with
velocity vs and arrives at the second transducer after atimnig'vs, L being the length of the sample.
The transducer detects a sigBak Bocos|w(t-7)] which is delayed by the propagation timand
reduced in amplitude by a fact@w/B, as illustrated in Fig. 3.1. Due to acoustic impexra
mismatch at the interface between sample and twaesdor bond) part of the acoustic wave is

reflected and propagates back to the first transduddere it is reflected again and after a tomaét
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73 = 3LAs it arrives again at the second transducer. Thosqss is repeated producing a detected

pulse train where each transit gives a phasefshithe signal ofb,= (2n+1)wlL/vs (N =0, 1, 2...).

— A
A; = Acost) L \ B = Bycos wt+d,)

Sample

Figure 3.1 Schematics of sound pulse traveling inside thepkam

By taking the total differential of sound velocity= (2n+1wL/®, we have:

dv, = (2n+1)] — dw+- 2 dL-“Lao, |, (3.1)
ch ch q)n

After division byvsfrom Eq. 3.1, it reads:

dVS :d_a)+%_d£_ (32)
Y w L @

S

G, e

Here the index O denotes some constant initialevalaking the exponential finally:

Partial integration gives:

k_cd_qbo

V, wl, P’

(3.4)

By replacing the entire variable in Eqg. 3.4 asithigal value plus changing the form x 3 % AXx,
performing multiplications and subtracting with thate that the higher-order products are negligible

because the relative changes—Aeﬁ have a magnitude of order 4@ 10°, one obtains:
XO

&Y, _bw, AL_A®

S

Vg w, L, ()

(3.5)

37



Chapter 3: Experimental Technigue and Analysis

. . . Av . -
Usually % is neglected since it is mostly one or two ordess thar—= . If this is not valid, it
0 VsO

must be corrected by other measurements such asetoagiction or thermal expansion. The Eq.
3.5 now contains two parametessand® to be determined in order to obtain the soundoiios.
Conveniently, the measurement is performed whilepkey A® = 0 with the electronic setup as
described in Sec. 3.1.2. So the change of frequeniediately gives the relative change of sound

velocity

av, L (3.6)
VSO a)O . .

3.1.2 Electronic setup

Figure 3.2 shows the electronic part of the ultn&ssetup for the simultaneous detection of the
relative changes of ultrasonic velocity and attéiona based on the technique presented above. The
frequency range of 5-500 MHz is covered and thatdur of the ultrasonic echo pulse is 0.1ss1
The repetition rate depends on the available cggiower in the cryostat and lies between 100 Hz

in the mK temperature range and a few kHz at hitgm@peratures.

(1) The frequency generat@roduces a signaly = Agcost) with a frequency between 10-500

MHz, depending on the transducer.

(2) The voltage dividethat divides the signal into two. One signal istgbrough the sample and

the other one for the reference.
(3) The diode switclhat is used to create a radio-frequency pulsgakig
(4) The pulse generatdhat triggerghe diode switch
(5) Power amplifier amplifies the signal before sending it to the gem
(6) Transducerconverts the electronic signal to an ultrasorgoa and vice versa.
(7) Sample
(8) Receive amplifieramplifies the signal received from the sample spids it into two channels.
(9) Power amplifier amplifies the reference signal.

(10) Quadrature hybrid Splits the reference signal into two equal aragkits but 99out of phase.
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Figure 3.2 Experimental setup for the measuring sound velaaitd the attenuation (adapted from
Ref. [LUthi05]).

(11) Mixer: multiplies each reference signal by one of thentatally received signals from sample
using for phase-sensitive detection.
A1B =1/2ABo[cosP, + cos(2ot + Dy)]
AB =1/2ABg[Sin®,, + sin(2wt + @y)]
(12) Low-pass filter suppresses the time-dependent component ledwnignie-independent one as
the so-called phase signal.
In-Phase-signal;, =1/2A.By cosp, Quadrature-signalQ, =1/2ABy sind,

39



Chapter 3: Experimental Technigue and Analysis

(13) Boxcar averagerSince the phase signal contains several ectivedoxcar averageis used
to select a particular one, performs some averagoity during each echo and between

successive echoes and reads the output signa hsatidQ, as mentioned above.
(14), (15), (16), (17) Oscilloscope and Voltmetased to display the results.

(18) Computer used to determine the frequency change and tipditade of the 90 phase-shifted
signal Q.

There is a direct feedback from the voltmeter tegkéhe phase of the signaldonstant, usually

equal to zero, by changing the frequency of theaigenerator. As explained in Sec. 3.1.1 with the

Av,

constant phase, the relative change of freque%feyt%gives directly
0 0 VSO

and is recorded by a

frequency counter (16).

For the attenuation measurements, the principle wayp fit echo trains with an exponential

function

A1 - A)e—a (2n+1)L (3 7)

whereq is the attenuation coefficierit,the sample length and n the number of the echtuafly,

the ultrasonic attenuation calculation is moreiclift because the damping of the sound wave is not
only due to the attenuation but also due to otberces such as reflection at boundaries between
transducers, interference effects and so forth.sTihus impossible to calculate the attenuation

from the Eqg. (3.7) because in fact it is

An - Zn Abe—a(2n+l)L

with the unknown factor,zdue to the losses mentioned above. Under the assumihat the value

A

of this unknown factor remains constant during éxeeriment, the ratio—- = e @)Dt ||
0

give the attenuation change.

We set and kept Q~ O to determine the change in the sound veloatythat | of the
corresponding echo has its maximum value. Settisgcand boxcar gate again at the position of the
nth echo to record,l we obtain information about the changes of itplande so the relative
ultrasound attenuatiofa. can be easily calculated.
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3.1.3 Sample

To use this technique, the pulses need to be langgh to include at least a few cycles of the
frequency. With frequencies around 100 MHz, thiplies that 10 cycles are included in a pulse
length of Lis. A pulse that is too short will not provide aarleexcitation at the reference frequency.
This restriction on the pulse length is then tratesd into a restriction in the sample lendth [This
is because the echoes need to be separated ititwtdmilses so the travel time £ L/vy) through

the sample must be longer than the pulse lengtiyd
Tpu|se< T-= L/Vs.

Because sound velocities are of the order 6f3, and assuming the pulse length @f1this

would imply a requirement for the sample lengtibéan the millimeter range.

It is also necessary to have the two surfaces, evtier sound should bounce, to be as parallel
and as flat as possible. The flatness requirenseiat insure a good reflection (like in a mirror)tlag
surface of the sample. For this purpose, the saenfacghness must be smaller than the wavelength
of the sound. If the polishing is not good enoubk, sound waves will suffer a diffuse scatterira, s
that a large fraction of the signal will not cormeeck along the incoming direction and will be seen a
a source of attenuation.

Besides that the parallelism requirement is imparb@cause otherwise the signal does not come
back to the same location. But even more imporgnhat a small misalignment will produce an
interference effect.

3.1.4 Ultrasonics at low temperature

All the ultrasonic measurements herein were camiedusing a VTI*He evaporation cryostat
and a®He-*He dilution top-loading refrigerator. All these atarsdard techniques and widely known
so they will not be described in detail here apayn some short notes. More details about the

operating principle of these systems can be foarite literature [Pobell07].

Figure 3.4 shows the operating setup of the YA@ refrigerator with the needle valve. Static
magnetic fields were supplied by a superconduatiagnet inside the cryostat which can reach up
to 14 Tesla at 4.2 K. For temperatures above 4@Hling can be achieved by simply using tHe

gas flow taken directly from the main bath via tieedle valve.
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Figure 3.4 Continuously operatingHe refrigerator with needle valve.

For the temperature range 1.3 K< 4.2 K, the simplest way is to pump a helium haftfiHe
cryostat with an immersed sample. However, sinceia#0% of the helium is evaporated when the
bath is pumped and cooled from 4.2 K to 1.3 K, tmsthod is not economically profitable,
especially if such an experiment requires long $im&he problem can be solved if a small amount
of helium taken from the main bath is cooled oiythis case, after the insert has been cooled2o 4
K, a small flow of liquid helium from the main bathobtained via a needle valve to the insert. The
insert is connected to the pump and then pumpedh digva room-temperature vacuum pump. Using
a needle valve allows more flexibility to adjusé ttemperature of the insert, although adjusting the
flow can be quite difficult. Samples are mountedagerobe which is loaded through an airlock and a
gate valve at the top of the insert. This top-logdarrangement allows samples to be changed
without warming the system or contaminating the With air.

For the temperature below 1 Kl the measurements are performed in a commeigaloading
sHefHe dilution refrigerator model 400 TLM from Oxford fmements companyA dilution refrigerator
is a cryogenic device first proposed by Heinz Landts refrigeration process uses a mixture of two
isotopes of helium®He and“He. When cooled below a critical temperature, thetamx undergoes
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spontaneous phase separation to forffHarich phase and #He-poor phase. The concentration of
*Hein each phase is dependent upon the temperatigieoasy in Fig. 3.5(a). Since the enthalpy of
the®He in the two phases is different, the "evaporatioh®He from the concentrated phase into the
dilute phase may provide highly effective coolitg.a gross simplification, the concentrated phase
of the mixture is pretty much liquitHe, and the dilute phase is effectivele gas. The'He
composing the bulk of the dilute phase is inert andinteracting, and may be neglected. The

evaporation ofHe from the "liquid" phase to the "gas" phase cobésgample.

returning *He
To still pump l To pot pump

pot continuous
fill
2.0 b)
L T~1K
nomal liquid *He Pot
1.5
P ' still | T~0.6K
= superfluid
1.0
<— Heat exchangers
05 Phase boundary
unst_‘ﬁon /

0 20 40 60 80 100

Mixing chamber

Molar fraction of *He in the *He-*He mixture (%)

Figure 3.5 a) *He-"He phase diagram b) Schematic of dilution refrigera(adapted from Ref.
[Enss05]).

When the refrigerator begins operation as showrign 3.5(b), the 1 K pot is used to condense
the *He/He mixture in the dilution unit. It does not cool thexture sufficiently to form the phase
boundary, but simply to bring it to 1.2 K. Phasgaation may be attained only once the
temperature falls below the tri-critical point aB6 K. This cooling is provided by the still; incarg
*He is cooled by the still before it enters the heathangers and mixing chamber. Gradually, the
rest of the dilution unit cools to the point whepbhase separation occurs. During continuous

operation, théHe must be extracted from the dilute phase and réigaptw the concentrated phase.
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The ®He is pumped down from the liquid surface in thelstithere at ~ 0.6 KHe evaporates
preferentially He leaving the mixing chamber is used to cool therréng flow of concentratetHe

in a series of heat exchangers. A room-temperatcaum pumping system is used to remthte

from the still and compress it before passingnbtigh impurity-removing filters and cold traps (one
at 77 K, the other at 4.2 K) and returning it te tiryostat. The inflowing mixture is pre-cooled by
the main helium bath and condensed on the 1 K Adlow impedance is used to maintain a
sufficiently high pressure in the 1 K pot regiom fbe gas to condense. The experimental apparatus

is mounted in the mixing chamber to ensure adedhatenal contact.

The advantage of top-loading dilution refrigeratisrghat the measurements became more easily
feasible and the exchange of samples could be\azhi@ithin a few hours. Additionally, to reach
up to millikevin range, it is very important to usdficient ultrasonic transducers for low input
power (piezoelectric foils). The transducers havée contacted with very fine 20n gold wires.
The repetition frequency of the signal has to béoasas possible. With all these precautions, low

temperatures below 50 mK can be achieved.
3.1.5 Ultrasonics in pulsed magnetic field

Fig. 3.6 shows our high magnetic field equipmemtaming a computer-controlled capacitor
bank of 32.65 mF with a maximum voltage of 7 kV anstored energy of 800 kJ. The capacitors are
discharged using a thyristor switch where the curi® limited to 100 kA. A crowbar diode with a
variable resistor is used to adjust the pulse kernthe temperature rise of the coil after the palseé
the reversed voltage at the capacitor bank. It lnesoactive when the voltage changes sign, thus

dissipating the energy and protecting the capac[iMolfO1b].

The 50 T coil (developed at the National High Fikbloratory in Tallahassee) has an inductance
of L = 1.81 mH with a rise time of 8 ms and a typicdlpuength of 25 ms. The coils are cooled
down to 77 K to reduce their resistivity before legeilse measurement. With a crowbar resistor of
412 n(Q) the temperature change after a 50 T pulse issaige¢o 310 K. This change of temperature
limits the maximum field and the pulse length. Boch a 50 T pulse, we need an energy of 390 kJ.
With a rise time of 8 ms the magnetic field changswly’ in comparison with the important

physical time constants of the sample. The experiaheonditions are quasi-static.

However, in the case of experiments in pulsed magfields, the feedback loop is now much
too slow to follow the changes of the magnetic dfieTherefore, all measurements must be
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performed at a fixed frequency and the phase shiftéch are proportional to changes in sound
velocity Av/v, have to be calculated numerically using a compafterwards. Thus we exchanged
the feedback loop with a digital storage oscillgeegor special AD converter) and we recqydrd

Qn at constant frequency as well as the magnetid palse as a function of time.

currenl limitator
Twax = 100k A,

thyristor switch

o

dump ey
resistor
carge
power suply L
Upner=7 KV H
J_ Resistor 0.1m€d

{current meas.)
=
I 1 I pulse
—o—9 & 4-1 magnetic
i e ::,.,. .

capacitor bank crow bar

resistor
stored energy
80T 37Q-0.0005C

Figure 3.6 High field apparatus (reprinted from Ref. [LuUth]D5

The analysis of the data in this so-called quadeaprocedure is based on the following

equations, see Fig. 3.7. The amplitude of the soume is calculated according to:

A, = AT =10+ QL (3.8)

The sound velocity v is proportional to the phakthe signal. One gets for a given echo n, and

angular frequency of the sound wave and propagation time in the g&amp

@ =@2n+Dar = (Zn:r/A = arcta{%] (3.9)

S n

To determine the change of the sound velocity ftben changes of the phageb one has to

measure the initial sound velocity which is coredato the initial phaseb, = anr,, 7, can be

determined directly from the time delay betweendleetromagnetic signal and théh echo where

the data are taken. The resolution for sound viglaueasurements for the equipment in Fig. 3.2 is
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usually of the order of I8, In the pulsed field mode this changes to =1 order to get a high

resolution it is also important to use a digitairage with large vertical resolution.

|

1
NN RN RN,

Figure 3.7 Typical echo pattern in pulsed field ultrasonic ements. Two channels | and Q are
shown. Shaded area indicates the position of thesgéb) Output voltage of gated integrator during
a field pulse. (c) Vector representation gihd Q. The arrows correspond to the positions in time
scale from (b) (reprinted from Ref. [WolfO1b]).

3.2 Magnetic characterization

The macroscopic magnetic momeM)(of the samples in the presence of an externdieapp
field (H) was measured at different temperatdreShe magnetic susceptibilipfT) (normalized per

mole) was calculated froi andH as:

molarweightj

M
T)=— .
(M) H (sampleweight

The magnetization measurements were performed sormamercial SQUID magnetometer
(Quantum Design MPMS XL-5) in the range 1.8 KI< 400 K and for applied fields up to 5
Tesla (5x16 G). The sensitivity of this equipment is of theler of 1x10” emufor the measured

magnetic moments.

The SQUID (Superconducting Quantum Interference idsy is the most sensitive device
known for the measurement of magnetic flux. In gystem, the magnetic moment of the sample is

measured by moving the sample through supercomdudetection coils (configured as a second
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order gradiometer) which are connected by supergdim wires to the SQUID input coils forming
a closed loop as shown in the sketch of Fig. 3r8; éhange of magnetic flux in the detection coils

produces a proportional change in the persistem¢écuin the detection circuit.

vl -1
| Lp N | |
' N l
| —> f
I : .
|ch s :
I : |
l : I
I'N : [
' N [
| - I
' : : t
: ) : : sQUID + |
| Experiment . . Electronics _:

Figure 3.8 Schematics of the magnetometer. Flux charggs detected by the pickup coil are
coupled into the SQUID via the flux transformerpfiated from Ref. [Drung96]).

Since the SQUID functions as a highly sensitive lnear current-to-voltage convertor, a
variation in the detection coil current producesaaresponding variation in the SQUID output

voltage, which is thus proportional to the magnetament of the sample.

superconducting
wire

[ A

)

B sample

\
v

\
v

) +1  Magnetic field

Figure 3.9 Second-order gradiometer superconducting pick-uplsc (adapted from Ref.
[Drung96]).

(N

The sample is driven through the detection coilsegiby a continuous sinusoidal movement

(RSO mode) or in discrete steps (DC mode) alongsttea length. The currents induced in the
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detection coil are ideally those associated with tovement of a point-source magnetic dipole
through a second-order gradiometer detection co8een in Fig. 3.9. This signal requires that the
sample has a size much smaller than the distanteeede the detection coils. If a sample is very
long, extending well beyond the coil during a scds, motion in the gradiometer will not be
observable, since there would be no net changeaghstic flux in the detection coil. For this reason
long uniform tubes were used as sample holders.séhgles were mounted in a tube (made of a
plastic material) and located in the centre of detection coils, coinciding with the region of
uniform external field in the centre of the sup&mactive magnet. The powder samples were
mounted in a capsule made of cigarette paper aed fn the tube by cotton. This paper and cotton
have a very small diamagnetic signal that was olyemeasured and subtracted as background, in
an independent measurement. A careful determinatfothe magnetic background is important,
especially at high temperatures where the magegmal is small. These capsules have a cylindrical
shape and a typical size of about 2 mm long by 2imdiameter.
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THE QUASI-1D DIAMOND CHAIN COMPOUND AZURITE

This chapter presents the experimental resultsltodsonic, thermal expansion and magnetic
susceptibility measurements, performed on a siagistal of the quasi-1D distorted diamond-chain
compound Azurite [C3COs),(OH),]. We aim to explore the strain dependence andrthgneto-
elastic coupling in this compound. In addition,ragound is used in combination with other
thermodynamic probes such as thermal expansionnaaghetic susceptibility to construct the

detailed low-temperature phase diagram of Azurite.
4.1 Introduction

The distorted diamond chain (DDC) is a one-dimamaiguantum-spin model with a structure
as shown in Fig. 1(a). This model with spin-1/2 daa viewed as one of the simplest one-
dimensional (1D) quantum frustrated systems, assyiithat the exchange interactions along the
chain are all antiferromagnetic. It has receivedsudbstantial amount of theoretical attention
[Takano00, TonegawaOl, Honecker01, Okamoto99, Ot@i8p and Sakai09]. One reason is the
occurrence of a plateau that could be observedetdtidrd of the saturation magnetization in the

magnetization curve.

b) 1-0_| T T T T T T T T T I_
a) [ FRI ]
J3 | D i
N L i
0.5 .
; I ]
I SF ]
0.0 ———— o

0 1 ~ 2

Jo

Figure 4.1 (a) Structure and (b) phase diagram of the digdrtliamond chain model (reprinted
from Ref. [Tonegawa00])
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Another reason is the very rich ground-state plaisgram that comes from the competition of
interactions as shown in Fig. 1(b), including thandluid (SF), the dimerized (D), and the
ferromagnetic (FRI) state [Tonegawa00]. Tonegatal. [Tonegawa0l] investigated the ground
state of the more general distorted-diamond chmimhich exchange coupling constadisJ, andJ;
between adjacer8=1/2spins are different. They pointed out that théodisd-diamond chain can be
viewed as a periodic array &f dimer and monomer spinsd » J;, J3, or as an alignment of linear

trimer spins wheg; (or J3) » J, as presented in Fig. 4.2(a) and (b), respectively.

Figure 4.2 Structure of the spin model of a diamond chaindfa)er-monomer model and (b) linear-

trimer model.

In these two extreme cases, a one-third magnetizgtiateau is intuitively understood to be
present, and the one-third magnetization platedausd to appear in a broad region of the phase
diagram. However, past theoretical studies priparidncentrated on the ground-state properties of
the system, whereas thermodynamic features atsitse. One reason being a lack of appropriate
actual real materials needed for experimental worpast years. Recently, it was proposed that
Azurite, a natural mineral of composition 4000s),(OH),, can be regarded as a model substance of
a distorted-diamond chain which revealed a distplateau at 1/3 of the saturation magnetization
[KikuchiO5al].

4.2 Structure and magnetic properties

Azurite has a monoclinic crystal structure (spaceug P2/c) with room-temperature lattice
parameters. = 5.01 Ab=5.85 A,c= 10.3 A, and a monoclinic angje= 92.4° in whichCu/** (S =
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1/2) magnetic ions located at the corners of diaiamits form infinite chains along theaxis as
shown in Fig. 4.3 (a) [Gattow58, Zigan72 and Beluea01].
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Figure 4.3 (a) Structure of Azurite (reprinted from Ref. [Kn&r06]). (b) and (c) show the

temperature dependence of the specific heat andhetiagsusceptibility(T), respectively. Inset of

(b) shows the low-temperature part ofT). (c) displays the high-field magnetization @sv

measured below 4.2 K. The applied magnetic field pexpendicular to the b-axis ((b), (c) and (d)
are reprinted from Refs. [KikuchiO5a] and [Lang06])

Investigations by high-field electron spin resoreanOkubo05], as well as by static
measurements (magnetization, susceptibility, sjpedi€at) have been performed [KikuchiO5a,

Lang06]. Fig. 4.3 (b) and (c) display the experitaérdata of the magnetic susceptibility and
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specific heat. We can observe a double-peak steueround ~ 25 K and ~ 5 K, followed by an
antiferromagnetic (AFM) long-range orderTat = 1.86 K. Figure 4.3 (d) shows the magnetization
measurements. The existence of the 1/3 magnetizplateau has been clearly established between
16 T- 26 T or 11 T — 30 T when the magnetic fidldvas applied parallel (not shown here) or
perpendicular td-axis, respectively, consistent with theoreticadictions. It is also indicated that
the coupling of the spins within the chain could described by a monomer-dimer model as
displayed in Fig. 4.2(a). This interpretation waset confirmed by nuclear magnetic resonance
(NMR) measurements [Aimo09], which revealed thegleih state of the dimers and the full
polarization of the monomers at the plateau regB®yond the static properties investigated so far,
the dynamical properties of Azurite remain attraetoth experimentally [Rule08] and theoretically,
[Gu07] and [Mikeska08]. The characteristic featuofsthe model, namely, the presence of two
different energy scales and their mutual influemdé show up most clearly in the energy spectra.
These are best investigated by inelastic neutratiesing (INS) experiments, as clearly seen in Ref.
[Rule08].

The proposed magnetic model and the dimensionalit4zurite is, however, disputed both in
experimental and theoretical studies. Some authave suggested a ferromagnekic< 0 [Rule08,
Gu06] which would render the model non-frustratetiereas other authors have argued that the
interchain coupling is important [Kang09]. Recemstfprinciples density-functional computations
[Jeschkell] indeed yield a three-dimensional cogpljieometry with a dominant antiferromagnetic
dimer exchange constaft > 0. Nevertheless, a closer inspection of the axgh geometry allows
one to map this three-dimensional network effetyivento thegeneralized diamond chawvhich
gives a reasonable description at higher energlescée, T > 2 K or in the plateau region)
covering a broad range of experimental resultslugdiuieg the magnetization curve, the magnetic
susceptibility, the specific heat [KikuchiO5a], thiucture of the one-third plateau as determined b
NMR [Aimo09] and inelastic neutron scattering omstbne-third plateau [Rule08]. These studies
thus place Azurite in the highly-frustrated parasneegime of the 1D diamond chain. However, at
an energy scale of a few Kelving, T < 2 K, some parameters such as inter-chain coulimy
magnetic anisotropy, neglected in the ab@emeralized diamond chaimodel, now play an
important role and affect the magnetic propertie8zurite in the very low-temperature region. The
studies of magnetic and structural properties afrAe recently performed at very low temperature
by inelastic neutron scattering (ISN) and muon-spsonanceSR) measurements, suggest a more

complicated micromagnetic structure than has beewmiqusly thought, with the coexistence of
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magnetic order with structural distortion [GibsohlBesides that, the detailed field-temperatiBe (
T) phase diagram as well as the static spin strecatirlow temperature is still unknown. This
motivated the current study about the magnetic @ldzsmgram and the interdependence of structure

to magnetic degrees of freedom.

In this thesis, ultrasound measurements were usestudy the strain dependence and the
magnetoelastic coupling in Azurite. The results evdiscussed in connection with the supporting
information obtained from magnetic susceptibilityder pressure [Mariano09] and thermal
expansion measurements [Briehl08]. B phase diagram at very low temperature was also

revealed in detail up to the plateau region in labtéctionsB // b andB [ b-axis.
4.3 Sample preparation

The samples for the various measurements wereutwf@ large high-quality single crystal that
was also used in INS andbR measurements [Rule08], [Gibson10]. The crystd supplied by the
Institute of Mineralogy at the University of Fraokf. The crystal, which is used for ultrasonic
measurement, has a dimension of about 2.7 x 2.8 m2T. Two opposite surfaces, normal to the
[010] crystallographic axis, were polished and & pé& piezoelectric thin-film transducers were
glued to the surfaces. These transducers generad@udinal sound waves propagating along the
[010] direction, corresponding to the acoustiz mode The measurements with the acoustic
frequency of 75 MHz were performed as the functbriemperature (down to 80 mK) and static
fields (up to 12 Tesla).

Magnetic susceptibility measurements under presbare been performed with a SQUID
magnetometer (Quantum Design, MPMS). High pressuas generated by a piston cylinder
clamped cell, using Daphne oil 7373 as a pressarsiitting medium. The pressure at low
temperature was determined by the superconductangsition temperature of Indium. Thermal
expansion measurementg(T) = |;*(6li/dT), whereli(T) is the sample length, were carried out by
using an ultrahigh-resolution capacitive dilatometgth resolution up taAl/l = 107'° [Pott83)].
Measurements were conducted al@hgo andc* axes, wherea’ andc* are perpendicular to the (-

102) and (102) crystallographic planes, respegtivel
4.4 Results and discussions

4.4.1 Strain dependence
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Figure 4.4a) Temperature dependence of thg1) mode. Full line is the backgroun§}(T) . Inset:
low-temperature part of,g(T) vs. log(T). Arrows mark the short-range orderiof dimer (1),
monomer (3) and long-range ordering (. b) Ac,,(T) = (c,,(T)-c5,(T))/ c5,(T =0) data (open

circles) as a function of temperature with a ficaaing to Eq. (4.1) (solid line).

Fig. 1 (a) shows the temperature dependence dbtigtudinal elastic constamby(T) plotted

together with the elastic constant backgrowjg(T)that is derived from the phenomenological

expressions; = ci? - t/TS 1 wheres andt ~ 6p/2 (6p is the Debye temperaturaje constants, cf.
e —_—

chapter 2 for details. Using the valuedgf = 350 K that was used in Ref. [KikuchiO5b] to esttm

the lattice contribution to specific heat data, fhection given above has been fitted to the high-
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temperature part of the experimental data>(275 K) where the temperature dependence of the
elastic constant obeys this expression. The fitedlts are displayed as the solid lines in Fig(&).

The magnetic contribution to the elastic constantsbtained by subtracting the measured data from
the elastic background as illustrated in Fig. 4.40etails of the low-temperature part@i(T) are
exhibited in the inset of Fig. 4.4(a). A sharp aabms observed at 1.8 K, reflecting the occurrence
of the long-range magnetic order. This temperasioonsistent with the reported value for the Néel
temperatureTy [KikuchiO5a]. A new finding from our sound velogitmeasurement is the
observation of the steep decreasingco{T) at very low temperaturel (< 0.5 K) as well as the
appearance of two anomalies, a minimum and a mawiratound 25 K and 5 K, respectively,
corresponding to the temperature at which the faonaof dimers and short-range ordering of

monomers occur, respectively.
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Figure 4.5 a) Uniaxial expansivities along three orthogonadea. Arrows mark the short-range
ordering temperatures of dimerj{jTand monomer (). Broken lines at Tand T, are guides for the
eyes. b) Volume expansiviy= a. -+ a, + a~ determined from the data in a). The insets of(&)

(b) show details of the anomalies at[Briiehl08].
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Fig. 4.5(a) shows the results of the temperatupeni@ence of the thermal expansion coefficient
a(T) (i =a’, b, c*) for temperatures below = 75 K at ambient pressure and zero magnetic.field
Three distinct anomalies are observed along treettifferent crystallographic axes. Upon cooling,
the data, measured along thexis, show a broad positive maximunilats 20 K whereas along the
two other axesa” andc*) a negative minima appears. Upon further coolmptver temperatures,
one more feature which appears as a minimum ib,teéaxes and as a maximum in ttfeaxis, is
observed afl, = 5 K. These temperatures coincide closely with ¢hadere the rounded peaks
appear in the magnetic susceptibility and spebiéat, cf. Fig. 4.3(b and c) and Fig. 4.6. Findflg t
long-range AFM order takes place Kt = 1.88 K reflected in a huge-like peak in the thermal
expansion coefficients. This is shown clearly ie thset of Fig. 4.5(a) on expanded scales. The
various anomalies are also seen clearly in thermelaxpansion coefficief®{T) = a.{(T) + ap(T) +
ac+(T), shown in Fig. 4.5(b).

The huge softening a@b,(T) and large anomalies f{T) observed in the low-temperature region,
indicates the strong influence of the magnetic prips to the elastic behavior., a strong spin-
phonon interaction. The anomalies observe®, &ndT, reveal clearly two energy scales governing
the thermodynamic properties of this material. Filgher and dominant energy scale is associated
with the intradimer coupling whereas the lower ggescale has been identified as the correlation
between monomers induced via the coupling throdgh dimers. The effect of,x(T) at T is
reminiscent of the behavior observed for the calyplener system SrG(BOs),, where the
minimum ofc(T) is also recognized to be due to the formatiorpaf dimers [Wolf01a].

In order to quantitatively evaluate the elastic glimg of the CU?* dimer interaction, the
generalized strain susceptibilipy, formula is used to calculate the temperature dégece of the
elastic constants in the frame of a random-phapsapnation (RPA) molecular-field theory for the
coupled-dimer model [WolfOla]. We define the strausceptibility as the response function of an

applied strain. So the temperature dependencastieconstant can be expressed as follows:

— 52F — A0 2 4 1
C220-)_ 5‘92 _0220-) G N/\/str ( . )
22
X
where: = s
XStI’ 1_ K/\/S

andthe strain susceptibility of the single dimer widspect to singlet-triplet gag
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_G—2 aZF B 3e—A/kT
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E

HereZ is the partition functiork is the strength of the effective dimer-dimer iat#ron that can be

mediated, e.g., by phonoﬁs,:g—A, ie.G= ?—2 is a single-dimer coupling or exchange-striction
£

coupling constant and N is the density of dimeli&HiO5].

Using the number of dimers N = 3.3%t@m?® and &T = 0) = 7.96x18" erg/cnt, we conducted
the nonlinear least-square fitting with two freegmaetersK andG in the high-temperature region
down toT; where the dimers play the dominant rdlee solid line in Fig. 4.4(b) shows the result of
the fitting based on equation (4.1). The fit pldttm Fig. 4.4(b) has a minimum at the same
temperaturel; as the experimental data and shows a fairly ggpdeanent with the experimental
data afl > 22 K, while the difference is large fér< 22 K due to the complex magnetic interactions
at lower temperatures. The fitting result gives sheglet-triplet gap4 = 54 K and the dimer-dimer
coupling constanK ~ 100 K. The value or the gapis very close to the value of 50 K obtained by
ESR measurements [OkuboO5]. The single-dimer cogpionstanis, which measures the strain
dependence of the singlet-triplet gap, has beea algained toG ~ 1700 K. This value is
comparable with the largest one found in the calwdiener system SrG(BOs), [Zherlitsyn00] and
implies a very strong coupling of tf@* spin dimers to the lattice. It may be responsibiethe

structural distortions observed at the AFM transitas discussed below.

In order to have a more quantitative evaluatiothefstrain dependence of the dimer interaction,
we conducted the magnetic susceptibility measuréomaater various pressures. Fig. 4.6 displays the
data of the magnetic susceptibili§T,p) as a function of temperature in the range fromRB@0 2 K
under different constant pressures. The data va&entin a field of 2 T applied parallel to thexis
with pressure varying from 0 to 6.2 kbar. p\t= O kbar, the data are consistent with those tegor
by Kikuchi et al. [KikuchiO5a], including the broadened maxima Tat and T,. A remarkable
decrease of the position @% (-1 K-kbar') to lower temperatures with increasing pressure wa
observed. On the other hand, the positionTpthanges only by ~ -0.2 -kbar®, cf. Fig. 4.6(b).
Simultaneously, the low-temperature value of thgmedic susceptibility increases with increasing

pressure.

The isolated-dimer model was again applied to desdhe magnetic susceptibility data using
the similar value of the singlet-triplet gapp= 54 K for the data gb = O kbar in the temperature
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range ofT; < T < 300 K. It gives a rather good overall agreemeith the data and can well

reproduce especially the positionTafat the different pressure values as shown in Fg. 4
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Figure 4.6 a) Temperature dependence of the magnetic subdiéptiunder various applied
pressures and the field parallel to the b-axis. Betld line is the result of a fit based on the
isolated-dimer model (see text). b) Data in themtig of T, and T, are shown on an enlarged scale.

Arrows indicate the changes of the positions;aid T, under pressure [Mariano09].

At finite pressure, we also obtained a fairly gatebscription with the value of the pressure
dependence of the singlet-triplet gapddfdp ~ 1 K-kbar®, i.e.,aa“]—2 = -1K [kbar*. The temperature
Y
T, being the characteristic temperature of the idinaer interaction, provides the measure for the
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strength of the intra-dimer coupling constant. Bhr@in dependence of the exchange coupling can
be derived from the pressure dependence of thesmwnding characteristic temperatiifeby the
relation d(ksT1)/dp = C16J/9¢; hereC, ¢ andJ are the elastic modulus, the strain and the exgghan

coupling constant, respectively. Using this relatiozwe can estimate the strain dependence of the
single-dimer coupling constar-(\?{;—2 and find it to be of the order of ~ 1000 K, in ghuagreement
£

with the result for the strain dependence obtaatzul/e.

This simple RPA expression for the dimer-model aot® quite well for the effect of the
dominant energy scale characterized by the temper@t as observed in(T), Go(T) and A(T) .
From these results, we can concltigigt the strain interactions are very importarthis compound.
These experimental findings are interpreted apptgly by the monomer-dimer model which also
provides a natural explanation for the 1/3 plateaen in magnetization experiments as discussed in
Refs. [KikuchiO5a], [Rule08] and [Aimo09].

4.4.2 Magneto-elastic coupling

At Ty = 1.88 K, we observed a very sharp minimum and apslkink in c»(T) and x(T),
respectively, displayed in Fig. 4.7(a), coincidwgh a pronounced anomaly m(T), cf. inset of
Fig. 4.5(b), that reflects the entrance into theVAérdered state. The size of the elastic anomaly is
of the order of 0.1%, which is considerably largban the features observed in other low-
dimensional quantum spin systems, where dahk-like anomalies were observed at the AFM
transition, cf. Ref. [SytchevalO] for an exampleddiionally, the volume thermal expansion
coefficientAT) has an extraordinary large anomalyig@f= 55010° K™, as exhibited in the inset of
Fig. 4.5(b), implying a strong reduction that leads significant strain in the lattice. These tessu
thus indicate that there is a huge spin-latticepting accompanying the occurrence of long-range

magnetic ordering in agreement with the conclusiom Ref. [Gibson10].

To get more information on the field dependencéhefacoustic anomalies, measurements were
conducted in both static and high pulsed fields.static fields, the data of,x(B), reveal a
pronounced softening with increasing field and shemwanomaly at around 10 T marking the
entrance into the 1/3 plateau region [KikuchiO%agardless of the applied field direction. The size
of this softening increases quickly as the systaters deeply into the long-range ordered state, cf.
Fig. 4.7(b) and Fig. 4.12. The field dependence;gB) in the ordered AFM phase resembleslihe
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axis magnetostriction data [Wolff-Fabris09]. At B.&, the softening ot,,(B) reaches values of
about 1% as illustrated in Fig. 4.7(b) which canbetexplained by magnetostriction (<30 This
observation is a clear evidence for a strong magekistic interaction within the AFM ordered
state. The same conclusion was also obtained fhenptlsed field data measured for Byfaxis
reported previously [Lang06]. The results showedtastic softening of the elastig, mode with a
minimum at 31 T - a typical behavior of a resonatéraction between the sound wave and the

magnetic excitations indicating a significant spimnon interaction in this material.
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Figure 4.7 a) Temperature dependence of thgT1) acoustic mode for B = 0 T (left scale) and the
magnetic susceptibilityymo(T) (right scale) in the vicinity of the AFM tratisn. b) Field
dependence (B/b-axis) ofdv,,/v,, at 0.85 K up to the critical field of the plateeagion.

To conclude this subsection, we emphasize thatizoan be well described as a model system
for the 1D diamond chain at temperatures abovd ZeBchkell]. However, a strong magneto-elastic
exchange coupling must be taken into account in‘fille model” Hamiltonian for describing the
low-temperature region, including the 3D long-raddgeM order.

4.4.3 Critical behavior of sound velocity and atigation

Fig. 4.8 (a) shows a typical attenuation and sowueldcity results for thec,, mode in the
temperature range around the AFM phase transitiba.sharp dip observed in the velocity, closely
coincides with the maximum of tHelike anomaly of the attenuation at this seconceorghase

transition. To check for the frequency dependeridbase anomalies, the data of the sound velocity
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and the attenuation, measured at 50 MHz and 75 Mi¢zshown in Fig 4.8 (b) and (c), respectively.
In the case of the sound velocity, there was naifgignt difference within the accuracy of the
experiment, either above or below the transitioowklver, the attenuation increases by about a
factor of 2 when the frequency increases from 50zMél 75 MHz. This agrees nicely with the
discussion in chapter 2.2.4 indicating that th&aai contributions to the sound velocity at magnet
phase transitions are frequency independent whibset of the sound wave attenuation closely

follow a quadratic frequency dependence. So thenatmus contribution to the sound velocity

. . Av .
and attenuation can be described by power-law formutas— ~ «w’sanda ~ /<’ , respectively.
VO

¢ andn are the critical exponentg is the velocity of the normal variation at thetical pointTy, ®
is the angular frequency of the acoustic mode aarsdthe reduced temperature= (T - Ty)/Tn. TO
get the critical contribution, one has to subtractbackground arising from other sources

(anharmonic terms, imperfections, etc) by followihg same procedure as indicated in subchapter
4.3.1 for the sound velocity and Ref. [Lithi70] fbe attenuation.

34500 0l 5
. o 75 MHz
o 50 MHz
44
-3
_ T -
- £ 34
§ %6 S
3 2 cl
3 > S 2.
2 2
< 9.
1-
-12
T T T T T T T 0l T T T T
1.6 1.8 2.0 2.2 14 16 18 20 22 2. 1.80 1.85 1.90 1.95 2.0(
T(K) T(K) T(K)

Figure 4.8a) Sound velocity (black balls) and attenuation (dbadls) changes measured at 75 MHz
of Azurite as a function of temperature around &M phase transition. b) and c) show the
temperature dependence of the relative change efstiund velocity and the sound attenuation
measured at 50 MHz ( red balls) and 75 MHz (blaalsl, respectively.

Fig. 4.9 shows the critical sound attenuation (p&ag, and critical sound velocity (panel (b))

deduced from Fig 4.8 (a) in a double-logarithmiatpThe main panel of a) and b) displays the data
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for T > Ty and the insets fof < Ty, respectively. The clear critical behavior canobserved in the
temperature range> 6102 in both sound velocity and sound attenuation favaband belovify.
The observed roll-off in critical behavior closeT (¢ < 10°) may becaused by impurities and can
also be due to the strong magnetoelastic-couplinghé vicinity of the critical point [Langl1].
However it is not related to a breakdown of thedittons such ast. << 1 (chapter 2.2jvhich

would cause a marked frequency dependence, comtréing observations shown in Fig 4.9 (c).
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Figure 4.9 The log-log plot of the sound attenuation, showpanel (a), and sound velocity, shown
in panel (b) of 75 MHz longitudinal waves versudueed temperature for T > Ty (main panel)

and T < Ty (inset), respectively. c) Double-log plot of tlesd attenuation (right-hand ordinate)
and 1t (left-hand ordinate) versus reduced temperature
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Figure 4.10The log-log plot of the sound attenuation, showpanel (a) and (b), and the sound
velocity, shown in panel (c) and (d), of 75 MHzdwndinal waves versus reduced temperature
measured at various applied magnetic fields for Tysand T<Ty, respectively.

In the case of the attenuation, by fitting the daith a power law, we find a critical exponent of
n ~ 1.12 in the paramagnetic statexTy) that is significantly different from ~ 5.422, obtained in
the ordered statel (< Ty). The value ofp = 1.12 obtained here for the paramagnetic phase is
agreement with the theoretical prediction by BenriBennett69] ofn ~ 1 for the isotropic
Heisenberg antiferromagnet. Here a perturbaticatrivent was made for the decay rate of one sound
wave into two, three or four other sound waves #mel scaling law concept was used. The
extraordinarily large value af in the ordered state might indicate additionalriagic damping
effects. As a possible source we mention the esdmaarily strong lattice distortion accompanying

the magnetic transition which may lead to the fdramof domains acting as scattering centres for
the sound waves.

64



Chapter 4: The Quasi-1D Diamond Chain Compound ifeur

In the case of the sound velocity, we obtain thaesaritical exponent af ~ -0.056 for bothr >
Ty and T < Ty that indicate a common mechanism driving the systt the critical region.
According to ref. [LUthi70] the critical contribwin of the sound velocity is expected to show the
same power-law behavior as the specific heat,(i®.4. Therefore] ~ -0.056 is indicative of a 3D
isotropic antiferromagnet, for which= -0.12 is predicted [Pelissetto02], rather tHaa danisotropic

variant where & a < 0.14 [Pelissetto02]. .

In addition, in Ref. [Luthi70], Luthi pointed ouhdt the ratio ofav/v anda should then give
directly a measure ofd/. In Fig. 4.9(c) we have made a log-log plot &f. Tor T > Ty (left-hand
ordinate scale) calculated from the actual expertalevalues of bothuv/v and a by using the
formula:

o’ Av/v,
v, a

1_
Z-C

One can clearly see the critical slowing down af &s a function of diminishing. The slope
indicates that t. is proportional to ~'2® rather close to the expected value of the attésua

shown above.

Fig 4.10 shows the log-log plots of the criticalauation (panel (a) fof > Ty and (b) forT <
Tyn) and the sound velocity (panel (c) foe Ty and (d) forT < Ty) vs. reduced temperatusainder
various applied fields. The plots show a unifornhdsgor as the applied field changes from the
AFM to SF state. It means that a similar mechardsives the critical contribution when crossing
from the PRM to the AFM or to the SF state.

4.4.4 B-T phase diagram

The B-T phase diagrams have been constructed from vanmesurements of,»(B,T) and
0i(T,B) as a function of field and temperature. Here ®uyne selected results are presented and
discussed. Fig. 4.11 shows variations of the ualakiermal expansion coefficient-(T) (shown in
panel (a) with applied field perpendicular lbeaxis) and relative change of the sound velocity
(shown in panel (b) and (c) with applied field pklaand perpendicular tb-axis, respectively) at
different magnetic fields in the vicinity of the AF phase transition temperature. In thermal

expansion, the transition into the AFM phase appaara\-like anomaly reflecting the character of
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the second-order phase transition. Interestinglis &nomaly has a double-peak structure with a
temperature difference in the two anomalies 62 K.
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Figure 4.11 a) Uniaxial expansitivity along the b-axis as a fupatiof temperature at different
applied magnetic fields (B/b-axis). Solid arrows mark the AFM transitionyj Bnd dashed arrows
indicate yet another transition at T* (adapted froRef. [Briehl08]. b) and c) Temperature
dependence of the relative change of the souncitelat different magnetic fields (applied field

parallel to b-axis in panel (b) and perpendicular b-axis in panel (c))n the vicinity of the AFM
phase transition temperature.
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The first one is very sharp and locatedatnd the second one appears kmk-like anomaly at
slightly lower temperaturd*, as shown by solid arrows and dotted arrows in Bigl. With
increasing magnetic field3y and T* shift to lower temperatures and become suppredsséelds
above 10 T, consistent with the behaviorTqfobtained from sound velocity measurement in the

same geometry, cf., Fig.4.11 (a) and (c). At presba microscopic mechanism of the second
anomaly afl* < Ty is still unknown.
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Figure 4.12 Selection of data ofvz/v», as a function of magnetic field (Bb-axis) at different
temperatures in the range from 1.95 K to 3.6 Kamed (a), from 1.8 K to 1.88 K in panel (b) and
from 1.26 K to 1.7 K in panel (c). Panel (d) extskthe data offvo,/v,; (left scale) andda (right
scale) taken at 1.63 K. Solid arrows mark the AIBNSE (T < 1.6 K) or AFM to PM transition (T >

1.6 K) at B. Dashed arrows indicate the SF to PL (T < 1 K)S# to PM (T > 1 K) transition at B
Field-induced plateau phasegB is pointed out by dotted vertical arrows
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Another interesting result comes from the tempeeatiependence of the sound velocity at zero
fields. As displayed in Fig. 4.7(a), after the ghanomaly afy, the data exhibit another pronounced
softening ofcyx(T) when the system is cooled to very low temperat(fes 0.45 K). The onset of
this softening coincides with an abrupt increase@{T). Note that this softening of the elastic
constant is of comparable size to the one obseatdd,. This finding suggests the presence of
another, most likely magnetic phase transitioreatgeratures below 0.45 K. The different behavior
of cxo(T) at the two phase transitions {&t and at 0.45 K) indicates that different couplithemes

between the strain and the corresponding ordenpeteas are realized here.

Fig. 4.12 shows the isotherm of the relative soualbcity change of,,(B) as a function of
magnetic field applied perpendicular to thexis. The field orientation was close to the sgttin
employed in Ref. [Love70]. For this field orientati the 1/3 magnetization plateau is reached above
10 T [KikuchiO5a]. Fig. 4.12(a) displays a selectiondzfta taken outside the ordered phase,
from 1.95 K to 3.6 K. With increasing field, thetdashow a pronounced softening of thgmode
representing the field-induced progressive cantithe monomers giving rise to paramagnetic-like
behavior in the magnetization [KikuchiO5a]. Enterimto the 1/3 plateau was marked by a well-
defined anomaly around 10 B, as mentioned iSec. 4.4.2

Inside the low-temperature long-range-ordered phtee ultrasound measurements display a
more complex behavior. As exhibited in Fig. 4.12(o) and (d), we find several distinct anomalies
which become more pronounced and develop a finectste with decreasing temperature. As
already reported in chapter 2, the ultrasonic atgan4a changes abruptly or exhibits an anomaly,
whereas the elastic constant exhibits an anomatiyeatmagnetic phase transition as one can see in
the Fig. 4.12(d), an example of a measurememtwd¥ and 4o as a function of magnetic field
performed at 1.63 K. The first feature at arodd 2 T B;), shown in Fig. 4.12(b) and (c) by solid
arrows, was assigned in Ref. [Love70] to the ttamsifrom the antiferromagnetic to the SF state
(for T < 1.6 K) or the paramagnetic (PM) state (for 1.6 K), cf. Fig. 4.14(b). At the temperature
1.3 K<T<1.6 K, the second feature appears at the figiddn 2 T and 10 TBg) in Fig. 4.12(c),
indicated by the dashed arrow, which is attributedhe transition from the SF state, either to the
plateau state (PL) via the PM stafeX 1 K) or directly into PM statel(< 1 K). Upon decreasing
temperature, this second feature becomes shargdraanthe tendency of merging with the anomaly
that characterizes the field-induced transitionthe plateau state at low temperature. A precise

mapping of the fieldvs. temperature phase diagrams from the various teryeraand field-
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dependent measurements suggests that exiting fier\E ordered phase (for B l#axis) or SF

phase (forB b-axis) merges with the entrance into the 1/3 omllepbateau phase at low
temperatures, cf. Fig. 4.14 (a) and (b).
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Figure 4.13a) Temperature dependenced®b,/v,, in various applied fields (B // b-axis). By22/v2,

as a function of field (B7/b-axis) at various fixed temperatures.Ap,/v,, as a function of field at
constant temperatures (B // b-axis).

In order to obtain more information on the very {®mmperature regionT(< 0.5 K), the field
(temperature) dependence o at various fixed temperatures (fields) has beeerdened and is

displayed in Fig. 4.13The temperature dependencevgf at different applied field8 // b-axis is

shown in Fig. 4.13(a). The onset temperature ofstifeening gradually shifts to lower temperature
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with increasing field. No softening can be obsemwatthin the accessible temperature rafge0.08

K for B > 1.25 T. These observations still remain valid wtiba magnetic field is applied
perpendicular td-axis (not shown here). Fig. 4.13 (b) displays a seleabibfield sweeps foB // b-
axis measurements. A pronounced increaseois observed at very low temperature of 0.13 K
upon increasing the field. At a field of 1.15 Tjsthincrease is abruptly terminated and starts
decreasing with further increasing field. The gositof this kink invy; is shifted to the lower fields
with increasing temperatures. Above the temperaifure0.41 K, however, this anomaly can no

longer be discerned.
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Figure 4.14B-T phase diagram for the field applied paralle) éad perpendicular (b) to the b-
axis. Phase boundaries (solid lines) are constmicteom the anomalies of the temperature
dependence of thermal expansion (open red squardy, and down green triangles, at T*) sound
velocity (open orange stars) and the field dependesf the sound velocity (open blue circles, at B
and B) measurements. The crossover-phase boundariekgibimes) from AFM and PM (B // b) or
SF and PM (B//b) to the PL state are determined from the fiedgpehdence of the sound velocity
and the thermal expansion [Wolff-Fabris09] at, B

Fig. 4.13(c) shows details of some selected lovdfsveep data from 0.072 K to 0.65 K. At
temperatures above 0.45 K, a single feature offitdd-induced AFM to SF phase transition is

observed around 2 T. Fdr< 0.45 K, however, the data reveal a splitting itwo closely-spaced
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features. Note that these features Bol] b occur in the same temperature region where thge lar
softening was observed @ay(T), cf. Fig. 4.7(a), and have the same size as Hsielanomaly at the
AFM phase transition. There is no doubt that thebservations indicate the existence of an
unknown phase boundary at very low temperatureseMetailed studies at very low temperatures

should elucidate this phenomenon.

Finally we construct the detailed low-temperat&4d phase diagrams fd8 // b and B O b,
shown in Fig. 4.14(a) and (b), from the anomalieseemperature- and field-dependent of the sound
velocity and thermal expansion measurements. BHE phase diagram shows that the low
temperature state of Azurite is more complex thas previously thought. These observations imply
the action of further interactions such as anigptr@xchange interaction, Dzyaloshinskii-Moriya
interactions or structural distortions leading tohenge of the magnetic exchange coupling. These
effects should be taken into account in a microscapdel that accounts for the low-temperature
properties of this material.
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THE QUASI-2D SPIN-1/2 HEISENGERG AFMs CsCuCl, and CsCuBr,

This chapter presents the results of ultrasoundsurements carried out on single crystals of the
guasi-2D antiferromagnetic quantum magnetsCO€l, and CgCuBr,. Our aim is to study the
interaction of the acoustic wave with the spinidattat the field-induced phase transitions and the
interplay of the spin-lattice interaction and theagtum-critical behavior in these low-dimensional
spin systems.

5.1 Introduction

For more than a decade, the frustrated antiferroetagCsCuCl, and CgCuBr, have been
considered as experimental realizations of a fatestk triangular lattice [Coldea96, Tanaka02]. Of
particular interest in these systems are the armmalhysical properties resulting from the inteypla
of strong quantum fluctuations and geometric fatgin [Leel0, Sebastian06 and Batista07]. Both
systems are characterized by a layered arrangesh€nf* ions in a triangular pattern parallel to the
bcplane [see Fig.5.1]. The two-dimensional charagtéhe magnetic interactions between the spin-
1/2 CU** ions was confirmed by neutron-scattering and su#ziity measurements in both systems
[Coldea03, Tsujii07] and was successfully model€dlflea03, Zheng05] by a two-dimensional
Heisenberg Hamiltonian that contains a small arepat interaction term of the Dzyaloshinskii-
Moriya (DM) type. In spite of their structural simity, CsCuCl, and CsCuBr, have rather
different magnetic behavior.

CsCuCl, has attracted much attention due to its spindiguoperties [Coldea02, Coldea01] and
its field-induced quantum phase transition arouBd ~ 8.5 T, separating long-range
antiferromagnetic order belo¥y andB < B from a fully-polarized ferromagnetic stateBat Bs. At
a field B = B, the antiferromagnetic order is suppressedne 0, which constitutes a quantum-
critical point (QCP). Th& dependence of the field-induced AFM phase transitiear the QCP can
be described by a power-law and interpreted as BE@agnons. Anomalous physical properties,
even at finite temperatures, are expected to berebd aroundBs as a consequence of the

underlying quantum phase transition. A topic ofhhigurrent interest for this compound is the
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guestion concerning the interplay of spin-lattieeeractions and quantum criticality, especiallfas

what extent a strong spin-phonon interaction maglifgahe quantum-critical behavior.

On the other hand, for g8uBr;, quantum-fluctuation-assisted 1/3 and 2/3 magattia
plateaux were observed in magnetic fields around 1d4nd 23 T at temperaturé&s< Ty = 1.4 K.
Here, the field-induced incommensurate—commenstratsitions occur at both ends of the plateau
[Ono03]. For C5CuBr,, we attempt to study the interaction of the adowsave with the spin lattice
at the field-induced plateau phase transitiM@reover, the observed BEC in £a1Cl, and field-
induced plateaux in G8uBr, reflect the dominant repulsive and kinetic eneafythe magnetic
excitations, respectively. For our study in thesmpounds, a first step will be to explore the dfec

of confinement of the motion of the Bosons to thderlying crystal lattice.

5.2 Crystal structure

CsCuCly and CsCuBr, have theB-K,SOs-type crystal structuras shown in Fig. 5.1(a). The
unit cell contains fouCW?* surrounded by the tetrahedra of the chlorine atamsarranged in the

bc-plane.
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Figure 5.1 (a) Crystal structure of GEu(Cl,Br), showing the Cu(Cl,Bx)tetrahedra arranged in
layers (bc-plane). (b) Magnetic exchange pathshi@ ¢oc) layer which form a two-dimensional

anisotropic triangular lattice (reprinted from R¢€oldea03]).
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The magnetic ions a®W?* carrying a spin 1/2 and forming a triangular agement with non-
equivalent exchange couplingsand J' as indicated in Fig. 5.1(b). The adjacdttplane are
separated from each other by @ns.

The ratioJ'/J controls the properties of the systemJ'l§ = O the system can be regarded as an
assembly of four decoupled spin chains passingigirehe unit cell, along theaxis. IfJ'/J=1 or 0
< J/J < 1 the system is fully frustrated or partialludtrated, respectively. &3uCl, and CsCuBr;
fall into the class of quasi-two-dimensional (qu2Bj) frustrated spin systems widt{J = 0.342 and
0.74, respectively [Coldea02, Ono03]. More detalt®ut the crystal structure and its role on the
magnetic properties will be discussed in chapter 6.

5.3 The quasi-2D quantum-spin system GEuCl,

5.3.1 Magnetic properties and phase diagram

The CsCuCl, system is a spin-1/2 AFM on a frustrated triangléddtice so that the quantum
fluctuations are strong and also enhanced by the tbhmensionality. Neutron scattering
measurements on g3UCl, showed considerable dispersion in bwegplane indicating a strong 2D
character of the system [Coldea02]. These obsenattonstrast with earlier studies [Coldea97],
which proposed a quasi-1D picture based on estsmatethe interchain couplings. Zero field
measurements beloWy = 0.6 K showed magnetic ordering in the form ofirmommensurate spiral
due to the frustrated couplings, with the orderingvevector Q = (0.5 +)b and the
incommensuration relative to Néel ordgr= 0.03. The incommensurate ordering wavevector and
the excitation energies are strongly renormalizedared to their classical values, indicating large
guantum fluctuations in the ground state [Coldea0hle spin excitation spectrum measured by
neutron scattering experiments shows extended atrit continua, and several theoretical
approaches have been put forward to explain thegmhation in terms of fractional-spin excitations
of a proximate spin-liquid state [Coldea02]. IntfaCsCuCl, is one of the first quasi-2D spin-1/2
Heisenberg antiferromagnets where dominant exaitatontinua, characteristic of fractionalization
of spin-1 spin waves into pairs of deconfined spid-spinons, were observed [Coldea03, Coldea01],
instead of sharp spin-wave excitations.

Neutron scattering measurements [Coldea02] at figdtis above the ferromagnetic saturation

were used to determine the full spin Hamiltoniaran be written as:
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H=H,+H,, +H,. (5.2)
The first term is the usual symmetric Heisenbergharge Hamiltonian:

H 0 = z ‘]SR |:SR+§1+52 + J'(SR |:BR+61 + SR |:SR+52 )+ J I'SR |:SR+53 (52)
R

where & represents the spin-1/2 operator at Bité; andJ, denote the in-plane nearest-neighbor
vectors andds the out-of-plane nearest-neighbor vector conngctipins on adjacent layers, as
shown in Fig 5.2. The main exchanges form a twoedisional triangular lattice with spatially
anisotropic couplings as shown in Fig. 5.1(b) with 0.374(5) meV for the spin chains along bhe
axis,J'/J = 0.34 for the zig-zag bonds between the chairtkaebc-plane and the interlayer coupling
was estimated td"/J = 0.045.

The second term is the Dzyaloshinskii-Moriya (DMgrhiltonian:

Ho = DS, %(Ses + Sars ) (5.3)
R

whereD is known as the DM vector. This spin exchangearopy [Radu07] is due to a significant
spin-orbit coupling combined with sufficiently logvystal symmetry. The DM vector in £2uCl, is
found to beD = ((-1)"D, 0, 0), along the zigzag bonds, with D = 0.235XIdea03] (the factor (-1)

indicates that the DM vector changes direction froma plane to the other).

Figure 5.2 Representation of two consecutive Cu planes shpwheir relative offset and the
orientation of the exchange coupling constants’ Bn#l J”. The vectors), used to describe the
Hamiltonian Eq. 5.2, are shown by the purple arrpassd the direction of the DM vector D of Eq.
5.3, by the orange symbols.
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Finally, the Zeeman Hamiltonian accounting for #8mergy of the spins in an applied magnetic

field B, whereg is theg-factor andug, the Bohr magneton, is:
H, = _thuBBl:SR -
R

An adaptation of th& vs B phase diagram of Tokiwat al. [Tokiwa06] and T. Radet al.
[Radu05] is presented in Fig 5.3 for the field aggblalong the principal crystallographéeaxis.
Open red diamonds, connected by the blue dashedifidicate the maximum in the temperature
dependence of the susceptibility curves that remtethe crossover phase boundary between the spin
liquid (SL) and the paramagnetic (PM) state. Blaokd circles connected by the black solid line,
are combining data points from bulk magnetizatgpecific heat [Tokiwa06] and neutron scattering

[Coldea01] experiments reflecting the AFM phaserutauy.
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Figure 5.3 Phase diagram of GEuCl, along the principal crystallographic a-axis. Thmds
connecting the data points are meant as a guidbdeyes (adapted from Ref. [Coldea03]).

The magnetic susceptibility measurement shows upan lowering the temperature, the spin
system undergoes a crossover/transitionTal, from a paramagnet into a spin liquid where
antiferromagnetic short-range correlations becomemegligible. It is found thal.x decreases as
the magnetic field is increased and disappearsrdef® saturation fiel®s is reached, cf. Fig 5.3.
This indicates that the short-range correlatiores effectively suppressed by the application of a

magnetic field. Note that the available experimedtda points provide only an approximate curve
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for the boundary between the paramagnet and tineligpid phase (dashed line). More detailed data
are needed to complete the phase diagram, espediadle to the tri-critical point, where the spin-
liquid phase, the ordered phase and the paramagpbtise meet. Upon further lowering the
temperature without applying field, the spin-liqgHase transits into a long-range ordered phase at
the Néel temperaturely = 0.62 K. The spiral state in zero field is stable dotenthe lowest

temperatures investigate@i£ 50 mK) and thus is presumed to be the ground sfahe system.

A global characteristic of the long-range ordereB@) region in the phase diagrams is that it
shows a strong anisotropy depending on the direafothe applied magnetic field, as opposed to
the more isotropic behavior, characteristic of $pe-liquid region. Indeed, for fields applied ajpn
the a-axis, only one phase, a spin-cone state, is stgbl® the saturation field, while a cascade of
phase transitions is seen for fields applied inkdbg@lane (not shown here). Moreover, using the
field along thea-axis to control the excitations, intensive studigsmeans of neutron scattering
[Coldea01], specific heat [Radu05] and magnetogaldtadu07] measurements suggested that the
field-induced magnetic phase transition for thattipalar field direction can be understood as a
Bose-Einstein condensation of magnons. As the egfileld approachings, Ty is suppressed Dy
= 0, constituting a quantum critical point (QCP)t the QCP, quantum-critical fluctuations are

expected to give rise to anomalous physical prageediso at finite temperatures.

As stated in the introduction, with the aim to teanore about the interplay of spin-lattice
interaction and quantum criticality, especiallyvtbat extent a strong spin-phonon interaction may
modify the quantum-critical behavior, we have uséicasonic measurements to explore the phase

diagrams foB // a-axis by all three principal modeg,, ¢, andcss.
5.3.2 Sample preparation

Large and high-quality single crystals of ,CaCl,, grown from aqueous solutions by an
evaporation technique, see chapter 6 and Ref. @] for details, were used for the experiments.
Piezoelectric film transducers have been gluedh durfaces parallel to théd), (ac)and (ab)
crystallographic planes of the samples that resggtcorrespond to the longitudinal;, ¢ andcss

acoustic modes as displayed in Fig 5.4(a).

The magnetic field was always applied alongdkexis so that the phase diagram shown in
Fig. 5.3 applies. The sizes of the samples wereitathox 4.5 x 5 mr The arrangement of the

sample in the sample holder is shown in Fig. 5.4{th)e measurements were performed at a
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frequency of 75 MHz. The absolute value of the sbuelocity at room temperature has been
determined tov;1(300K) = (2603 = 20 m/s which agrees well with the previously reportetlie in
Ref. [Tylczynski92].

C22

Figure 5.4 a) Scheme indicating the propagation of the lamtjital modes with respect to the
magnetic layers. The £ ¢, C3 respectively correspond to propagation along thé and c-axis,
respectively. The magnetic field was applied altrga-axis in all three cases. b) Arrangement of

the CsCuCl, crystal with transducers in the sample holder.

5.3.3 Results and discussion
a) Temperature dependence

Fig. 5.4 (a) presents the temperature dependente alastic constamt1(T) measured at zero
field over the whole temperature range togetheh whe elastic background obtained by applying
Eq. 2.11. The elastic constant grows linearly vd#treasing temperature and does not reveal any

anomalies down to low temperatures.

At low temperature, the;; mode reveals a broad maximum and a softening balmwt 7 K. In
addition, the attenuation also shows a broad maxiratia temperature slightly higher than the one
of ¢11. This broad maximum is interpreted as a crosstreen a paramagnetic to a spin-liquid state,
with well developed short-range AFM spin-spin ctatiens [Coldea02], similar to the case of
Azurite (see chapter 4). The position of this brozakimum changes only slightly when magnetic
fields are applied. At higher fields the peak beesrhroaderThe broad maximum is probably still
there even foB > 4 T but the location of the maximufyay is difficult to determine because the

high-temperature tail of the sharp AFM phase ttaorsiat lower temperatures overlaps with the low-
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temperature tail of the broad peak. Therefore, fraun measurements, it is hard to extract the
evolution of this feature with magnetic field.
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Figure 5.4a) Temperature dependence of the elastic confvarihe acoustic g mode in zero field
measured at 75 MHz with elastic background (retl dufve) obtained by fitting with Eq. 2.11. b)
The softening of the cat low temperatures (left axis) deviates frometlestic background. Relative

change of the sound attenuation (blue curve) isvshio right axis.

Upon further cooling the sound velocity shows alkkiak at Ty ~ 0.6 K marked by a dashed
arrow in Fig. 5.5(a), indicating the transition3® long-range magnetic order where the magnetic
structure found by neutron diffraction is a spiml the bcplane [Coldea96]. This transition
temperature is changed slightly in fields below &fT Fig. 5.5(a)). However, it varies very strongl
above 6 T. As shown in Fig. 5.5(b), with increasiietd thekink-like anomaly in the sound velocity
becomes more pronounced and changesstelikeanomaly. This is accompanied by an increase
in the size of the softening and a rapid shift le# position to lower temperaturék, is reduced
dramatically, adoptingn = 0.2(2) K at 8.2 T, for example, nearly threedgrsmaller than its value

in zero field.

An extraordinary change occurs as the system aplpesathe QCP by increasing the field from
8.4 Tto 8.5 T (see of Fig. 5.5(c)). In this fieldsgime, the sound velocity starts decreasing below
the temperature around 0.2 K. No further evideratdbe transition can be resolved from our data
upon decreasing to the lowest temperature. Intithysfield change AB/B < 1.3%), the softening is

79



Chapter 5: The quasi-2D Spin-%2 Heisenberg AFM£LGE, and CsCuBry

gradually suppressed and disappears around the &CBeen in Fig 5.5(c), at 8.5 T, the sound
velocity exhibits a monotonic increase lineaiTilown to the lowest temperature. With the applied

fields of 9 T or 10 T, as the system enters thifoblarized state, the temperature dependence of
the sound velocity displays the typical variatibattshows a very small change of elastic constants
at very low temperature, as illustrated in Fig(8)5
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Figure 5.5 Temperature dependence of the relative changleeo$dund velocity for the acoustig c
mode at very low temperatures in various appliett§.

Figure 5.6 shows the temperature dependence abilfpanel a) andss (panel b and c) modes.
The same behavior as tke mode remains valid for the, andcs3 modes at the applied fields

below 8 T meaning that the sound velocity showseftesing and reveals lkank-like anomaly at the
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AFM phase transition. With increasing the applieelds, the phase transition becomes more
pronounced and changes fronkiak-like to astep-likeanomaly accompanied by an increase in the
size of the softening. The difference occurs asfibld approaches the QCP. Instead of being
suppressed to a linear curve, thgandcss keep showing the steep softening at the criticadifiBy
increasing the applied field abov&, the softening is gradually suppressed, similathwhe
observation in the;; mode. Note that there is a small difference invalele of the critical fields

and a difference in the size of the softening far different modes. The former may be caused by
the difference of thg-factor and the miss-alignment of the applied fidiletction to the crystal-axis.

The latter one concerns the magneto-elastic cogglito be discussed in more detail below.
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Figure 5.6 Temperature dependence of the relative changdeofsbund velocity at very low

temperatures in various applied fields for themode (panel a) and thgsanode (panel b and c).
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b) Field dependence

Fig. 5.7 presents the magnetic field dependencdéisechcoustic characteristics of the mode,
measured at various constant temperatures rangimg &dbove to belowlh.x (the characteristic
temperature which marks the formation of the spmjoil state). Fig 5.7 (a) shows the field
dependence of the relative change of the soundcitaeldhe common feature of the curves is that
the sound velocity exhibits a hardening of thedatstiffness with increasing field. At temperatire
aboveTnas the sound velocity gradually increases with iasieg field even when the applied field
reaches the saturatidy. Below T, anomalies develop in the vicinity of the saturatfield (cf.
inset of Fig. 5.8 a) and, as the system enterfuthepolarized state, the sound velocity almoseslo
not change with increasing field. The sound ation, shown in Fig. 5.7 (b), displays a broad
feature arounds at T > Tax developing into a pronounced anomaly when the &atpre decreases
to below Thax consistent with the position of the anomaly obsdrin the sound velocity. This
anomaly shifts to higher field with decreasing temperature, as illustrated by the dashed-line in
Fig. 5.7(b).
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Figure 5.7 Field dependence of the relative change of thendoeelocity (panel a) and sound

attenuation (panel b) of thgicmode at various constant temperatures in the Bgine phase.

Fig. 5.8 shows some selected data of the magnelicdependence of the relative change of the
sound attenuation (main panel) and sound velogigef) for thec;; (panel a)cy, (panel b) andss

(panel ¢c) mode for the temperature regimes jusvealand belowTly. As pointed out above, the
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sound attenuation shows a broad anomaly when ¢h@ drosse®B;, consistent with the anomaly
observed in the sound velocity. Both anomalies tmecanore pronounced and develop a fine
structure on decreasing temperature. The shageeddttenuation curves change dramatically when
the temperature decreases to beldy (inside the ordered state). The attenuation stearly
constant in the low field regime. As the field passhrough the AFM boundary, the attenuation
abruptly rises up exhibiting a steep and sharp ahpnits position now is strongly temperature
dependent. The change in the shape of this anoraalye considered to be the point at which the

crossover/transition of the system from a 2D smoil to a 3D long-range ordered state happens.
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Figure 5.8 Field dependence of the relative change of thedaitenuation (main panels) and the

B(T)

sound velocity (insets) at various constant tempuees above and below Tof the g, (panel a), ¢

(panel b) and g (panel c) modes.
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As already introduced in Chapter 2, in magneticla®rs, the coupling between a sound wave
and the magnetic system is usually of exchangetisini type. The magnetoelastic coupling

constants are proportional to the strain derivativihe magnetic exchange couplings.

Figure 5.9 displays representative field-inducednges of the sound velocity at around 0.12 K
of all three longitudinal modes;, ¢, andczz which modulate three magnetic exchange coupling
J”,JandJ’, respectively. The,, mode which modulates the dominant magnetic cogmonstant
along theb-axis, exhibits the largest softening (indicatedy length of the blue arrow) Bt. This
softening is twice as large as the one denojg@ed arrow) and nearly seven times larger than the
c11 mode (black arrow). On the other hand, as expettedcorresponding attenuation coefficient of
the c,, mode also shows the largest anomalBsgot shown here). The attenuation coefficients for
the two other modes are about one order of magmismealler, cf. Fig. 5.11. This result consistent

with quasi-two dimensional magnetic interaction€sCuCl,.
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Figure 5.9Field dependence of the relative change of thedoelocity of theg, ¢, and gz modes
at about 120 mK.

The observed results of the acoustic behavioragising as the system is deep inside the AFM
long-range ordered state. For all three modes,inged pronounced double-peak structur@sg{cf.
Fig. 5.10 and 5.11). One of the peaks is stronghyperature dependent and coincides WiiB),

whereas the second one is broader and locateiglatlyshigher fields.
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As an example, Fig. 5.10 presents the data offt@aode measured at 130 mK. Panel (a) shows
the relative change of the sound velocity (righspand the corresponding change of the sound
attenuation (left-axis). In the vicinity &, we observe a softening with increasing fieldhe sound
velocity. This is followed by a steep increaseBatind a further hardening f& > Bs. The latter
feature, coinciding with th&-range where the broad attenuation peak occurasacterized by a
reduced slope, wherkvss/vss varies almost linearly witB. In the field-induced ferromagnetic state
atB > B, the sound velocity is nearly field independent.
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Figure 5.10Field dependence of the relative change of sodtshaation (left-axis) plotted together
with the sound velocity (panel a) and the derivatof the sound velocity with respect to the
magnetic field (right-axis, panel b) at 130 rokthe g3 mode.

Panel (b) of Fig.5.10 shows the attenuation peak®€ts; mode (left-axis) at 130 mK together
with the field derivative of the sound velocitydhit-axis). In this representation, the double-peak
anomaly in the elastic constant becomes even mooveows. While the steep rise of the sound
velocity atBs, i.e. the maximum imdvsy/dB, coincides with the sharp attenuation pedkg/dB is
only weakly field dependent at the second-rounenatition peak until the system reaches the fully-

polarized state aboV. These observations also stay valid for the divermodesc;; andcy,.
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Figure 5.11The field dependence of the sound velocity (kfe) and the sound attenuation (right
panel) at various temperatures deep inside the BMAong-range ordered state. The first, second

and third row corresponds tapanel a and b), & (panel ¢ and d) andsg (panel e and f) modes,
respectively.
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The evolution of acoustic anomalies in the tempeeategime, deep inside the 3D AFM long-
range-ordered state, is shown in Fig. 5.11. Thendgaelocity (left panels) and the corresponding
sound attenuation (right panels) of the, c,, andcsz modes are presented in the first, second and
third row, respectively. With decreasing temperatuhe overall width of the attenuation anomaly
gradually becomes narrower. The sharp peak thatcic&s withTy, cf. Fig. 5.10, becomes more
pronounced and shifts to higher fields albeit withany significant broadening. The growth in size
upon cooling suggests that the peak reflects th&ibation of critical fluctuations of the undenhg
guantum phase transition. This behavior contragts tve phenomenology of the broad attenuation
peak which significantly narrows and becomes redunesize. The sound velocity also behaves in
the same manner meaning that, the size of thersodftethe temperature of which coincides with
also increases upon cooling. The phase transiidimet fully-polarized state becomes more and more

steep with decreasing temperature.
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Figure 5.12 The evolution of the sound attenuation with terapee deep inside the 3D long-range
AFM ordered state.

The question now is: how does this double-pealctira of the attenuation change as the system
approaches the QCP. Figure 5.12 exhibits the flefgendence of the ultrasonic attenuation for the
Csz mode in the temperature range 0.03Z K < 0.13 K. As can be clearly seen, at 32 mK - the
lowest temperature of ows; measurements - the broad anomaly is almost tosalppressed and

merges to the sharp one. It manifests itself ag andmall shoulder on the high-field side of the
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sharp attenuation peak. We suggest that the brmoamaly is a manifestation of the material’s spin-

liquid features, which precede the long-range antiimagnetic order upon cooling [Coldea03].
c) Theoretical calculation

A theoretical study to obtain a microscopic descriptibthe acoustic behavior of £&XCl, has
been conducted in collaboration with Prof. Kopietgroup. It is based on the usual spin-wave
expansion around the classical ground state of iaeHeerg model on an anisotropic triangular

lattice with Dzyaloshinskii—-Moriya interactions. &starting Hamiltonian has the form:
A=ty s +D, s xs )|-THs
- Ez [ ] i ( j z d
ij i

where J; > 0 are antiferromagnetic exchange interactiddg,= —D; are the antisymmetric
Dzyaloshinskii-Moriya interactions, and is an external magnetic field (see Ref. [Kreiselidr]

details).

The change in the elastic constants and the ultrasattenuation in the low-temperature
regime where GEuCl, exhibits long-range magnetic order has been catiedl To add the relevant
phonons to the Hamiltonian given above, the exchanigractions); have been assumed to depend
on the actual positions = R, + X; of the ions (wher&; are the sites of the Bravais lattice) which led
to an expansion af; in powers of the difference vectotg = X -X,

3, = 3R+ (X, @, 00/ +%(xij 0, LI g + e

Quantization of the phonon coordinadg@deads to a rather complicated magnon-phonon irtierac

which has been treated using conventional diagraimomeany-body methods [Kreisel11].

A comparison of the results of these calculatiansttie change in the sound velocity (which is
proportional to the shift in the corresponding gtasonstant) with the experimental data of tag
andcsz modes that were measured at 52 and 48 mK, regplctis shown in Fig. 5.13 (a). From the
inset, it is obvious that in the weak-field linBt< 2.5 T, where the calculations applied for the
change of the sound velocity are expected to bd awxsirate, theory and experiment agree nicely.
The deviations in the higher field are attributedtie breakdown of the theoretical approach that

does not take into account the higher-order fluatnacorrections and other types of excitations.
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These are likely to play a role in the vicinitytbe critical magnetic field where the magnetic orde
vanishes.

Fig. 5.13 (b) shows the comparison of the theasktalculations for the attenuation of thg
andcszz phonon modes with the experimental data of thative change of the attenuatian. For

fields in the rang#l < 0.8H., the measured attenuation is rather small, whilealrszrves a strong
enhancement fdd — H.. The overall shape of the data is reproduceceratiell by the theoretical
curves, especially as it gives a satisfactory dgison of the strong enhancement of the attenuation
in the vicinity of the critical field, cf. Fig. 53(b).
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Figure 5.13a) Field dependence of the sound velocity of thégceen dots) and theg(black dots)
modes in C£LuCl, measured at T = 52 and 48 mK, respectively, plotegether with theoretical
results (blue solid and red-dashed line). b) Copeasding attenuation of thec(green dots) andsg
(black dots) modes which have been compared tordtieal calculations (blue-solid and red-
dashed lines) with the parameters obtained fromfithes the velocity change (reprinted from Ref.
[Kreisell1]).

d) Phase diagram and Bose-Einstein Condensation

The B vs T phase diagram of @SuCl, for the fieldB // a-axis obtained from our ultrasound
experiments is presented in Fig. 5.14. The phaagrain was constructed from anomalies of the

sound attenuation as a function of field and telepee. The green and blue points indicate the data
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taken from thec;; and cs3 modes, respectively. The filled squares are thia ttam temperature
dependence of the attenuation while at the same time filled triangles and filled stars are,

respectively, the sharp and broad peaks (or sirgled peak) of the attenuation seen in field-
dependent measurements.

The phase boundary represented by filled squargdiléed triangles, connected by a red solid
line as a guide to the eyes, presents the fielém#gnce of the antiferromagnetic phase transition
temperature. It is in very good agreement wilR(B), obtained from specific heat and
magnetocaloric measurements shown in Fig.5.3. Dluadary reveals that above 8T\ decreases
strongly so that the end point of this phase bognderks the QCPT{ - 0 as B> B).
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Figure 5.14 B-T phase diagram for B // a-axis constructed frtme attenuation anomalies of
temperature and field dependent measurements. &wtidlashed lines are guides for the eyes.

Another “phase boundary” as crossover line denbtefilled stars is related to the transit from
the 2D spin liquid to the paramagnetic state, asudised above. This boundary is built up initially
from the position of the single round peak in titerauation in field-dependent measurements in the
spin-liquid state regime (0.62 ¥ < 3 K) followed by the broad anomaly obtained from
measurements inside the 3D AFM long-range ordetate st temperatures beldlv< 0.6 K. This
“phase boundary” also ends at the QCP, cf. Figd.5Note that the 2D spin-liquid crossover
boundary displayed in Fig. 5.3 was constructed $igaiTax Of magnetic susceptibility data, valid
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only fortoT ~ 0.6 K andB ~ 8 T due to the lack of experimental data. Cousgatly, we stress that
our data reveal, for the first time, the spin-ldj@rossover boundary in the very low temperature
regime, near the QCP, and completes the phaseadidgr B/a-axis of CsCuCl,.

8.25 8.30 8.35 8.40
B(T)

Figure 5.15B-T phase diagram around the QCP of,CsCl, for B//a-axis. Open triangulars are
taken from the temperature dependence of the satteuation. Open squares and open circles are
the positions of the sharp and broad, respectivel,the attenuation from field-dependent

measurements. Solid and dashed lines represeipiother-law fitting curve.

As mentioned in the Introduction, the field-induc&dM phase transition, as the system
approaches the QCP, can be understood as a madgt@nHom the position of the field-induced

phase transition, the critical expondntan be determined:
T.~(B.~B)"".

Theoretically, for a 3D Bose gas, a universal vaec = 3/2 has been predicted [Giamarchi99,
NohadaniO4] coinciding with the result of a meagiditreatment [NikuniO0]. Recently, the specific
heat and the magnetocaloric measurements [RaduifyOR] around the QCP have been used to
extract the critical exponent, giving a value d@5L.This value is close to the theoretical predicti

However it has to be stressed that the value ottitieal exponent is very sensitive to the chaxte
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Bc. Just a small difference & can lead to a large change in the valu&oMoreover, the fitting
formula shown above contains two free parameirand®, which can be determined from the fit
to the experimental data. As a result, there haenlsome controversies over the procedure to
simultaneously define exactly these two free pataree Our aim is to check again the validity of

the BEC description applied to the,CsICl, near the QCP using our ultrasound measured data.

The crucial point in the fitting process is to defithe critical fieldB; and afterwards to conduct
the fitting to obtain the critical exponent. In atase, there is an advantage, as the discussioe abo
shows that the two phase boundaries, the AFM aoskower SL states, end at the critical fiBld
whenT->0. We assume that these phase boundaries can @rébddsoy a power-law function but
with different values of the critical exponehbt We need to find ouB. that simultaneously gives the
smallest error in the fittings for the two datass&o we let th8; vary fromB;; = 8.4 T toB., = 8.5
T with a step widths of 0.001 T, perform a noniteast-squares fitting for ea&h; and choose the
B.i that gives the smallest confidence bounds of parars and highest coefficient of determination
(R-square). Note that for a more thorough tess important to perform the fitting procedure in a

narrow field window close tB. where the theoretical predictions are valid.

The best fit with our experimental data of tbg mode presented in Fig 5.15 reveBls=
8.422(1) T and the critical exponent of 1.47(1) d4n@l7(1) for the AFM and SL phase boundary,
respectively. The valu® = 1.47 is in very good agreement wibh= 1.5 predicted theoretically for
3D BEC of magnons and with the published resulReh [Radu07]. The meaning of the power law

field dependence of the SL “phase-boundary” withitical exponent of 1.67 is still unclear.
5.4 The quasi-2D quantum-spin system GEuBr,

5.4.1 Magnetic properties and phase diagram

Extensive experimental works [Ono03, Ono04, For@9nersujii07] have been performed on
CsCuBry, revealing a rich magnetic phase diagram of thsesy. At zero field, thermodynamic
measurements show antiferromagnetic order at 1.43r03]. For the field orientation along each
of the three crystallographic axes, the orderimgperature gradually decreases as the applied field

is increased. The saturation field is about 30 T.

Elastic neutron scattering has found that in tldeed phase, spins lie approximately in lloe

plane and form an incommensurate helical struatdmieh is characterized by a wave vecter=Q0,
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0.575, 0) [Ono04]. For a classical spin model, dhgering vector is given bgos@Qo) = -J'/2J.
Using @ = 0.575, the authors obtainddd = 0.467 exceeding the value of 0.176 found by laimi
means for the isostructural compound@sCl,. Due to the spin-1/2, the quantum correctionshef t
helical pitch are significant in the present systemd thus, the value @f/J, obtained from the
classical spin model is different from the realualvhend’ £Z J,. Numerical calculations including
guantum fluctuation effects have been performetl @itas a function o8’/(J’ +J) giving the value
of J/JJ = 0.37 and 0.74 for @8SuCl, and CgCuBiry, respectively, indicating that &3uBr, is more
frustrated than GEuCl,.
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Figure 5.16 Magnetization curves and dM/dH vs H of,C8Br; measured at T = 0.4 K for H//c-

axis. Arrows denote critical fields [Ono03].

The Hamiltonian for G&£uBIis given by:

H=J> S5 +J ) S5.

<i,j> <ik>

HereJ= 11 K for the nearest-neighbor coupling alonglitexis and)’ = 8.3 K for weaker nearest-
neighbor coupling within thbc- plane. Not included in the Hamiltonian are two Brparturbations
expected to be present: an antiferromagnetic ayjerlcoupling that causes the spins to order at 1.4
K in zero field, and an anisotropic super-exchaimgeraction (Dzyaloshinskii- Moriya type) that

causes the spins to lie along the plane of thadtikar lattice at zero field.
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Figure 5.16 shows the magnetization curve @ddH vs H measured af = 0.4 K for H//c-axis.
A notable feature is that the magnetization curae & plateau at approximately one-third of the
saturation magnetizatiavs. This is more clearly recognizeddivi/dHvs H shown in Fig. 5.16. The
1/3-magnetization-plateau was also observedffir-axis, while no plateau was observed Hifa-
axis. Because the 1/3-magnetization-plateau yCGBI, is clearly observed for two different field
directions, the plateau cannot be explained in depimthe classical model. Thus, the conclusion is
that the magnetization plateau arises from quanéffacts. The Dzyaloshinsky-Moriya (DM)
interaction with theD vector, perpendicular to the triangular latticeoudd be responsible for the

absence of the magnetization plateauHta.

In addition,dM/dH in Fig. 5.16, exhibits an additional sharp doutdak structure around =
23 T, where the magnetization is approximatelyWR/3This is indicative of the second tiny plateau
at 2/Mls. This additional sharp double-peak structurdMidH was also observed fot//b-axis. The
magnetization processes fdf/c- andb-axisalmost coincide when normalized by théactor. This
means that spin-spin interactions are almost ipatrm the triangular-lattice plane. Magnetocaloric
and specific heat measurements have been useddtrot theB-T phase diagram of @SuBr,. A
cascade of magnetic-field-induced quantum phaseitrans has been observed below the saturation

field for H//b-axis andH//c-axis.
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Figure 5.17 Magnetic phase diagram deduced from various measen¢s for B//a-axis (a) and
B//c-axis (b) [Ono03, Fortune09]
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Fig. 5.17 (a) and (b) show the phase diagranHfda-axis and H//c-axis respectively. FoH//c,
in addition to the 1/3 and 2/3 plateau phases, ngaayntum phases have been observed. The phase
transitions to the A phase and the transitionshéovery narrow B phase can also be observed as
small peaks irdM/dH shown in Fig. 5.16. These successive quantum pinassitions should be
attributed to the spatially anisotropic triangulattice and the Dzyaloshinsky-Moriya interaction
with the D vector perpendicular to the triangular lattice [lddaniO4, Fortune0O%Jorosin61], but an

overall explanation is still missing.
5.4.2 Results and discussion

a) Temperature dependence

Fig. 5.18 presents the temperature dependenceecélistic constant;;(T) measured at zero
field. Fig. 5.18 (a) shows the data over the wh@mperature range together with the elastic

background obtained by applying the Eq. 2.11.
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Figure 5.18 a) Temperature dependence of the elastic con$tairthe acoustic & mode in zero

field measured at 50 MHz with elastic backgrouret(line). b) Low-temperature part showing the

softening of ¢ which deviates from the elastic background (red)iat low temperature.

The elastic constant grows linearly with decreasergperature and does not reveal any distinct

anomaly in the temperature range investigated. €znedsing the temperature to below about 6 K, it

shows a slight softening, as seen in Fig 5.18AbL.4 K, no clear evidence of a phase transiteon i
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observed when the system enters the 3D long-rargmetically ordered state which may be due to
the small magneto-elastic coupling of the spinidattvith the sound wave along taalirection.

b) Field dependence

We have also performed pulsed magnetic field erpants on C£LuBr, in order to study the
acoustic behavior in the region of the magnetizatitateau. The change of sound velocitymode
as a function of magnetic fields up to 50 T appkéahg the crystallographes-axis (panel ajandb-
axis (panel b) at temperatures of 1.5, 1.9 anK4aPe shown in Fig. 5.19. Unfortunately, the lowest
achievable temperature of 1.5 K, we could reacthis experiment was still in the paramagnetic
region of the system (cf, Fig. 5.17). The resukisilgit a continuous softening of the sound velocity

upon increasing the field up to saturation withauay pronounced resolvable anomaly.
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Figure 5.19Field dependence of the sound velocity for thenode in C&CuBr, measured in pulsed

magnetic fields at various constant temperaturé® dpplied fields are along the a-axis (panel a)
and the b-axis (panel b).

The sizes of the softening are comparable, regesdiethe applied field direction indicating an
isotropy in the magneto-elastic coupling in thehhigmperature range (i.e., the spin system in the
paramagnetic state). On the other hand, we cathaayhe thermal fluctuations at high temperatures
destroy the low-dimensional nature of the systetalfout 32 T, thetep-likephase transition from

the paramagnetic to the fully polarized state isepbed. The phase transition anomaly is steeper and
sharper at lower temperature.
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Chapter 6: The Frustrated Quantum Antiferromagrse€aCl,Bry

THE FRUSTRATED QUANTUM ANTIFERROMAGNET Cs ,CuCl,Bry

This chapter presents a systematic study of th&argrowth, structure and magnetic properties
of the CsCuCly.,Brx (0 £ x < 4) mixed system, which includes the two known emember
compounds GE€uCl, and CgCuBr,. The first objective was to provide a thermallglde single
crystal over the whole concentration range of theedh system of the same type of structure. The
second one, the magnetic study, was conducted bypa@tive measurements of the magnetic
susceptibilityy(T) that reveals three distinct magnetic regimes sgpdrby critical concentrations
Xec1 = 1 and ¥ = 2. This unusual magnetic behavior can be expthly considering the structural
peculiarities of the materials, especially the ati®td Cu-halide tetrahedra, which support a site-

selective replacement of Qly Br ions.
6.1 Introduction

As mentioned in chapter 5, the frustrated layer@dearomagnets GE€uCl, and CsCuBr,; have
recently attracted a lot of interest because oir tneconventional magnetic properties [Coldea03,
Tanaka02]. Both compounds have been classifiedwasdimensional spin systems, with an
underlying anisotropic triangular lattice of spif2ICU** ions, cf. Fig 5.1. Although being iso-

structural, these compounds display rather diffiemeggnetic properties.

In CsCuCl,, besides the attraction due to the spin fractisaabn and the spin-liquid state, the
field-induced quantum phase transition at the @cRas been also intensively studied. The analogy
of the critical properties to that of a Bose-Eiirsteondensation has been pointed out [Radu05]
suggesting that it is the delocalization of magnéiplet excitations, which governs the physics in
CsCuCly near Bs [Coldea03]. A different situation is encounterenr fthe related GEuBr
compound where the Cl ions have been replaced byHs system undergoes a Néel orderingjat
= 1.4 K at zero field. For applied fields paralleltheb- andc-axis, two plateaux at approximately
one-third and two-thirds of the saturation magraditon have been observed [Tanaka02] indicating
that here, as a consequence of frustration, thelsigp interaction dominates, giving rise to the
localization of the triplet excitations. The diféerce in the magnetic behavior of these two iso-

structural compounds originates from their unegiegjree of frustration that is determined by the
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ratio J'/J between the interchain-exchange coupliigand the dominant intrachain-exchange

coupling J. Although CsCuBr; and CsCuCl, the field dependent magnetic properties of which

reflecting dominant repulsive and kinetic energyhaf magnetic excitations, respectively, have been
studied to some extent, no investigation existthennteresting crossover regime. These two border
cases thus motivate the study of the magnetic piepef the solid solution GEuCl,.Bry in which

by a continuous replacement of CGby Br, the frustration effects are expected to become

increasingly important
6.2 Review on the crystal structure of C£uCl, and CsCuBr,

The crystal structure of @SuCl, and CsCuBr, at ambient conditions was determined by several
authors as orthorhombic with space grdumma[Morosin6l, Bailleul91]and McGinnety72]. The
unit cell, cf. Fig. 5.1(a) and Fig 6.1, consistsfofir flattened [Cu(CI/Bg}* tetrahedra and eight
Cesium atoms. Thus, the unit cell contains fowsGDECI/Br), entities. Tetrahedra, with the same
orientation, form linear chains in theaxis direction, as illustrated in Fig. 5.1(b). Sbechains stack
together along the-axis direction, displaced bl/2 with respect to each other and with each
tetrahedron orientation reversed, thus forminganal triangular pattern. The tetrahedra are well-
isolated from each other as they do not share amnwn coordination element. For example, the
shortest CI-Cl distance between two adjacent tethehis along thb-axis and amounts to 3.634 A,
significantly larger than the covalent radius ofocime. All other distances between Cl atoms
belonging to adjacent tetrahedra are even longeallf, adjacent planes are separated from each
other by C&ions, cf. Fig 5.2, resulting in a quasi-two-dimiensl (quasi-2D) spin S = %

arrangement.

Table 6.1Bond lengths of the flattened Cu-halide tetrahedro€sCuCl, and CsCuBr, taken

from Refs. [Morosin61] and [Bailleul91] togethertiithe ratio of bond length to covalent radius.

Cu-Cl bond Bond length / Cu-Br bond| Bond length/

length [A] Covalent radius length [A] | Covalent radius
Cl1 2.244 0.959 Bri 2.385 0.946
Cl2 2.235 0.956 Br 2 2.362 0.937
Cl3 2.220 0.940 Br 3 2.342 0.931
Cl3 2.220 0.940 Br3 2.342 0.931
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An important structural feature, shared by both goumds, originates from the local Cu
environment. As a consequence of the flattened &idén tetrahedron, the bond lengths are
significantly different. There is a longest Cu-dalibond, Cu-CI1/Brl, and two equivalent shortest
Cu-CI3/Br3 bonds, cf. inset of Fig. 6.1 and Tabferlstructural data taken from Refs. [Morosin61]
and [Bailleul91].

Figure 6.1 View of the crystal structure of §&&uCl, with a tilt of 6° along the a-axis and rotated
- 6° around the c-axis of the orthorhombic struetwf CsCuCl,. Cs atoms are omitted for clarity.
The longest Cu-CI1 bonds are pointing along thdreetion perpendicular to the magnetic layers
which are parallel to the (100)-plane shown in réuset: Strongly flattened Cu-Cl tetrahedra with
the three inequivalent Cl bonds. The bond lengtkdisted in Table | [Cong11].

The tetrahedra are oriented such that the long KL(B€L bonds point along the interlayar
axis. As a result, this bond is involved in medigtthe interlayer exchang& . In contrast, the Cu-
CI3/Br3 bonds are located within the-plane and are oriented along tiexis, where adjacent Cu-
halide tetrahedra have the shortest distance. duggests that, as a consequence, the Cu-CI3/Br3
bonds are involved in mediating the dominant magneteractiond. The exchange interactions of
CsCuCly and CsCuBr; have been determined from measurements of the anagdjspersion in the

saturated ferromagnetic phase with the magnetidsfiapplied along tha-axis [Coldea02] and the
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neutron scattering experiments [Ono04], respedtiviehese ratios of exchange couplings are shown
in Table 6.1l indicating that GEuUCl, is less frustrated and more one-dimensional tra@Br,.

Table 5.2:Ratios of exchange coupling interactions in@gClL and CsCuBr, taken from Refs.
[Coldea02] and [Ono04].

CsCuCly CsCuBry
J13 0.34 0.74
I3 0.1 0.1
D/ 0.1 0.05

6.3 Magnetic susceptibility of CsCuCl, and CsCuBr,4

Early characterization of @SuCl, by susceptibility measurements has been carrigdoou
polycrystal samples by Carlet al. [Carlin85] and on single crystals by Sharnetffal. [Sharnoff65]
A more recent susceptibility and bulk magnetizasamdy by Tokiweet al. [Tokiwa06], triggered by
recent neutron scattering results [ZhengO05], giveoae complete picture of the magnetic behavior
of the sample. The temperature dependence of if@mnsusceptibility is presented in Fig. 6.2(a) at
low fields H = 0.1 T) for the three principal crystallographdaections [TokiwaO6]. At high
temperature T > 20 K), the material is in the paramagnetic phasd the susceptibilityy(T),

follows a Curie-Weiss law of the form:

2,,2
X (M) =—Si  with ¢ = Na@ HaS(S*+D 6.1)

T-0, 3Ky

Fits to the experimental data give a negative CWfass temperature aBly = -4.0 (0.2) K,
indicating that the principal couplings are antif@nagnetic, and values of the g-factpr= 2.27,9,
= 2.11 andg. = 2.36, consistent with ESR measurements [Sh&&pffFor T > Tnax the high-
temperature series expansion calculations of teeegibility using a 2D spin-1/2 Hamiltonian on
an anisotropic triangular lattice [Tokiwa06], theadk curve in Fig. 6.2(b), is found to be in good
agreement with the experimental data when the exgghaouplings are set §J = 1/3 and) = 4.35
K. In contrast, the data depart significantly frdhe expected Bonner-Fisher curve [Bonner64],

dotted-black curve, for one-dimensional chaidis 0), due to the weak spin frustration leading to
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the reduction of the magnetic susceptibility for,@sCL. Lowering the temperature, a broad
maximum occurs arountinax = 2.8 K, indicating the development of short-raageiferromagnetic
spin-spin correlations. Upon further cooling, aaclkink appears &ty = 0.62 K observed along the
b- andc-axis reflecting the transition into a long-rangderyed (LRO) phase.
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Figure 6.2 (a) Temperature dependence of the susceptibilityfC®CuCl, along the three
principal crystallographic axes at H = 0.1 T. (bp@parison between the susceptibility divided by

g° and calculations for a 2D HAF on an anisotropidatrgular lattice (reprinted from Ref.
[Tokiwa06]).
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Figure 6.3 (a) Low-temperature magnetic susceptibilities efGBr, for H = 0.1 T parallel to the
principal crystallographic axes. (b) Magnetic sugthkility and inverse susceptibility as a function
of temperature for H//b-axis (reprinted from Re&dno03])
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Fig. 6.3(a) shows the low-temperature part of tlegmetic susceptibilityy(T), of CeCuBr, as a
function of temperature measuredtat= 1.0 T for the three principal crystallographices. As
expected, with decreasing temperature the susdéptimcreases rapidly and shows a broad
maximum atTynax= 9 K [Ono03], a characteristic of the low-dimemsb antiferromagnetic spin
system, similar to the behavior observed inGI&CL. The value ofTyax in this compound is about
three times larger than the one obtained ¥OQOEL. This reflects the larger exchange interactions in
CsCuBr; compared to those in the LLaCl. The inverse susceptibility also obeys a Curiesa/ei
law. The Curie-Weiss temperature o,L,C8BI, has a value o8y = -18.4 (0.2) K [Congl1] obtained
by performing a linear fit to the high-temperatuegperimental data indicating a stronger

antiferromagnetic coupling compared with,CaCl,
6.4 Crystal growth and thermal stability

The mixed system G8uCl-xBrx has proved to be a very rich system with sevdraktiral
variants that can be realized depending on the thr@onditions. By growing the crystals from
agueous solution, cf. Ref. [Krigerl0] for detailee growth temperature is the crucial parameter for
the selection of the crystalline phase that is fairfor a given composition. There is a competition
between tetragonal and orthorhombic phases andebatwhose with and without incorporated

crystal water.

If the growth of CaCuClL-Brx takes place at room temperature (~ 300 K), thieodnbombic
structure type of GEuUCl, and CsCuBly is left for an intermediate concentration range (i < 2)
and a new tetragonal phase is formed with the sgaoap I4/mmm [Krigerl0]. For growth
temperatures of at least 350 K, the orthorhombiacsire of the end members of the mixed-crystal
series is preserved over the whole compositiongaipese crystals are highly hygroscopic and
show significant degradation when they are stomdaf long time at room temperature without
sufficient protection against humidity. Even if such crystals no foreign phases are found by
diffraction experiments at room temperature, thegystill content a considerable amount of the
tetragonal phase that can be observed in low-teatyrer experiments and are severely damaged
(cracks) when brought back to room temperature. é¥@w no stability problems are encountered
with the orthorhombic phase even at very low terapees, if the crystals are heated shortly to
about 450 K prior to use in such experiments. Agxample, the Fig. 6.4 shows the magnetization

(main panels) and magnetic susceptibility (insefshe sample GEuChL 8Br1 . Panel (a) shows the
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data of the sample, grown at 300 K adopting tetmafystructure, exhibiting the typical magnetic
behavior of the tetragonal-phase sample in whiehseturated magnetizatidv(B), can be reached
by quite small fields of ~ 1 T, and the magnetiscgptibility, y(T), has an anomaly around 11 K

indicating the long-range anfiferromagnetic ordgriransition. Panel (b) and (c) show the data of
the orthorhombic-structure samples grown at 350 K.
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Figure 6.4 Magnetization (main panels) and magnetic susc#ipyifinsets) of CgCuCh ¢Br; ».
a) Sample grown at 300 K and of tetragonal struetdr) and c) Sample with orthorhombic structure
grown at 350 K without and with post-heated treatimeespectively.

The data shown in panel (b) are of the sample Has no post-heated treatment before
performing the measurements. The magnetizationecarhibits a change of its slope at the field
around ~ 1.5 T and an anomaly is observeg(T) at about ~ 13 K, indicating the transition into an
AFM state. These results are evidence for the extst of small amounts of the tetragonal phase in

this sample. Meanwhile when this sample was poateaeat 450 K for 30 minutes, the data (shown
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in panel (c)) show the typical behavior of the orttombic sample, as for the two border
compounds, which shows a monotic increas®(B) and a broad maximum j{T). Thus, in our
studies, large (100-1000 mjmand high-quality crystals with pure orthorhomlsicucture were

carefully selected before doing the experimentpe@slly for the samples in the intermediate
concentration range (1 < x < 2).

6.5 Magnetic properties of CgCuCl,,Bry

Fig. 6.5 shows a compilation of the results of t@ar susceptibilitymq(T) taken at a field of
0.1 T of the C&LuClBry (0 <x < 4) mixed system for temperatures ZK < 20 K [Cong11]. The
figure also includes the susceptibility data foe thorder cases g3uCl, (left panel, full dark green

circles) and C£uBry (right panel, black full squares), which are ic@clance with literature results
[Tokiwa06, Ono03].
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Figure 6.5 Overview of the molar magnetic susceptibilityhsd mixed system @3uCl.,Bry (0 = x
<4) for selected Br concentrations measured afl0.lleft panel: Cl-rich side regime I: x =0to x =

0.8, right panel: Br-rich side regime Ill: x =2.2tx = 4. The broken blue line is a guide to the eye
indicating Thax
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The susceptibility curves of these two compoundgaka continuous increase with decreasing
temperature and a maximum &tax = (2.79 £ 0.15) K for CsCuCl, and (8.75+ 0.1) K for
CsCuBr, which is distinctly broader for the latter compdu The maximum reflects the low-
dimensional magnetic character of both materiathentemperature range under investigation. The
left and right panel of Fig 6.5 exhibit data foet@Gl-rich side, i.e. & x < 1, and Br-rich side, i.e. 2

x < 4, which will be labelled as regimahdregime Ill, respectively, in the following.
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Figure 6.6 ymo(T) in regime Il for various Br concentrations x = 1.0l{fgreen circles) to x =
2.0 (full stars) in steps of x = 0.2. The blue aad broken lines show thg,(T) data of x = 0.8 in
regime | and x = 2.2 in regime lll, respectively.

The Fig. 6.6 displays the data of regime Il in Whtbe Br concentration x varies from 1 to 2.
The data are taken in steps of x = 0.2. The Breotmation x = 0.8 in regime | and x = 2.2 in regime

IIl are shown as dotted lines to indicate the cleaofythe magnetic properties in between the two
regimes.

The position of the susceptibility maximum andh&sght, Tmaxandy mol(Tmay), respectively, can
be considered as a parameterization of the datgeasin Fig. 6.5 and Fig. 6.6, also summarized and
displayed in Fig. 6.7. It shows that there is natcwous evolution of the magnetic properties with

increasing the Br concentration from x = 0 to 4tHea three distinct concentration regimes can be
identified.
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In regime |, ymo(T) has a temperature dependence which is very singldahat of the pure
chlorine system x = 0. In fact, for the LLsICk Bro.s, Tmax Of (3.03% 0.12) K is very close to the
TmaxOf the x = 0 compound within the experimental utaaties. Withymo(Tmay = 0.041 criymol
for x = 0.8, the value is reduced by slightly méman 10% compared to the pure chlorine (x = 0)

system. This reduction @fno(Tmay IS significantly larger than the experimentaberars.
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Figure 6.7: Tmax (blue solid squares, left axis) amo(Tmay (red solid squares, right axis) as a
function of the Br content x for all samples unohestigation. The vertical dotted lines indicate t
critical concentrations ¢ = 1 and %, = 2 separating the regimes |, Il and Ill. The kem lines are

linear fits to the experimental data in the thregimes.

On the other hand, for the Br-rich side, regime #lchange of the Br-content by the same
amount of Ax = 0.8 has a much stronger effect ®pax and ymo(Tmay. When considering
CsCuClgBrs» (purple full up-turn triangles in Fig. 6.5), foxamnple, the data reveal a pronounced
shift of Thax to (6.92+ 0.1) K accompanied by a strong increaseyqfi(Tmay by about 33%
compared to the pure bromine system x = 4. Notestheceptibility data for the Br-rich side, i.e.63
< X £ 4.0, were also reported in Ref. [Ono05] ®r// caxis. We stress, however, that their data
deviate from the results shown here with respe¢héolow-temperature upturn and its dependence
on the Br concentration. These deviations mightheeresult of the entirely different preparation
route applied in Ref. [Ono05] to synthesize theadisystems. The difference of the valug(@fay
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is due to the g-factor anisotropy. Besides thaeeuliarity of the data for x = 3.2 in regime Il an
upturn below about 3 K which grows with decreasingnd can be followed up to the border to
regime Il. Further experiments, in particular magnmeasurements at lower temperatures, have to

clarify the origin of this feature.

Within the regime | and Ill, some variations in tin@gnetic properties with x become noticeable
in the high-temperature tail of the susceptibilitg,, for temperatures 10 K (~ 2 < 300 K. Here
the data can be well described by a Curie-Weiss-sysceptibilityxew = C{IT - Ow)™, with C the
Curie constant an@®y the Weiss temperature, ranging fra@y = (-3.46£ 0.1) Kk =0) to@y = (-
5.71%+ 0.15) K k = 0.8) in the regime | and fro®y = -18.4K k=4)toBGy =-9.8K k=1.9) in

regime Il

In the regime I, themo(Tmay decreases more rapidly with x compared to thaaeoh revealed
in the regimes | and Ill, cf. also Fig. 6.7. In dotoh, the data suggest a discontinuous change of
xmol(Tmax) Upon entering regime |. A less clear situatioengountered at the border to regime Ill.
With decreasing the Br-content to about half waytleé whole Br-Cl concentration range in
CsCuCl gBro» (purple squares in Fig. 6.6), the characteristicthe Br-rich materials (regime 1l1)
are nearly preserved. The shiftTfaxto lower temperatures is accompanied by a fuitierease of
xmol(Tmaxy). Note, that the broad maximum in the susceptybi§ difficult to follow with increasing
Br concentration due to the increase of fhg(T) below 4 K. As a consequence, significantly
enlarged error bars have to be accepted renddrengdundary between regime 1l and Il less well
defined.

The three distinct magnetic regimes in the@&ClL,Bry (0 < x < 4) mixed system become
obvious from Fig. 6.7, where the values fGfax (blue solid squares) angho(Tmay (red solid
squares) are shown as a function of the Br comtémt all crystals investigated. On the chlorinehri
side in regime | and up ta slightly larger than 1.4T,ax is nearly independent of the Br-
concentration, whilermo(Tmay reveals a distinct reduction with x. The factttb@e characteristic
temperaturel nax Stays nearly constant indicates that the Br swiistn in this concentration range
leaves the quasi-2D magnetic fluctuations, caugdd-plane interactions, practically unaffected. At
the same time, the significant reduction yR.(Tmay With increasing x demonstrates that the
magnetic coupling between the layers is substiynabdified. This is consistent with the results of
ab initio calculations for the GEuCl,, as shown in Fig. 6.8, where the influence ofgtrength of

the interlayer coupling” on the magnetic properties was investigated [Fspsa09]. The authors
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found a decrease mol(Tmay With increasingd” without any shift ofTmax In contrast, for the Br-
rich side (regime Ill), the strong decreaseTgfx by approximately a factor of 2 on decreasing x

from 4 to 2 clearly signals the suppression ofzZBemagnetic correlations.

0.00 -£ ‘
4 6
TT

Figure 6.8 Magnetic susceptibility of @SuCl, as a function of temperature in units qfal
Green solid line: DFT-based model with onlyahd 3. Red dashed line: DFT-based model with J

J; and 3 Crosses: experimental data (reprinted from Ref.yj@dsova09].

6.6 Model

The magnetic properties of the LsiCL-Bryx (0 < x < 4) mixed systems and the corresponding
three distinct magnetic regimes can be understaidguthe following model which considers
structural features of the Cu-halide tetrahedraezfdbd in the orthorhombic crystal structure.

Upon replacing the Clions by Br on the chlorine-rich side (the regime 1), the da-6onds
will be almost exclusively affected, as they exhithie largest bond length and the Bons are
considerably bigger than the @bns. Since the Cu-CI1 bonds point along the layera-axis of the
orthorhombic structure, they mediate the magnetahangel” between the layers. Thus, starting

from the pure C£uCl, compound, the progressive substitution of the &ldms by Br will be
accompanied by an increaseJdf, consistent with the decrease of the magneticeqtibality at its

maximum. This site-selective replacement of the Bis in regime |, which for a hypothetically

ideal system would be completed at a concentration 1, also explains thdt,.x is constant on the
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chlorine-rich side of the phase diagram. The 2D me#ig correlations, probed Biy.ax involve the
CI2/CI3 atoms, the occupation factors of which remamagtically) unaffected for the Br
substitutions in regime | for X X¢. It should be mentioned that due to entropic neafite site-
selective substitution will not be perfect, resudtin a finite disorder in the occupancy of theidel

positions.

A quite different situation is encountered on theriBh side. Starting from the border case
CsCuBr; and substituting Brby the smaller Clwill predominantly affect the two equivalent Br3
positions with the shortest bond length. As a cqueace, the intralayer coupling constah&ndJ’,

i.e., the 2D magnetic correlations, will be reducgdis mechanism explains the strong reduction of

Tmaxa@s a function of Br content observed in the suswéfy measurement.
6.6.1 Supporting result

In addition, density-functional theory (DFT) calatibns were carried out to estimate the
preferential position of the Br atoms in the miXgd= 1) compound GE€uCkBr. The calculations
were performed with the full potential local orbbiode (FPLO, version 9.00-34) [Koepernik99]
using the experimental lattice parameters and gtositions [Kriger10] as input. The local-density
approximation (LDA) in the parametrization of Pesd@and Wang [Perdew92] as well as the
generalized gradient approximation (GGA) [Perdew®@te used to ensure that our conclusions do
not depend on the choice of the functional appratiom used. The calculations were performed in

the scalar relativistic approximation with 2&@oints in the full Brillouin zone.

The results show a clear preference for the sulistit of CI1 atoms by Br on the Cl-rich side:
The occupation of CI1 position in £2UCkLBr yields the lowest total energy, whereas the ggnef
a structure where Br is substituted for CI2 (CBabout 222 (247) médBr higher in energy in the
LDA calculations. In the GGA calculations, the @sponding energy differences are 244 (274)
meV/Br, showing only a weak dependence on the choicéheffunctional. These calculations
indicate that the sterical aspects, i.e., ionidiradd corresponding bond lengths, covered by the
above simple model, are of crucial importance fabiizing the structure in the @3uClL_Bry (0 <
X < 4) mixed system. The reason for that lies in teeuparity of the Cu-halide tetrahedron, which
forms a stable, discrete structural unit, typicédtiynd in aqueous solutions, and which is also only
weakly bonded in the orthorhombic crystal structfrthe CsCuCl,-Bry (0 < x < 4) mixed system.
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Figure 6.9 Expansion of lattice constants with increasingd@ntent: (a) Overview: Nearly
linear expansion, indicating mainly that the crybtee structure is unaltered within the whole
composition range. (b) The detailed view revesgecific expansion anisotropies for different

composition ranges (reprinted from Ref. [Krliger10])

Another independent proof of this model based andistribution of bond lengths inside the
flattened Cu-halide tetrahedron is given by thatre¢ length change$(k) — 1(X0)]/I(xo) of the lattice
constants as a function of Br content. Hd(e) and|(xo) are the lattice constants of a mixed
compound with concentration x and,CsCl, (x = 0), respectively. As shown in Fig 6.9x) —
[(X0)]/1(Xo) is isotropic in the concentration rangeg & < 2 (regime 1) and anisotropic in the regimes
I and Ill. With increasing for 0 < x < 1, the relative expansion of tlaeaxis is largest, consistent
with a predominant substitution of the CI1 positidty Br whereas on the Br-rich sideX < 4, the

Cl doping on the two Br3 positions leads to thersfjest reduction of theaxis.
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CONCLUSIONS AND OUTLOOK

In this thesis, ultrasound was used as the mainerarpntal technique to perform a
comprehensive study on the acoustic characteristiseme low-dimensional spin systems in a wide
range of temperature (30 mKk< 300 K) and magnetic field (DC field: 812 T and pulsed fields
up to 35 T). We have conducted experimentallyaaigh investigation about the acoustic and
magnetic properties of two classes of materialsiptaspecial emphasis on the effect of a nearby
guantum phase transition induced by a magnetid:fi@) the quasi-1D frustrated diamond chain
compound Azurite; (2) The quasi-2D quantum spirtesys CsCuCl,, Cs2CuBj and the mixed
system CgCuCLBry.y.

7.1 The quasi-1D frustrated diamond chain compoundzurite

Thorough elastic and magneto-acoustic investigatmnthec,, mode of a single crystal of the
distorted diamond chain compound Azurite have lesented. We have observed clear signatures
of the dominant magnetic energy scales involveddisclose two pronounced anomalies at ~ 20 K
and ~ 5 K in the temperature dependences of thendsaelocity and thermal expansion
measurements. These results are consistent witbngne obtained from magnetic susceptibility and
specific heat measurements. At the transition theoantiferromagnetic (AFM) long-range ordered
state,Ty ~ 1.88 K, we observed a huge anomaly in the saahatity (Av/v ~ 0.1%) and thermal
expansion {(T) ~ 60010° K™) that indicates a sizable structural distortioramspanying the
occurrence of long-range AFM order. Inside the loagge AFM-ordered state, we also observed a
huge softening of the;, mode (up to 1% at 0.85 K) as a function of applmedgnetic field

indicating a strong magneto-elastic interactiothimn AFM-ordered state.

Based on these results, we have estimated of thim stependence of the dominant magnetic
exchange coupling by analyzing the temperature rigrece of the elastic constant that reveals a
considerable dimer-dimer coupling constant andgelatrain dependence of the singlet-triplet gap.
Moreover, the pressure dependence of the magneteeptibility was investigated up to 6.2 kbar

using a SQUID magnetometer. The results are ineageat with the value of the strain dependence
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indicating the significant role of strain interaxts in this compound. From these results, we
emphasize that Azurite can be well described by a@idamond chain system at temperatures above 2
K [Jeschkell]. However, a strong magneto-elastiupliog must be taken into account in the “full
model” Hamiltonian for describing the low-temperatuegion, including the 3D long-range AFM

order.

Further, we have presented a detailed investigatidhe critical behavior of the sound velocity
and ultrasonic attenuation in the vicinity Bf. The results show that the attenuation shift olzeys
power law both above and beldliy with a critical exponent of about 1.12 and 5.2%pectively.
The value obtained abovE, is close to the theoretical expectationrpf 1 for the isotropic
Heisenberg antiferromagnet but the extraordinargelavalue obtained belowiy is not clear at
present. The critical contribution of the soundoedly shows the same critical exponent of -0.056

both above and beloWy is indicative of a 3D isotropic Heisenberg antib@nagnet.

. In an applied magnetic field, the critical velyathanges exhibit a uniform behavior for various
fields, indicating a similar nature of the criticntribution when crossing from the paramagnetic t

the antiferromagnetic or to the spin-flop state.

The measurements at low temperature show a commgxetic structure of Azurite. Based on
these measurements, detailed low-temperaBdiiephase diagrams were mapped which comprise
two additional new phase boundaries of unknownimray low temperatureT(< Ty). One is just
below the AFM ordering transition, and the othee amat very low temperatur& € 0.5 K) which is

likely to be of magnetic origin. So, further invigsttions are needed in order to clarify this issue.
7.2 The quasi-2D quantum spin systems gSuCl, and CsCuBr,

We have conducted thorough magneto-acoustic igaggins of CgCuCl, for all three modes
C11, C22 andcsz with the magnetic field applied along the crystgthphica-axis.

In the field-dependent measurements, we observeldange of the shape of the attenuation
curves from a broad feature to a sharp anomalymwiiattributed to driving the system from a spin
liquid to long-range AFM order. Moreover, field-damlent measurements arouBgdisplay two
distinct anomalies which are particularly cleartpmpounced in the sound attenuation. While the first
one is very sharp and strongly temperature depénttenother one is distinctly broader and located
at slightly higher fields. These features have bestatively attributed to the transition into leng

range AFM order and the preceding spin-liquid sthteese two anomalies in the sound attenuation
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a(B) merge up a3 > 0. These pronounced acoustic anomalies indicattecylarly strong spin-
lattice interaction in this material, a quantitatiunderstanding of the interplay of spin-lattice
interaction and quantum criticality is still misgin

Our experimental data, again, indicate that inGDEL, the field dependence of the critical
temperatureT_(B) ~ (B, — B)"® vyields a critical fieldB; = 8.422 T and is well described dy =

1.47. This is in very good agreement with the exgmbrexpected in the mean-field approximation
and the result published previously. This findirggia supports the notion of a BEC of magnons in
CsCuCl,.

Theoretical calculations were performed by our atmdrator and were used to compare with
experimental results for the magnetic field depewdeof the elastic constants and the ultrasonic
attenuation in the AFM ordered state. The resultstlie magnetic field dependence of the elastic
constants agree quite well with the experimenttd,da particular in the low-field reginfe<25 T,
where the approach is expected to be most accurae.theoretical results for the ultrasonic
attenuation reproduce the strong enhancement aabetose to the critical magnetic field, although
this approach is likely to break down in the vigmof the quantum-critical point. The investigation
of magnon-phonon interactions in the immediatentgiof the quantume-critical point and in the
other phases of @SuCl, such as the spin-liquid phase or the ferromagmdtase is left for future

work.

Based on the temperature and field-dependent nmexasuats, we constructed, in details, By
phase diagram of @SuCl, for the field applied along theaxis that agreed with the one obtained
from specific heat and magnetocaloric data. Thes@hdiagram reveals the low-temperature

crossover phase boundary of the spin liquid thatdgen missing up to now.

Pulse-field measurements also have been perform&@$sCuBr, in order to study the acoustic
behavior in the region of the magnetization platéinfortunately the available temperature range of
the study was confined to the paramagnetic sfatel(.5 K) and could not be extended to the region
where the plateaux exist. The results show a gtahfening ofc;1(B) on increasing the field and
display astep-likephase transition when the field reaches the datnraegardless of the applied
field direction.

In Ref. [Ono07], T. Ono reported an attempt to @erf ultrasound measurements in high pulsed

magnetic fields but without success due to crackbe sample. Our measurements have proved that

115



Chapter 7: Conclusions and Outlook

the high-quality samples, provided by Prof. Assrand his team, can survive at low temperatures
and high fields. In future, we are going to carty measurements at low temperatures and high DC

magnetic fields in collaboration with the High Kidlaboratory in Dresden.
7.3 The mixed system GEUCI,Br 4

The mixed crystal series &uCl,..Bry, were successfully synthesized by growing from agse
solutions and were magnetically characterized & gresent work. We have performed magnetic
susceptibility measurements on the whole rangeimgdles crystals of the mixed system in the
orthorhombic phase. By following characteristictégas of the susceptibility, including the position
of the broad maximum alnaxand the height of the maximuge(Tmay, three distinct magnetic
regimes have been identified. These regimes amraep by critical concentrations aroungd x 1
and %, = 2. The main magnetic characteristics of theesystand the existence of two critical
concentrations could be explained by a model whatfsiders the structural peculiarities of the Cu-

halide tetrahedra and the way these building blec&sarranged in the crystal structure.

According to this model, the substitution of theadler CI" ions by the larger Brions in the
distorted Cu-halide tetrahedron enforces a siteetige occupation. This mechanism provides a
natural explanation for the two critical conceritras: While at x = 1, (practically) all the ClI1
positions are occupied by Br, the two equivaler® Broms are displaced by Cl atoms gt= 2.
Thus our results suggest that,CsCkBr; and CgCuCLBr, mark particularly interesting mixed
systems with a well-ordered local Cu environmentvjting a suitable basis for studying the

interplay between strong frustration and quantuiticatity.

In the near future, one target is to explore the-temperature magnetic properties, especially
the evolution of the Néel temperature as a funatiotoncentration x, by performing high-resolution
ac-susceptibility measurements ok 2 K on the various GEuClBry single crystals. Due to the
increase of the degree of frustration for the Bhnnaterials, we expect a sizable suppressidn.of
We expect that due to strong frustration aroung Xs$CuCLBr, should show long-range
antiferromagnetic order aty below that of the pure Cl (x = 0) systeify (= 0.62 K), and would
represent an interesting target material for stuglyhe interplay of strong magnetic frustration and

guantum criticality.

In addition, the question arises to which extepttiistem becomes more 3D in character on the

Cl-rich side. This could be answered by studying fleld dependence ofy through x(T,B)
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measurements, in order to determine BR€ phase diagrams and to identify the nearby QCP. Of
particular interest will be the compounds with x 1 and % = 2. In order to fully characterize the
criticality and to study the effects of frustratiand dimensionality on the quantum-critical behgvio

it is necessary to employ various measurements asichagnetocaloric effect, specific heat, thermal
expansion and ultrasound in the millikevin tempan@tange in combination with theoretical studies
such asb-initio and DRMG calculations.

7.4 In summary

We have conducted detailed studies of acousticvi@hand magnetic properties on some low-
dimensional spin systems. Our obtained resultsgbnew insight into the thermodynamical
properties, especially at the field-induced quantpirase transitions and at the QCP. The
comparison of our data with other experimental ltssshows that we were able to reproduce and
improve their quality. In exploring different compads, e.g., 1D, 2D or a mixed solution of
guantum spin systems, besides being in the agrdemithncurrent results, many of our results point

out new directions for further studies in both tle¢@al and experimental field.
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