
Balance on many scales:
Growth and gene expression in Bacillus subtilis

Niclas Nordholt



Members of the Doctoral Examination Committee

prof. dr. Bas Teusink
VU University, Amsterdam

prof. dr. Leendert Hamoen
University of Amsterdam

prof. dr. ir. Sander J. Tans
FOM Institute for Atomic and Molecular Physics, Amsterdam

dr. James Locke
University of Cambridge

dr. Rutger Hermsen
Utrecht University

dr. Frank Schreiber
Federal Institute for Materials Research and Testing, Berlin

The work presented in this thesis has been carried out at the department of Systems Bioinformatics
at the VU University in Amsterdam.
I acknowledge funding from the European Union, Marie Curie ITN AMBER, 317338.



VRIJE UNIVERSITEIT

Balance on many scales:
Growth and gene expression in Bacillus subtilis

ACADEMISCH PROEFSCHRIFT

ter verkrijging van de graad Doctor aan
de Vrije Universiteit Amsterdam,

op gezag van de rector magnificus
prof.dr. V. Subramaniam,

in het openbaar te verdedigen
ten overstaan van de promotiecommissie
van de Faculteit der Bètawetenschappen

op donderdag 18 januari 2018 om 9.45 uur
in de aula van de universiteit,

De Boelelaan 1105

door

NICLAS NORDHOLT

geboren te Wiesbaden, Duitsland



promotoren: prof.dr. F.J. Bruggeman

prof.dr. R. Kort

copromotor: dr. J.H. van Heerden



“The dream of every cell is to become two cells.”

-François Jacob



Contents

1 Introduction 7

2 Taking chances and making mistakes: non-genetic phenotypic heterogeneity and its
consequences for surviving in dynamic environments 17

3 Effects of growth rate and promoter activity on single-cell protein expression 33

4 Single Bacillus subtilis cells display systematic deviations from exponential growth
and biphasic growth behaviour along their cell cycle 61

5 General discussion 85

Bibliography 95

List of publications 107

Summary 109

Samenvatting 113

Acknowledgements 117



Chapter 1

Introduction



Balance on many scales: Growth and gene expression in Bacillus subtilis

Introduction

Clonal microbial cells that grow under identical conditions show a remarkable inter-cellular variabil-
ity. Individual cells exhibit differences in cell size, molecular composition and generation times. This
phenotypic variability can have important consequences for cellular functioning and the ability of a
cell to adapt to the environment. For instance, it can result in the formation of resilient ‘persister’
cells that are able to survive averse conditions, such as antibiotic treatments111. Bacterial persis-
tence can lead to relapse of infectious diseases after seemingly successful therapy and facilitate
the development of genetic antibiotic resistance108. In a biotechnological setting, the formation of
non-producing subpopulations is highly undesirable, as it reduces cost-efficiency.

A complete understanding of the functioning and organisation of microbial growth and gene ex-
pression therefore encompasses an understanding of the origins and consequences of non-genetic
heterogeneity. This task requires us to study microbial populations on the level of individual cells.
Depending on the question that is asked, and the level of cellular organisation this question con-
cerns, different experimental techniques and conceptual frameworks have to be employed.

Figure 1.1 poses as a graphical summary of the phenomena that we address in this thesis, and
the concepts and experimental methods that we used to tackle the understanding of these phe-
nomena, by studying individual bacterial cells. In the following sections we will address individual
aspects of this figure and their significance in the creation of this work.

Single-cell measurements have revolutionised microbiology

Non-genetic heterogeneity in isogenic microbial populations can range from quantitative differences
in e.g. cell size, molecule copy numbers or generation time146,49,178 to qualitative differences in the
phenotype of individual cells205,190,95. The discovery and understanding of these phenomena re-
lies on the characterisation of individual cells. Among the most prevalent experimental techniques,
which were also used in this work, are flow cytometry and time-lapse microscopy in combination
with fluorescent proteins as a reporter for gene expression49,27.

Flow cytometry can be used for multiparametric characterisation of thousands of individual cells
per second. Besides reporting properties that relate to cell size or cytoplasmic granularity, flow cy-
tometers are equipped with multiple lasers and detectors that allow the quantification of fluorescent
dyes and reporter proteins (Figure 1.1, top right). These reporters can be utilised for instance to
discriminate between viable and dead cells94, to determine the DNA content and cell cycle stage70

and to quantify gene expression and promoter strength in live cells73,222 (Figure 1.1, top right). A
drawback of flow cytometry, compared to other single cell methods, is the transient nature of the
measurements: they only provide a ‘snapshot’ of the individuals of a population. While it is possi-
ble to sort cells into subpopulations based on certain properties (fluorescence assisted cell sorting,
FACS), it is not possible to retrieve an individual cell from a sample and to follow that individual in
time. This means that certain single cell properties, such as the age of a cell (the time that has
elapsed since its birth) or single cell growth rates, can not be determined directly using flow cytom-
etry.

Automated time-lapse fluorescence microscopy is able to overcome this limitation. Where flow
cytometry adds the dimension of individuality to the measurement of bacterial populations, time-
lapse microscopy adds an additional layer of depth to each single cell measurement: the dimension
of time. With automated time-lapse microscopy it is possible to follow the growth of individual cells
in time, from birth to division and over many generations, hundreds of cells at a time (Figure 1.1,
top left). This allows us to follow the kinetics of growth and, in combination with fluorescent reporter

8



Introduction

proteins, gene expression as function of the bacterial cell cycle. It also allows us to synchronise the
cell cycles of thousands of individual cells in silico, which can offer insights about the bacterial cell
cycle that would otherwise be obscured by the variability of the growth process of individual, asyn-
chronously growing cells214. Using time-lapse microscopy in combination with automated image
analysis has lead to an unprecedented wealth of data on individual cells with high spatial and tem-
poral resolution. While flow cytometry is capable of a higher throughput of single cells, time-lapse
microscopy provides a more detailed, time resolved picture of individual cells (Figure 1.1, top).

These techniques have facilitated the understanding of long-standing biological problems that
were not tractable with experimental methods that asses growth on the level of the population. A
few notable examples that illustrate how single-cell measurements have helped our understanding
of such biological processes are given here:

The phase of zero growth (‘lag-phase’) that a microbial population exhibits upon inoculation into
fresh growth medium or upon diauxic shift between carbon sources was long attributed to enzymatic
adaptation across the population, upon completion of which growth would set on/resume homoge-
neously129. An alternative explanation for the presence of a lag-phase is, that only a fraction of the
cells within the population resumes growth. Indeed, recent studies that employed flow cytometry or
time-lapse microscopy, have shown that within an isogenic population, phenotypically distinct sub-
populations exist that are able to transition between carbon sources due to their distinct molecular
make up190,205,95. Sometimes this phenotypic distinction can be traced back to the variability in the
expression levels of a single protein across cells31.

Another example for non-genetic heterogeneity in microbial growth is the determination of cell
fates through noisy gene expression in Bacillus subtilis. The competence for DNA uptake, the com-
mitment to sporulation or switching between a chaining and a non-chaining phenotype are all the
result of chance events that determine the fate of individual cells and lead to the formation of sub-
populations within a population of isogenic cells118,140,134.

In the coming sections we will provide a brief overview of the origins of non-genetic heterogeneity
and its consequences on different levels of cellular organisation.

9



�
��
�

��
��

��
��

��
��

��
��

���������

�
��
��

��
��

��
��
��
��
�

⟨F
⟩=

 c
 ⟨V
⟩

⟨F
lu

or
es

ce
nc

e 
| v

ol
um

e⟩

⟨δ
2 V
⟩

⟨δ
2 F
⟩

C
el

lu
la

ra
nd

 m
ol

ec
ul

ar
st

oc
ha

st
ic

ity

Ti
m

e-
la

ps
e 

m
ic

ro
sc

op
y

�
��
�

��
��

��
��

��������

��
��
��
��
�

������[µ�]

�
��

��
��

��
��
�

��
�
�
[�
��
]

Bi
rth

 le
ng

th
 

di
st

rib
ut

io
n

D
iv

is
io

n 
le

ng
th

 
di

st
rib

ut
io

n
Ag

e 
di

st
rib

ut
io

n

2x
Si

ng
le

 c
el

l t
ra

je
ct

or
y

Ag
e 

di
st

rib
ut

io
n

⟨L
en

gt
h 

| t
im

e⟩

G
en

er
at

io
n 

tim
e

di
st

rib
ut

io
n

Fl
ow

 c
yt

om
et

ry

Bi
rth

Di
vi

si
on

B
ac

te
ria

l c
el

l c
yc

le

Vo
lu

m
e/

le
ng

th
, 2

x

M
ol

ec
ul

ar
 c

on
te

nt
, 2

x
D

N
A 

re
pl

ic
at

io
n

Se
pt

um
 fo

rm
at

io
n

C
el

l d
iv

is
io

n

Q
ua

nt
ify

 o
rig

in
s 

of
 c

op
y 

nu
m

be
r n

oi
se

:

⟨δ
2 F
⟩=

 ⟨δ
2 
⟨F

 | 
V⟩
⟩+

 ⟨⟨
δ2

 F
 | 

V⟩
⟩

Vo
lu

m
e 

no
is

e

Pr
ot

ei
n 

co
py

 n
um

be
r n

oi
se

Bi
oc

he
m

ic
al

 n
oi

se

Va
ria

nc
e 

de
co

m
po

si
tio

n

M
ol

ec
ul

ar
 c

on
te

nt
G

ro
w

th

Ba
la

nc
ed

 g
ro

w
th

Si
ng

le
 c

el
l g

ro
w

th
 th

eo
ry

at
 b

al
an

ce
d 

gr
ow

th

Ti
m

e-
in

va
ria

nc
e 

of
:

G
ro

w
th

 ra
te

 μ
M

et
ab

ol
ic

 s
ta

te

Pr
ot

ei
n 

co
nc

en
tra

tio
n

Ag
e 

di
st

rib
ut

io
n

Bi
rth

/d
iv

is
io

n 
le

ng
th

 d
is

tri
bu

tio
n

G
en

er
at

io
n 

tim
e 

di
st

rib
ut

io
n

Th
ro

ug
hp

ut

Ti
m

e 
re

so
lv

ed

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●

■
■

■
■

■
■

■
■

■
■

■
■

■
■

■

◆
◆

◆
◆

◆
◆

◆
◆

◆
◆

◆
◆

◆
◆

◆

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●

■
■

■
■

■
■

■
■

■
■

■
■

■
■

■

◆
◆

◆
◆

◆
◆

◆
◆

◆
◆

◆
◆

◆
◆

◆

●
µ=
0.
85
h-
1
■

µ=
0.
84
h-
1
◆

µ=
0.
85
h-
1

�
�

�
�

�
��

�

��
�

��
�

��
�

��
�
	
[

]

�����[#]������	
��������[µ��]�
�����	
���������������[��]

a
c

d
+

a

c

b

b

+
b

c

aca



Introduction

Figure 1.1: Methods and concepts for studying growth and gene expression in single microbial cells. This figure
illustrates various aspects of single cell growth and gene expression, their interdependence and how they are affected by
stochasticity. Different areas represent different chapters in this thesis that each addresses one of the many aspects of
single-cell growth and gene expression and how these aspects can be characterised experimentally. Note that the plots
in this figure are not sketches, but actual experimental data from chapters 3 and 4. Chapter 2 (bottom left) reviews the
origins of non-genetic heterogeneity and its consequences for the ability of individual cells to adapt to dynamic changes in
the environment. Chapter 3 (top right) addresses the relation between inter-cellular variability of gene expression levels,
cell volume and growth rate, and demonstrates, how variance decomposition can be used to quantify variability that stems
from different molecular and cellular processes. The influence of the bacterial cell cycle on the dynamics of growth and
gene expression gets investigated in chapter 4 (top left). All experiments in this thesis were conducted specifically under
conditions of balanced growth, an important prerequisite for understanding a microorganisms physiology. The bottom
right of this figure illustrates, how the state of balanced growth can be identified from experimental data.

Stochasticity in gene expression

The origins of the variability in cellular properties that we observe across any population of isogenic
cells are diverse, but all of them relate to biochemical reactions that, together, constitute the process
of gene expression, which lies at the heart of cell growth.

Gene expression is the process in which the information that is encoded in the functional unit of
DNA – a gene – is transcribed into a gene product, typically messenger RNA (mRNA), which
is then translated into protein, which ultimately determines the phenotype of a cell. Biochemical
reactions, such as transcription or translation, form the basis of life. They are inherently stochastic,
which leads to random inter- and intra-cellular fluctuations in the number of macromolecules
and the timing of reactions at any given time point. Genes, mRNAs and regulatory proteins are
macromolecules that are typically present in low copy numbers, which makes reactions in which
they are involved sensitive to fluctuations. The timescales at which macromolecular species are
produced and degraded are also an important factor in these stochastic fluctuations, as their lifetime
determines whether and at what timescales fluctuations occur168,152.

The first step in gene expression, transcription, has been identified as a prevalent source of noise
in protein numbers49. mRNAs are typically present in low copy numbers and exhibit a relatively
short life time, both factors that make mRNA levels prone to fluctuations, which can propagate to
protein levels158. For any given gene, the steady state mRNA concentration is set by the rate of
production and degradation. Production and degradation are independent processes, resulting in
fluctuations of mRNA levels around their ‘true’ steady-state value179. Another source of variation
is the discontinuity of mRNA synthesis. Rather than being a continuous process with a fixed rate,
mRNA synthesis occurs in bursts during short times of gene activity followed by a (long) period of
inactivity227,40,32. Burst size as well as burst frequency relative to mRNA lifetime are critical factors
that determine the magnitude of noise – larger bursts and a lower frequency both result in higher
levels of noise179,41. The consequence of this is that genes with the same mean expression level
can exhibit different levels of noise179.

At low expression levels, transcriptional noise gets propagated to the level of proteins11,137,146.
With increasing expression levels, the noise in protein levels diminishes until it encounters a ‘noise
floor’ at high levels of expression196,222,83. The mechanistic origin of this lower limit of protein noise
likely lies in variations of general cellular properties that globally act upon reaction rates. Cell-cycle
progression, variations in cell size, random partitioning of molecules upon cell division, transla-
tional efficiency, bursting, cellular growth rate and RNA-polymerase concentration have all been
suggested to cause or at least contribute to the noise floor76,41,81,224. In chapter 2 we extensively
review current literature on the origins of non-genetic heterogeneity and its consequences for the
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ability of isogenic microbial populations to adapt to dynamic changes in the environment.

Quantification of the contribution of individual processes to the total variability of a certain property
across single cells does not only require the measurement of single cells. It also requires dedicated
statistical frameworks and formulations. Variance decomposition is a statistical tool that can be
employed to disentangle and quantify the contributions of different sources of noise, such as growth,
cell division and biochemical noise, to the total variability of, for instance, the expression levels of a
protein177 (Figure 1.1, top right). In chapter 3 we make use of this elegant approach to quantify the
contributions of volume noise and biochemical noise to the total variability of protein copy numbers
across a population of isogenic cells which we measured with flow cytometry.

Interdependence of microbial growth and molecular composition of a
cell

From the last section we have an idea of the biochemical processes that underlie non-genetic
heterogeneity. However, the relation between a cell’s phenotype and fluctuations in its molecular
composition is not unidirectional. The metabolic state of a microbial cell is determined by the
proteins it expresses and the environment that surrounds it. In order to grow, a cell needs to meet
the requirements of the environment by expressing a particular set of proteins that enable it to utilise
the nutrients that are present and to cope with potential stresses that it is exposed to. The growth
rate of a cell, and thus the generation time, depends on the nutrient quality and how well the cellular
proteome is adapted to the environmental conditions180,84,112. In turn, growth and the metabolic
state of the cell feed back onto the molecular composition of a cell, e.g. through dilution-by-growth
as the cell’s volume expands44,89,71. This means that there exists a reverberating relation between
growth of a cell and its molecular content180 (Figure 1.1, centre). Hence, the fluctuations that
occur on the molecular level of a cell (as introduced in the last section) can propagate to higher
levels of organisation, resulting in variability of the growth process itself, and vice versa31 (Figure
1.1, bottom left). For instance, noise in the expression levels of a single protein does not only
depend on factors that are intrinsic to the protein (as discussed in the previous section), but also on
global, extrinsic factors that are directly related to cell growth, such as volume expansion, random
partitioning of molecules upon cell division or the availability of transcriptional and translational
machinery76,71,87,181 (Figure 1.1, bottom left & top right). As a result, the growth of a single cell is a
stochastic process, which makes it difficult to predict the growth trajectory of individual cells (Figure
1.1, top left).

Despite extensive studies on the interrelation between growth rate, the metabolic state of a cell and
its molecular composition180,44,13, little is known about the effects of growth rate on non-genetic
heterogeneity62,83. In chapter 3 we characterise this relation for the expression of a single protein,
using a combination of experiments (flow cytometry) and theory (variance decomposition) (Figure
1.1, top right).

Microscopic growth theory

Thinking about single cells and their behaviour requires a different perspective than classical,
population based cell biology. Measuring some property at the level of a population, e.g. generation
time, a fluorescence value or the activity of an enzyme in a cell extract, effectively reports the
average of this property from thousands or millions of individual cells. However, single cells in
isogenic populations markedly deviate from this average behaviour. These circumstances require
theoretical frameworks that are able to take into account uncertainties and inter-cellular differences
when studying the growth and gene expression in single cells.

12
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Regardless of the stochasticity in the growth process of each individual cell, there are certain
features that are characteristic of microorganisms that proliferate by binary fission. For instance, the
average cell doubles its size and molecular content before dividing into two equal-sized daughter
cells. In a population of asynchronously growing cells, this results in certain distribution of growth
properties of individual cells that can be deduced from such first principles. In the 1950s -1970s
a ‘microscopic growth theory’ was developed, which rigorously characterises the statistics of
microbial growth on the basis of the probability distributions of cellular properties, such as birth
size or generation time159,149,34. While we can not predict the state of an individual cell that we
pick randomly from a population, we can use this theory to predict the probability distributions of
single-cell properties from a few basic measurements on the level of the population.

This theory applies under conditions of balanced growth, a microbial state of growth that has certain
characteristics that directly relate to the physiology of the organism that is studied.

The concept of balanced growth

The state of balanced growth is characterised by the time-invariance of the probability distributions
of cellular properties of individual cells, such as cell age, size at birth and division, generation
time and gene expression levels across a microbial population159. A microbial population usually
achieves this state after several generations of growth under constant, non-limiting conditions159.
The distributions themselves, their shape, variance and mean value, are a characteristic of the
organism and the environment in which it is growing149. This means that the state of balanced
growth can easily be reproduced, as long as the environmental conditions are constant. The
metabolic and regulatory networks of the organism will steer the distributions of cellular properties
towards the average value that matches/is tied to the environment.

When the goal is to study the architecture of these networks and the mechanisms that control
growth, gene expression and the variability therein, balanced growth is an important prerequisite.
It guarantees that the variability that we observe in individual cells is not due to dynamic changes
in the environment, but due to the stochasticity that arises from cellular and molecular processes
(Figure 1.1, bottom left). The distributions of cellular properties are directly related to the processes
that generate them149,179. Thus, although the concept of balanced growth is defined on the level
of populations, it is ultimately derived from the growth properties of a single cell. This means that
we can make statements about dynamic single cell processes from ‘snapshots’ of a population in
balanced growth without observing individual cells in time and, conversely, predict the stationary
distributions of a whole population by observing the growth dynamics of a single cell lineage177.

In experimental data, balanced growth can be identified directly from the time-invariance of the
probability distributions of the above mentioned cellular properties, e.g. size at birth and division,
or protein concentration (Figure 1.1, bottom right). Another, equivalent criterium is the increase of
extant population properties, i.e. number of cells (or optical density), cumulative length, volume
or mass of the population or protein mass, at a fixed and identical rate, the specific growth rate
(Figure 1.1, bottom right). In this work, all experiments were explicitly carried out under conditions
of balanced growth.

Balanced growth is an invaluable concept for studying growth and physiology of microorganisms.
However, the underlying mechanisms that robustly steer cells and ensure homeostasis in virtually
any cellular property are not well understood. This reflects our still lacking knowledge of the bacterial
cell cycle and its regulation. In recent years, time-lapse microscopy has lead to the experimental con-
firmation of phenomenological principles that describe how a bacterial population is able to maintain
size homeostasis under constant environmental conditions191,29,195,79. The mechanisms underlying
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these phenomenological descriptions are largely unknown, although it seems that there is a close
relation between cell size homeostasis and the regulation of the cell cycle215. How the metabolic
state of a cell, and thus the growth rate and gene expression, change as function of the cell cycle is
not well studied and could provide important insights on the mechanisms that lets microorganisms
achieve the state of balanced growth. In chapter 4 we tackle this question, by characterising the
dynamics of growth and gene expression along the cell cycle of thousand of individual cells, using
time-lapse fluorescence microscopy.

Outline of this thesis

The advent of technology that allows the characterisation of thousand of individual cells per
experiment has lead to a shift in the paradigm of cell biology away from ensemble-based concepts
towards theories and concepts that embrace the individuality of single cells. In a way, today we
are closer than ever to being able to meticulously study life and its molecular organisation at the
level of its fundamental unit, the cell. Following a systemic approach, this thesis aims to fill gaps in
the understanding of the interrelation between growth and gene expression of individual microbial
cells, the inter- and intra-cellular variability therein and provide new insights into the long standing
question of how microbial populations achieve a state of balanced growth. Bacillus subtilis is the
model organism that we chose to tackle these questions experimentally.

In chapter 2 (Figure 1.1, bottom left) we start out by extensively reviewing the effects on non-genetic
heterogeneity on the ability of microbial cells to adapt to dynamic changes in their environment,
with a special focus on the formation of persister cells. Persister cells are highly tolerant individuals
that are able to endure periods of adverse conditions, such as antibiotic treatment, without being
genetically resistant to such circumstances111. Switching of individual cells to the persister state
can be actively induced by environmental conditions, but it also occurs spontaneously and at
random under conditions of balanced growth, which poses a disadvantage for the individual that
undergoes this transition.

In chapter 3 (Figure 1.1, top right) we use a combination of theory and experiments to characterise
the relation between growth rate and gene expression noise in isogenic cells. Surprisingly, this
relation has not received much attention in ongoing research. Using flow cytometry, we measure
the distributions of cell sizes and the expression levels of a fluorescent protein in a population
of isogenic cells under conditions of balanced growth. We modulate the expression levels of the
fluorescent protein by varying its synthesis rate (promoter activity) and the rate at which it is diluted
(growth rate). Using variance decomposition, we demonstrate how to quantify the contributions of
variations in cell volume and noise in protein concentration to the variability in protein abundance
across individual cells. Strikingly, we find that the noise in both, protein abundance and concen-
tration, is solely dependent on the mean expression level, regardless whether it is set by promoter
activity or growth rate. Furthermore, the contribution of cell volume variations stays constant across
conditions and protein expression noise encounters a noise floor at high expression levels.

In chapter 4 (Figure 1.1, top left) we study the dynamics of growth and gene expression along
the cell cycles of thousand of individual B. subtilis cells at different growth rates, using time-lapse
fluorescence microscopy. As a cell progresses through the cell cycle, transient disruptive events,
such as DNA replication and septum formation, could possibly affect growth and gene expression.
In this chapter, we aim to gain a quantitative understanding of how growth and gene expression
change dynamically along the cell cycle and what role these dynamics could possibly play in
cell homeostasis at balanced growth. We find that, rather than exhibiting exponential growth at
a fixed rate throughout their life, individual cells show systematic deviations from this behaviour.
Specifically, a growth rate change occurs at a fixed, condition independent time prior to cell division.
Moreover, despite the dynamic changes in growth rate, cells are able to maintain almost perfect
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homeostasis in the expression levels of an unregulated fluorescent protein. This is achieved by a
concomitant change in the protein synthesis rate, which likely relates to the metabolic state, and
thus the growth rate, of each individual cell.

In chapter 5 I place our findings in the context of recent phenomenological studies that address
the problem of cell size homeostasis and balanced growth. I discuss what we can learn from phe-
nomenological principles, when they are useful and where they fail to give us deeper insights. I
speculate on the relation of the cell cycle to the metabolic state of a cell and how transient, dis-
ruptive events, such as DNA replication and cell division, can perturb a potential state of balanced
single cell growth. Furthermore, I discuss the question of the evolutionary costs and benefits of non-
genetic heterogeneity and gene expression noise. Finally, I propose experimental approaches that
can help us to fill remaining gaps in our understanding of growth and gene expression in bacterial
cells.

15





Chapter 2

Taking chances and making mistakes:
non-genetic phenotypic heterogeneity
and its consequences for surviving in
dynamic environments

Coco van Boxtel*, Johan H. van Heerden*, Niclas Nordholt*, Phillipp Schmidt*, Frank
J. Bruggeman

* Contributed equally to this work

Abstract

Natural selection has shaped the strategies for survival and growth of microorganisms. The success
of a microorganism depends not only on slow evolutionary tuning, but also on the ability to adapt
to unpredictable changes in their environment. In principle, adaptive strategies range from purely
deterministic mechanisms to those that exploit the randomness intrinsic to many cellular and molec-
ular processes. Depending on the environment and selective pressures, particular strategies can lie
somewhere along this continuum. In recent years, non-genetic cell-to-cell differences has a received
a lot of attention, not least because of its potential impact on the ability of microbial populations to
survive in dynamic environments. Using several examples, we describe the origins of spontaneous
and induced mechanisms of phenotypic adaptation. We identify some of the commonalities of these
examples and consider the potential role of chance and constraints in microbial phenotypic adapta-
tion.
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Microbial biodiversity and phenotypic plasticity: one of life’s many
marvels

Microorganisms occupy an enormous number of niches on Earth; they are its most abundant life
form. This evolutionarily success points to the remarkable flexibility and adaptability of microor-
ganisms, not the least because their niches vary greatly. Although niches can be stable on a long
time scale, many of them are characterized by highly dynamic conditions, with frequent fluctuations
in environmental variables (e.g. nutrients, temperature, osmolarity etc.). Microbes are therefore
forced to continuously adapt their phenotype to changing conditions, to survive and to prevent being
out-competed by other species or genetic variants. The mechanisms for phenotypic adaptation
are continuously tinkered by evolution, via mutation and selection. Their variety underscores the
intriguing resourcefulness of microbe sub-populations in coping with environmental dynamics.
Adaptation to new niches and sustaining their occupancy, therefore relies on phenotypic adaptation,
on a short time-scale, and its slow evolutionary tuning, via mutations on longer time scale100.

Our view of microorganisms, and in particular of their amazing phenotypic plasticity, is also still
evolving. The classical view, which emphasises the determinacy of the phenotype from the
genotype and the environment, has in the past decade been challenged by observations of partial
indeterminacy, as underscored by phenotypic heterogeneity48,163. Single-cell studies invariably
indicate that the molecular state varies between isogenic cells, even at constant conditions for
sister cells, sharing the same mother cell60. This heterogeneity is caused by various stochastic
phenomena in a cell, which can even lead to the emergence of sub-populations of cells with
qualitatively different phenotypes, known as phenotypic diversification141. Population diversification
can be a potent fitness enhancer for a population of microorganisms. For instance, to survive
sudden extinction-threatening conditions, bacteria can enter a dormant, resilient physiological state
to become a ‘persister cell’10. Stochastic phenomena can also be fitness reducing. They can
distort information transmission and perturb regulatory mechanisms in cells to such an extent that
adaptation dynamics to a new state is affected, possibly leading to maladaptation205.

Phenotypic heterogeneity indicates that an understanding of microbial phenotypic-adaptation
requires studies of single cells. Inevitable molecular stochasticity can cause isogenic cells to adapt
differently. The precise state that a cell is in, when conditions change, therefore determines its
adaptation dynamics; whether it successfully adapts or not, and, if it does, how long this adaptation
takes31. This is likely even more pronounced for eukaryotic microorganisms. Their phenotype is
cell-cycle-stage dependent, which constitutes an additional ‘deterministic’ factor of phenotypic vari-
ability150. Cell-to-cell differences in adaptation dynamics forces us to revisit ‘understood’ classical
environmental transitions studies, such as nutrient transitions, which were mostly population-based,
and take into account the impact of molecular stochasticity31,23,205,95. Below we discuss how this
new paradigm has led to surprising insights and novel systemic relations between cellular growth
and stress tasks.

Elucidating how the stochasticity of specific molecular circuits influences fitness is not a simple
task. This is perhaps surprising given the simplicity of the definition of microbial (geometric) fitness;
which is the factor of increase in the number of viable offspring during some period of particular
(dynamic) environmental conditions167,102,53. The complication arises from the fact that phenotypic
heterogeneity in the context of fitness is still poorly understood and difficult to quantify, with many
open questions that are hard to answer. Is phenotypic heterogeneity an evolved trait or is it the
inevitable consequence of physicochemical constraints and limitations in molecular circuits? In other
words, how much of the cell-to-cell variability we observe in phenotypic traits arises from selection
of noise-generating mechanisms (e.g. because it enhances fitness under certain conditions) and
how much of it is due simply to physicochemical limits in molecular circuits that cannot easily be
improved by evolution (because it will result in a trade-off). What are the selective pressures that
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promote heterogeneity? To what extent are the fitness consequences of phenotypic heterogeneity
dependent on time-scales and sub-population sizes? First efforts to answer these questions have
been undertaken59,1,167,47,212, but it remains a challenge for modern biology to expand on them and
finally give definite answers.

Natural selection enhances the occurrence of microorganisms with phenotypic adaptation mecha-
nisms, including those that generate stochasticity, provided that they confer a fitness advantage.
Such mechanisms may involve different types of molecular circuits that contribute to fitness such
as signalling, metabolism, motility and stress. So even though fitness itself is one dimensional, it
is a single number, a cell sets this number via a multidimensional mechanism, which resembles
a ‘single-objective, multi-task optimisation’ problem. Similar problems occur in other disciplines
such as in control engineering and finance. The resemblance is even deeper, the theories used in
evolution to understand the fitness of organisms in dynamic environments have many similarities
with theories used in other disciplines167,102,18,47.

A successful fitness theory allows for descriptions of phenotypic adaptation ‘strategies’ at various
levels of abstraction; from coarse and phenomenological descriptions to detailed molecular-
mechanistic models167,47,64. Such a theory allows for the evaluation of adaptive strategies in terms
of the fitness benefits of different molecular circuits and their fitness costs, associated with their
consumption of limited biosynthetic resources219,128 and inevitable stochastic disturbances. In our
opinion, such an integrative, systemic view is ultimately required to understand the phenotypic
adaptation of a bacterial species. It appears that with existing fitness theories and experimental
capabilities this can indeed by achieved115,104,102,1,18,47,59,64,212. Much development is still required
to achieve a comprehensive understanding of phenotypic adaptation, which we shall return to in the
closing section of this review.

In this review, we address several aspects of the role of stochasticity in phenotypic adaptation by
microorganisms; i.e. how it influences fitness, given the adaptational challenges that microbes face
in their dynamic environments. We focus on phenotypic adaptation, so the process of a cell with a
fixed genome that is changing its physiological behaviour. We will discuss several cases of pheno-
typic heterogeneity. In some examples the fitness consequences are evident while for others they
are more speculative. We aim to describe many of the possible roles of non-genetic heterogeneity
in the adaptation strategies of microorganisms in dynamic environments.

Pioneering single-cell work

Nowadays, we exploit fluorescence microscopes and fluorescent reporters to study the surprising
behaviours of single cells. This was not possible decades ago. However, already in the 1950s many
researchers started asking questions about the functioning of single cells. The questions they asked
are very similar to those that are most pressing now. For instance, they realised that the behaviour
of individual cells in isogenic populations could deviate from the population average. The existence
of sub-populations, that they likely form via chance events, that single cells vary in molecule copy
numbers and show variable birth and division length, instantaneous growth rates and generation
times, were all being considered experimentally and theoretically142,121,16,159,34,67,149,125,17. How
we study single cells now, using fluorescence microscopy and fluorescent reporters117, saw an
enormous growth after the introduction of several influential papers in the early 2000s168,49,152,146.
Then, the focus was mostly on noise of molecular circuits, without much consideration of the cellular
effects of molecular chance events. Recent work is mostly dealing with how systemic behaviour
with a fitness effect varies from cell to cell. This review will be mostly concerned with the latter work.
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Individuality in the responses of isogenic cells to nutrient transitions

Real-time imaging of growth and fluorescent reporter-protein expression by single cells, with fluo-
rescence microscopy117, has drastically changed the way we think about populations of isogenic
microbial cells (Fig. 2.1)48,152,141. These populations turn out to be inhomogeneous, with cells
behaving as ‘individuals’. The molecular state of cells vary, in a dynamic, spontaneously-fluctuating
manner168,49,60 (This aspect has been reviewed earlier152,113). A recent insight is that populations
of isogenic cells can diversify into sub-populations with distinct phenotypes141. Such an adaptation
strategy can be analysed in terms of a framework for fitness in dynamic environments167,64. A
diversifying response may either be an evolved strategy or purely result from molecular noise,
causing variation in cellular responses. In this section, we will discuss some striking examples that
are provided by nutrient transition studies (Fig. 2.1).

A chance event can determine whether a cell adapts

A surprising finding was made with the lactose operon in E. coli 31, a system which was thought to
be well understood. Whether a single cell initiates growth on lactose turns out to depend purely
on a chance event in its recent past. This insight was gained by tagging the lactose permease
with a fluorescent protein and tracking its expression in single cells. At intermediate induction of
the lac operon a colony consists of two different phenotypes: cells with high and low expression
(see also147). A cell has to reach a threshold permease level in order to commit to lactose growth.
Only when the expression level is high enough a positive feedback mechanism becomes active that
enhances permease expression to a level required for growth. This expression threshold has to
occur before the cell is aware of lactose in its environment, since it lacks sensors for it and lactose
cannot pass the membrane by diffusion. At intermediate induction, the lac repressor dissociates
randomly from the lac promoter and occasionally leads to a burst of transcription activity that, if
it lasts long enough, can lead to the threshold level expression of permease, priming the cell for
lactose growth when it is present. As a result of this the response times of E. coli cells to a sudden
lactose addition are very broadly distributed, because it can take a long time before cells reach the
threshold expression level of the permease23. Chance therefore decides when cells adapt. This is
an example of stochastic adaptation. Evolution simulations indicate that bistability of the lac operon
may not be so prominent in natural settings206.

Responsive adaptation leads to more homogeneous responses of all cells

When cells perceive the extracellular environmental change, e.g. via a dedicated sensor, cells
can respond much more homogeneously. This is illustrated by a study with the budding yeast,
S. cerevisiae, in which the the number of transcripts of the gene MET5 was counted in single
cells. MET5 is required for the synthesis of methionine, when it is absent from the environment177.
By changing the sulphur source in the medium from methionine to sulphate, the dynamics of
MET5 induction could be monitored. It was observed that individual cells exhibited nearly identical
response times. Although there were still differences in adaptation times (i.e. the time needed
to induce gene expression) between individual cells, all cells eventually adapted. The spread in
adaptation times is mostly a consequence of transcriptional noise and much less due to differences
in the timing of perception. Clearly cells perceived the presence and absence of methionine with
high precision. The entire population shifts uniformly to the new state within a relatively short time
period (compared to the generation time). The presence of an initial variability in transcription
activity is expected to have only a minor influence on cellular fitness.
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The phenotypic state of a cell can cause it to maladapt

Examples exist that indicate that a sub-population of cells is not able to initiate growth on a new
carbon source, or one that is suddenly increased in concentration. When yeast cells are, for
instance, exposed to a glucose transition a small fraction arrests growth, because they were in a
deviating metabolic state205. Different metabolic states are most likely caused by varying enzyme
concentrations and can result in depletion of cellular ATP when the rate of upper glycolysis exceeds
the rate of lower glycolysis by too much. Similar behaviour is observed with E. coli cells162,95,4,
although this behaviour likely originates from a different molecular mechanism.
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Time
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Phenotypic adaptation

Growth

GrowthLag phase

Metabolic maladaptation

Persister formation

Lineage tree

Figure 2.1: Conceptual framework for single-cell growth and phenotypic diversification upon a sudden nutrient
transition in isogenic populations. During steady-state exponential growth of a population of isogenic cells, at constant
environmental conditions, the total cell number increases exponentially. Individual cells progress asynchronously through
their cell cycle. Cells vary in size, molecular composition and doubling time, due to inevitable stochastic effects, even
those that are at the same cell-cycle progression and were born from the same mother 168,49,60. When individual cells
are suddenly confronted with a nutrient transition, not all of them have the capacity to adapt, even though they do have
the metabolic machinery to grow on the new carbon source. This can lead to lag-phases, temporary growth arrest 190 or
maladapted states 205, and even the formation of persister cells in bacteria 4,95,162.

Distinguishing generalist from specialist adaptation strategies

When discussing different phenotypes we usually distinguish sub-populations that vary greatly in
growth rate, e.g. growing versus non-growing162,95,4,205. The situation can also be more subtle. A
nice example exists where different phenotypes show varying capacities for growth136. In this study,
yeast cells were exposed to alternating levels of glucose and maltose. Fluorescent labelling of an
enzyme required for utilising maltose, combined with time-lapse microscopy allowed the tracking
of different phenotypes. It was shown that the phenotypes that initiated growth on maltose grew
slower when they were switched back to glucose, compared to the phenotype that never performed
the switch to maltose. This means that adapting to a new environment may depend on the cell’s
history. Different wild yeast strains displayed differences in lag time after the switch136,208. It was
proposed that this is due to different levels of catabolite expression and that two different strategies
could be identified. A ‘specialist’ strain has high levels of catabolite expression, which gives it a
growth rate advantage on a specific nutrient, while a generalist grows slower on specific substrates,
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but switches faster and achieves higher growth rates on other substrates.

Cell-density dependent sub-population formation

Solopova et al.190 grew Lactococcus lactis in the presence of two different carbon sources, glucose
and cellobiose. Glucose is the preferred carbon source. Cell sense when the glucose concentration
drops below some threshold (Fig. 2.2A) and initiate gene expression to prepare them for growth
on alternative substrates, such as cellobiose. What Solopova et al.190 found was that cell density
determined the fraction of cells that successfully make the transition from glucose to cellobiose
growth. Specifically, the higher the cell density, the lower the fraction of cells that resume growth
on cellobiose. The explanation for this finding likely lies in the time required for individual cells to
prepare for a transition from a substrate like glucose to another, such as cellobiose. Implementing
the physiological changes required for growth on cellobiose (e.g. expression of new metabolic
genes) takes time, and any differences between individual cells, at the moment that low glucose is
sensed, will result in some cells needing more or less time than others to prepare (Fig. 2.2B). The
time available to all cells, is determined by how quickly the remaining glucose disappears from the
environment. At high cell densities, this will happen very quickly and only a small fraction of cells
will manage to make the necessary changes for growth on cellobiose before glucose is depleted;
cells that fail to do so, will be stuck in a physiological state that is incompatible with cellobiose
consumption. If, on the other hand, cell densities are low when the threshold is sensed, the rate at
which glucose disappears will be slow and most cells will have sufficient time to prepare for the new
condition.
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Figure 2.2: The ability of individual cells to successfully transition from one nutrient state to another is de-
pendent on population density.(A) The rate at which a nutrient such as glucose disappears from the environment is
determined by the cell density. Shown are two scenarios, where a very dense (blue line) and a very sparse (red line) pop-
ulation consume a nutrient. In both cases, low nutrient levels are detected at some threshold concentration, at which point
cells have to prepare for nutrient depletion. (B) The time needed to prepare for a new condition, will differ for individual
cells (this can be described by a distribution), depending on their exact state at the time a threshold signal is detected. If
the nutrient abruptly runs out, as in the case of a very dense population, only a small fraction of cells will be prepared for
the new condition. When the population density is low, the time window will be large and most cells will adapt in time.
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Chance events that can impact the fate of a cell

The previous examples of phenotypic adaptation indicate that chance events co-determine the fate
of single cells upon an environmental change. The types of chance events found so far can be
categorised into four classes: i. molecular origins, ii. cellular and systemic effects, iii. cell-cycle
stage and DNA-replication dependences, and iv. history effects (Fig. 2.3).

Molecular stochasticity

Biochemical reactions are inherently stochastic, which leads to fluctuations in concentrations
of macromolecules153. At large numbers of reactant molecules the behaviour of biochemical
reactions is predictable, because fluctuations in copy numbers are negligible (Box 1). Stochasticity
in molecule copy numbers can make systems inherently nondeterministic when those numbers are
low. Transcription factors and mRNAs are typically present at such low numbers. The lifetimes
of these molecules determine the rate and duration of fluctuations168,152. While fast fluctuations
typically average out during one cell cycle, slow fluctuations that exist on time scales equal or
longer than the cell cycle can provide a ‘molecular memory’157,185,140,122. The size of a fluctuation
in the copy number of a molecule is set by the size of the imbalance between the synthesis and
degradation rate of a molecule, and how quickly the system dissipates the fluctuation153. The
fluctuation size can be quantified as the relative width (dispersion) of the probability distribution that
describes the copy number of a molecule in each cell and is called noise. Noise can propagate
in networks158, and get amplified or attenuated along the way, leading to systemic phenotypic
variations in populations of clonal cells. In box 1, we briefly summarise the great variety of molecule
stochasticity effect that have been discovered.
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Figure 2.3: Overview of molecular and cellular stochastic processes. Numerous mechanisms contribute to the
cell-to-cell variability of cellular characteristics during steady-state, exponential growth. (a) Molecule partitioning can be
described by a simple model based on the ratio of daughter and mother volumes. Protein aggregation at the poles can
lead to distinctive protein concentrations in daughter cells and determines pole age. (b) Gene expression consists of
multiple stochastic processes. Transcription occurs in bursts and this noise can propagate to the protein level. Network
motifs can further modulate the effect of noise. (c) Cell doubling, dilution by growth and cell cycle progression influence
the physiological state of the cell. (d) The position of the gene on the chromosome and the number of chromosomes
determine the level of gene dosage effects.
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Chance events at cell division

In symmetrically dividing bacteria, such as E. coli and B. subtilis, division produces, on average, two
equally sized new-born daughter cells. While mechanisms exist that ensure the equal partitioning
of DNA content199, other molecules are partitioned in a more random manner such as random
diffusion in the cytosol or based on cellular localisation (like membrane or pole proteins75,76).

Freely diffusing molecules are inherited in approximately equal concentrations by the daughters,
even if they differ in birth volumes, provided their copy numbers are high. The noise (variance
divided by the mean squared) in the number of proteins that a daughter with birth volume V1

received from her mother, with N molecules and volume V , equals 1
N

(
V
V1
− 1
)

, which quickly
becomes negligible for large N . Differences in the size of the two daughters will lead to differences
in their absolute molecule numbers, which can diversify their behaviour.

An interesting example of non-diffusive partitioning is that of RNA-polymerase (RNAP). Bakshi et
al.8 showed that ≈ 82% of RNAP is bound to DNA; the remainder concerns two pools, which are in
equilibrium with the bound pool. RNAP abundance therefore correlates strongly with DNA content
(and not with cell volume). Volume differences between two daughter cells will therefore result in
RNAP concentration differences, with higher concentrations of RNAP in the smallest daughter.
Yang et al.224, showed that cell-to-cell variability in the RNAP concentration leads to heterogeneous
protein-expression across cells.

The partitioning of molecules during division, be it through active or passive processes, nearly
always has a chance component. For molecules present at low numbers, partitioning errors can be
large in the absence of mechanisms that coordinate segregation76,75. Eukaryotic cells, like yeasts,
contain a variety of specialised organelles, including mitochondria, vacuoles and lysosomes, that
are present at much lower numbers than most proteins and metabolites. Cells can partition those
low abundant structures more evenly, using dedicated actin-dependent transport processes114,22.
Even if segregation involves such coordinated mechanisms, Huh and Paulsson76 showed that
accurate partitioning of this class of low abundant organelles and molecules is extremely difficult
to achieve and that cell-to-cell variability is almost inevitable. This conclusion is experimentally
supported by the finding that cell-to-cell variability in mitochondrial content likely arises from errors
in partitioning during cell division42.

Asymmetric partitioning of molecules or organelles also has a biological function. For example,
yeast differentially enriches particular proteins in mother and daughter cells, using an active sorting
mechanism223; a process that has been linked to ageing in these cells. Mother cells age because
they retain damaged, or life-span limiting, proteins such that their daughters start with a younger,
‘reset’ physiology. Levy et al.110 found that replicative ageing influences cell-to-cell variability in
protein expression: the abundance of a protein involved in trehalose biosynthesis, TSL1, correlated
with the number of divisions a cell has undergone and that this, in turn, correlated with its survival
chance upon sudden heat stress. Others have shown age related asymmetry in mitochondrial
function74. These findings suggest a general functional role of asymmetry in partitioning as a
means of rejuvenation, but more importantly underscores the fact that cells of different chronological
ages differ physiologically.

Age-related asymmetric protein partitioning has also been described in E. coli 192,116,216,164. E. coli
cells are rod shaped, with two poles. Upon division, each daughter cell receives an old and a new
pole. A cell’s age can be quantified by the number of times its old pole has been inherited. In the
case of E. coli, cell age correlates with growth rate and older cells appear to accumulate protein
aggregates192,116,216. Beyond growth rate effects, the consequences of age-dependent protein
aggregation in bacteria remains unclear, but the finding that in Mycobacterium smegmatis cell age
and antibiotic susceptibility correlate (albeit weakly)213, suggest a possible role in physiological
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heterogeneity.

DNA replication and gene dosage

Symmetrically-dividing cells double their molecular content from birth to division at steady-state,
exponential growth (i.e. balanced growth). While the abundance of most molecules increases in
proportion with cell volume, gene copy number (i.e. gene dosage) is an exception, due to the
discrete nature of DNA replication12. Since cells generally grow asynchronously – some have just
been born, while others are halfway through their cell cycle or are about to divide – DNA content
and gene copy number varies between cells at different stages of the cell cycle. This can cause
cell-to-cell variability in their molecular constitution if the production rates of proteins are sensitive to
changes in gene dosage214.

In bacteria, the circular genome is copied in a bi-directional linear manner; starting from the origin
of replication (oriC) towards the terminus (terC). This is a more or less continuous process214,
although periods without active replication are observed under slow growth. DNA replication leads
to a sudden discrete increase in gene copy-number. In bacteria, this change in gene dosage propa-
gates to protein content12,214 and the chromosomal position of a gene determines the concentration
dynamics of the associated protein214. In eukaryotes, where replication occurs exclusively during
the S-phase of the cell cycle, gene-dosage dependent effects appear to be suppressed by some
mechanism, likely involving chromatin modifications12.

Cell-cycle effects in eukaryotes

The eukaryotic cell cycle comprises distinct stages, consisting of growth (G1 and G2), DNA
synthesis (S), mitosis and cytokinesis (M). Cell-cycle progression is achieved by a complex protein
network that imposes checkpoints to ensure orderly transitions from one stage to the next. In
S. cerevisiae, studies have shown that progression through these stages is accompanied by
global rearrangements in almost all cellular processes and that structured cell-cycle-dependent
changes occur across many layers of organisation, including the transcriptome170,188,124 and the
metabolome58,131, as well as in protein localisation201 and organelle morphology201.

Distinct cell-cycle stages (growth, DNA synthesis, mitosis and cytokinesis), at which metabolism is
different,150 enhance the cell-to-cell variability in an asynchronously growing population of cells.
Individual cells will be in different physiological states according to their position in the cell-cycle.
In yeast, cell-cycle dependent gene-expression variation exceeds variability due to stochastic
fluctuations in gene expression, even for noisy promoters228.

Molecular memory and history effects

Cell-to-cell variability is not only influenced by spontaneous fluctuations inside a cell, but also by its
history, including that of its (immediate) ancestors122,168. The molecular composition of a newborn
cell is determined by that of its mother at division. The inheritance of molecules from their ancestor
cell gives microorganisms a ‘molecular memory’ that can confer a fitness advantage31,104,122. Once
again, the lac operon in E. coli has proven to be an excellent model to demonstrate this effect.
E. coli cells that passed the expression threshold of lac permease (lacY ) in the past were more
likely to commit to phenotype switching upon reinduction after several generations of growth in the
absence of lacY induction31,104. In the absence of an inducer, no new lacY proteins are produced;
the existing proteins dilute by volume growth and are partitioned into daughter cells. Due to the
long lifetime of lacY, in comparison with the generation time, the lacY levels decrease only slowly
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over several generations. Cells that have been repeatedly induced will commit faster to growth on
lactose than cells whose ancestors did not express lacY in their recent history.

A similar history dependence has been observed during cell fate decisions by B. subtilis. Cells are
primed for differentiation to a new phenotypic state several generations before they actually commit
to it109,134. Alternatively, they can maintain a phenotypic state for a pre-determined period of time140.

The phenomenon of molecular memory is not isolated to bacteria. Recent studies indicate that the
ability of yeast cells to respond to nutrient changes depends on past nutrient availability, several
generations earlier. This was found during repeated switches between glucose and galactose193.
The underling mechanism involved the inheritance of cytoplasmic proteins and particular chromatin
modifications193.

With this universal mechanism of ‘passive transmission’ of stable molecules from mother to daughter
in mind, it is not difficult to envision that cell-cycle and environment-independent (long-term) oscilla-
tions in gene expression or metabolism will have an effect on phenotypic heterogeneity150,30,197,135.
While these oscillations can introduce synchrony amongst cells of an extant population30,197, cells
born in different phases of the oscillations will show variations in their molecular makeup and likely
react differently to environmental cues due to their distinct phenotypic state.

Box 1: Molecular stochasticity
Quantification of stochasticity: the noise measure Noise measures the magnitude of cell-to-cell variability. For an isogenic
population it quantifies the dispersion (relative width) of the distribution of measured cellular characteristics as var

m2 with
var as variance and m as mean of those measured values. Since variances of independent events are additive, variance
is used rather than standard deviation. To get an idea: a system with constant synthesis and first-order degradation, i.e.
ks−→ X

kdnX−−−−→, gives as steady-state noise for the number of protein X, nX : m
var2

= 1
m

= kd
ks

, indicating that noise is
high when molecule copy numbers are low. The noise measure we refer to in the text is defined at a particular moment in
time (called static noise).
Transcription stochasticity and bursts The copy numbers of transcription factors, genes and mRNA are generally low in
microbial cells, transcription stochasticity is therefore significant. Since mRNAs are synthesised when the promoter is in
its ‘ON state’, two time scales exit in mRNA dynamics; waiting times for consecutive mRNA synthesis events and for OFF
to ON transition events. When this time scale separation is pronounced, the gene is defined as ‘bursty’: then during the
ON state mRNA is produced and degraded and during the OFF state it is only degraded, leading to much greater noise
than when mRNA would be produced at a constant rate.
Promoter design Promoter design influences noise in mRNA and protein numbers 73,186,21,182,222. Different designs affect
the sizes and frequencies of transcription bursts, due to, for instance, fluctuations in TF (un)binding and DNA looping 65,78.
In yeast, the precise sequence and structural properties of the TATA-box influence noise 73,21,103.
Chromatin effects in higher eukaryotes As chromatin reorganisation is a slow step involved in gene activity switching,
tightly packed regions of the chromosome exhibit more noisy expression 137. Genes under the control of nucleosome-free
promoters are expected to exhibit lower (Poissonian) noise 171,179.
Noise in protein copy numbers and network design The extent to which fluctuations in mRNA levels are propagated to
protein levels, and thus potentially lead to phenotypic diversification, is largely determined by mRNA translation efficiency
and the ribosome binding site 146 or particular mRNA codons 63. While fluctuations in mRNA levels are typically fast, and
average out during the cell cycle, fluctuations in protein levels are slower and can persist over several generations 168.
The number of transcription binding sites in the promoter region also affects noise 198,182. The noise in transcription factor
numbers can propagate to the expression of their target genes 158. Regulatory motifs, for example a negative feedback,
can attenuate noise or shift it to different components of the regulatory network 7,24,15,189. The noise characteristics of a
gene sometimes reflect the dynamics of its modulators 130.

Persister cells: a case study for the fitness consequences of chance
events

The previous sections considered examples of phenotypic diversification upon changes in nutrient
availability. In the context of nutrient shifts, it is often not clear whether sub-populations emerge
as part of a fitness-enhancing strategy or whether a fraction of the population maladapts. While
theoretical arguments are often offered to support claims that phenotypic heterogeneity improves
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the adaptive flexibility (which is implied to be fitness enhancing) of cell populations, experimental
demonstrations are limited in scope and difficult to generalize. In the paragraphs that follow, we
consider the phenomenon of bacterial persistence, which is an example of non-genetic phenotypic
heterogeneity that confers a fitness enhancement.

The role of stochasticity in persister cell formation

Isogenic populations of bacteria can contain sub-populations of cells that are slow-growing and
generally highly tolerant to antibiotics and other stresses (Fig. 2.4); these cells are called persis-
ters111,209. Their formation appears to be a survival mechanism that protects the population from
extinction, when sudden harsh conditions occur. Most often, but not exclusively, these antibiotic
tolerant sub-populations are formed via a mechanism called stochastic-phenotype-switching120,10.
This is a spontaneous process that occurs even during exponential growth and is a prime example
of stochastic adaptation141. Due to continuous switching a sub-population of persister cells is
always maintained. Persisters can, however, also be formed via responsive adaptation; i.e. in
response to particular environmental conditions such as stresses148, nutrient transitions4,162,95 and
at the onset of the stationary phase, when at least one nutrient is depleted144.

That persister cells are slow-growing does not fully explain why they are less susceptible to
antibiotics, not even to antibiotics that directly influence growth processes; since a faster growth
rate can sometimes also reduce susceptibility61. Persistence is therefore explained by a distinct
physiological state162. The physiology of persistent cells, so their degree of tolerance and the
duration of their persistent state, is dependent on whether they have been formed during a nutrient
transition, removal or depletion57. For example, persister cells formed during a nutrient transition
show a different response to antibiotics than tolerant cells formed upon a removal of a nutrient162.
The size of these persister sub-populations can vary greatly with conditions120,10,4,162,95, ranging
from about 1 in a million under conditions of fast, steady-state exponential growth10, to almost
the entire population switching to this state in response to certain nutrient transitions95. While the
molecular details of the mechanisms behind persister formation differ, stochasticity plays a central
role.

Stochasticity and persister formation during steady-state exponential growth

The role of stochasticity in persister formation is best understood during steady-state, exponential
growth120,10. The ‘alarmone’ molecule (p)ppGpp plays a central role herein. It is a key control
molecule in E. coli that tunes the bacterium’s physiology as a function of growth rate119. When
it is high in concentration, (p)ppGpp inhibits growth processes and activates general stress and
stationary-phase systems. At fast exponential growth, i.e. on rich or mineral media supplemented
with glucose, the concentration of (p)ppGpp is generally low. However, when (p)ppGpp-fluctuations
occur in a cell under these conditions, concentrations can spontaneously rise to a threshold level
and induce a non-growing state. A self-perpetuating positive feedback mechanism then ‘locks’ this
cell in the persister state, via the activation of toxin/antitoxin systems (TA)120,51. In this manner,
growing and non-growing cells can stably co-exist in an environment that supports fast growth.
Thus, at exponential growth, cells switch into the persister phenotype by chance; their conversion
back is also likely a chance event, but this is less well understood.

TA-systems play a central role in the spontaneous formation of persisters during exponential
growth and in the adaptive response to stress conditions. The design of TA-systems allows for
the co-existence of a non-growing fraction in an exponentially growing population. The HipA toxin
and HipB antitoxin for example, are both constitutively expressed, generally in a balanced manner.
When the ratio of HipA toxin to HipB antitoxin exceeds a certain threshold, be it through a random
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Figure 2.4: The fitness advantage of spontaneous formation of persister cells during steady-state exponential
growth. Persister cells can form spontaneously under constant conditions of steady-state exponential-growth, conferring
a fitness advantage when a sudden extinction-threatening condition occurs, such as an antibiotic 10,120. Normally growing
cells, or persisters that switch back to a growing state, will likely succumb to the effects of the antibiotic.

or regulatory event, persistent cells are formed169. Evolutionary tuning of transcriptional regulation,
protein stability or toxin/antitoxin interactions176 could therefore affect the probability of whether
a particular cell exceeds the threshold. In turn, changes in the fraction of persisters and their
lifetimes, can be fitness increasing or decreasing, depending on the environmental dynamics.
As a consequence, the probability for spontaneous persister formation itself is expected to be
evolvable. In fact, antibiotic resistant strains are known to sometimes carry hipAB mutations93, and
experiments have indeed shown that evolution can shape system properties to match the antibiotic
treatment pattern55.

Stochasticity and persister formation during nutrient transitions

Nutrient transitions can lead to the appearance of phenotypically distinct sub-populations205,95,190

(see previous section), often distinguishable as growing and non- (or slow) growing fractions.
Heinemann and colleagues95,162 found that non-growing sub-populations of E. coli, which appear
after transitions from glucose to gluconeogenic substrates (e.g. acetate or fumarate), exhibited
increased antibiotic tolerance with characteristics similar to the persister phenotype. They found
elevated levels of (p)ppGpp and activation of TA systems upon a nutrient shift, indicating that
the mechanism of persister formation during exponential growth and upon nutrient transitions are
related. Tolerant cells formed upon nutrient removal are however more susceptible to an antibiotic
treatment than those formed during a nutrient transition, as their low catabolic capacity cannot match
the ATP-maintenance requirements. They do have in common that the RpoS-mediated generalised
stress response is activated, likely triggered by elevated levels of (p)ppGpp. Radzikowski et al.162

concluded that persister formation is induced by a strong deviation from metabolic homoeostasis
upon a change in nutrient availability, such that synthesis of new proteins required for new catabolic
activity cannot be realised. Instead, cells take a less ‘risky’ strategy and invest into stress response
and cellular maintenance, which is apparently less costly and leaves the metabolic state of the
cells intact. The metabolic origin of this persistence state was underscored by demonstrating that
persister cells quickly resuscitated upon re-addition of glucose.
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How persister formation relates to a trade-off between instantaneous and long-term
fitness

An increase in the heterogeneity of key molecules in stress response systems (e.g. TA-system) can
improve single-cell fitness and as a consequence, population survival. Even though several aspects
of the cellular stress response indicate that it is optimised for speed, such as the constitutive
expression of toxin/antitoxin systems to ensure rapid growth arrest when needed, there is still an
adaptation time. Sudden extinction-threatening conditions are therefore likely beyond the capacity
of responsive systems. Here, the continuous formation of persister cells, via stochastic, reversible
phenotype switching provides a solution, as a sub-population of stress-tolerant cells renders
the population always prepared for sudden adverse conditions. However, this readiness comes
with a trade-off. It reduces the instantaneous fitness of the population; the non- or slow-growing
sub-population of persister cells will only make a small contribution to the generation of new cells.
Evolution therefore plays an important role here: via tuning of the switching kinetics this trade-off
can be optimised59,101,115,104,200,47.

Other examples of phenotypic heterogeneity with fitness consequences

Persister sub-population formation provides an example of how molecular stochasticity can be
fitness enhancing. A major challenge in single-cell studies is to figure out whether, and under
which conditions, phenotypic heterogeneity has fitness consequences. Clearly demonstrating that
it impacts fitness is not trivial. A few other examples exist, however, that show how heterogeneity
affects a population’s adaptive capacity. These examples include the ability to invade a new niche,
better preparation for changes in a current niche, and the ability to deal with extinction-threatening
conditions.

A clear model that illustrates how noisy expression can expand or open up new niches was given
by Ackermann et al 2. They showed how the heterogeneous expression of virulence factors by
Salmonella typhimurium leads to two distinct sub-populations: one that ultimately sacrifices itself so
that the other can invade a new environment. In this scenario, a phenomenon called self-destructive
cooperation involves a small phenotypically distinct sub-population that, through expression of a
particular virulence factor, can trigger an inflammatory response in the gut. This results in both the
elimination of intestinal microflora and the sub-population itself, but in doing so removes competitors
and allows the remaining S. typhimurium population to invade.

An example of phenotypic heterogeneity leading to better preparedness in changing environments
is provided by the finding that the galactose regulatory pathway is activated in a fraction of the cell
population of S. cerevisiae, hours before glucose is fully consumed208. This strategy reflects the
trade-off between the cost of being prepared, in terms of growth rate and unnecessary enzyme
expression, and the ability to make a fast switch as a population. In contrast to the previous example,
this does not necessarily involve any change of niche. However, once there is competition for re-
sources with other species within the same niche, making a fast switch has a clear fitness advantage.

Heterogeneous gene expression can also affect fitness negatively, as demonstrated by Deris et
al.45 in a study on antibiotic resistant E. coli strains. They show how molecular fluctuations underlie
a bistability, via global feedback between growth and gene expression, producing sub-populations
with reduced expression of proteins that protect against antibiotic action. In this case, an isogenic
population of antibiotic resistant individuals diversify into growing (resistant) and non-growing
(sensitive) sub-populations for a range of drug concentrations. This is a clearly an example where
chance leads to phenotypic heterogeneity that reduces, rather than enhances, the fitness of a
population.
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Most likely the best understood example of how molecular noise can improve cellular fitness by
improving the functioning of a molecular circuit is bacterial chemotaxis. This is one of the few
systems in molecular biology for which we have a mechanistic understanding of its functional
systemic properties (i.e. tumble-bias and adaptation time) and we can study how these properties
affect E. coli ’s fitness54,212. The functional properties of the chemotactic circuit are very sensitive to
the concentration of its proteins, which fluctuate. For instance, the tumble bias is a determinant of
the distance that E. coli travels and protein fluctuations cause isogenic cells to vary in their travelled
distances212. This cell-varying foraging behaviour is advantageous when conditions change,
e.g. from a steep to a shallow nutrient gradient. Noise in tumble bias then ensures that some
cells search for food in small areas while others cover longer distances. In this case, phenotypic
heterogeneity enhances the fitness of the genotype.

That fluctuations in phenotypic behaviour can be fitness enhancing and evolvable is illustrated by
Beaumont et al14. They showed that subjecting Pseudomonas fluorescens to a switching environ-
ment led to the evolution of a bet-hedging genotype, which switched randomly between phenotypes.

Emerging concepts in the study of phenotypic adaptation

We have discussed examples of adaptation strategies of microorganisms when they are confronted
with particular environmental dynamics. We emphasised the fitness effects of chance events.
Some species adapt purely by chance, via stochastic phenotypic diversification141, in order to
prepare for future conditions. In this strategy, the size and lifetimes of the resulting sub-populations
co-determine fitness59,18,47. Adaptation is more deterministic when sensing-response mechanisms
are used. In these strategies, phenotypic diversification is undesired. Noise still plays a role
in the variability in the magnitude and timing of the response178. Which adaptation strategy is
best can be decided through an analysis of its fitness effects, in experiments1,115,104 and the-
ory102,167,218,203,212,102. We consider this an important research direction that may ultimately lead to
a comprehensive theory of microbial phenotypic adaptation mechanisms and strategies.

The evaluation of the fitness of a particular adaptation strategy involves at least two descriptions.
One is systemic, and ideally involves measuring the one-dimensional fitness value, by challenging
a microbial population with specific changing conditions1,115,104,10,205,190. The other is the charac-
terisation of the molecular mechanisms for adaptation, including the stochasticity of its dynamics in
single cells, to assess cell-to-cell variability in adaptivity, including maladaptation and phenotypic
diversification120,205,1. With theory and experimental studies of carefully-chosen mutant strains, the
fitness effects of the strategy can be assessed.

Figuring out the fitness contribution of stochasticity to an adaptation strategy is a complex problem.
It dates back to earlier studies in population genetics25 and several innovative studies have recently
been carried out that address this using a combination of experiments and theory222,1,115,104,190.
One complicating aspect is that stochasticity is an inevitable consequence of molecular and
cellular processes153,168 and that it is therefore often questionable to what extent its magnitude
has evolved226. And, even if stochasticity is fitness contributing, this will likely be so only in
particular environments, and we generally do not know the evolutionary history of microorganisms.
Exploratory theory and simulations59,18,47,167,101 can then help in sharpening our thoughts and
intuitions, and suggest informative experiments that could further reveal the surprisingly diverse
roles of stochasticity in microbial fitness1,115,104,10,205,190.

Several constraints that shape phenotypic adaptation by microorganisms have recently been iden-
tified. Firstly, the allocation of finite biosynthetic resources has proven to be an important limit that
constrains the protein expression profile of microorganisms87,180,77. The molecular circuits in a cell
that are responsible for different tasks, such as catabolism, anabolism and stress-systems, com-
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pete for limited biosynthetic and cellular resources, such as transcription and translation machinery,
cytoplasmic and membrane space219,128. Since many reaction rates depend linearly on enzyme
concentrations, higher enzyme concentrations are generally advantageous for cellular processes,
enforcing resource competition19. A second emerging constraint is that cells turn out to have lim-
ited phenotypic plasticity and sensing capabilities. Cells simply do not have all the circuits required
for growth and survival in particular environments encoded on their genome; they may simply lack
certain metabolic pathways. Nonetheless, the metabolic plasticity of some microorganisms is truly
amazing. E. coli for instance, is expected to grow on hundreds of carbon sources165. Even though
it has this latent capacity, it lacks sensors for the majority of the nutrients it can in principle grow
on; E. coli i.e. does not have hundreds of carbon sensors92. This could partially explain why E. coli
shows a limited capacity to restore growth when carbon sources are suddenly changed, where some
cells fail to initiate growth95. On the other hand, some cells are capable of switching, indicating that
metabolism does have the capacity to restore growth on new carbon sources, but this is dependent
on a cell-state dependent mechanism that is partially understood162. Limited membrane capac-
ity128 and the reduction of growth rate, when protein are produced that are not directly needed,180

may drive microorganisms towards reducing their sensing capacities. Finally, many constraints ex-
ist that prevent a cell from tracking its environment. Molecular noise in sensing, transcription and
translation circuitry is an obvious effect that causes isogenic cells to grow differently in the same
environment85. Another reason why perfect environmental tracking is impossible, is that protein
synthesis is costly180. In short-lived environmental states the benefits from newly expressed pro-
teins can not be reaped to recover the investment costs of biosynthetic resources, leading to a net
fitness loss104. The lag time, associated with cellular responses, limits the number of offspring cells
can make during a transition to a new condition, especially when it is of a short duration104. Some-
times responding fast, or even anticipating some environmental transitions141, can have big fitness
advantages.

Concluding remarks

During the last decade it has become clear that non-genetic heterogeneity pervades all aspects
of biology. It has prompted a re-evaluation of the way we think about many cellular phenomena,
including our views on microbial fitness and adaptation. In this review, we discussed many mecha-
nisms that are now known, or thought, to generate non-genetic variability. However, their biological
role is not always fully understood. For example, despite numerous studies on molecular and cel-
lular stochasticity (both experimental and theoretical) only a handful have managed to demonstrate
clear effects on fitness. It is often unclear how much of the observed cell-to-cell molecular variabil-
ity serves a biological function, and how much of it simply reflects the robustness (or lack thereof)
of the underlying molecular circuits. Related to this unknown is an important practical question: to
what extent can these cellular stochastic phenomena be artificially manipulated? While, non-genetic
phenotypic heterogeneity is fascinating from an evolutionary perspective, randomness and unpre-
dictability is often undesirable in biotechnological or biomedical settings, where it can significantly
impact culture performance or treatment efficacies. If it is simply biochemical limitations that cause
much of the variability we observe, then it may be difficult to override or steer. On the other hand, if a
noise source has been tuned by selective pressures, it seems reasonable to expect that engineered
alterations are possible. In this regard, theoretical approaches, combined with synthetic molecular
biology, will be pivotal in untangling the complex relationship that exists between stochastic molecu-
lar and cellular processes and the phenotypic characteristics of individual cells.
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Chapter 3

Effects of growth rate and promoter
activity on single-cell protein expression

Niclas Nordholt, Johan H. van Heerden, Remco Kort, Frank J. Bruggeman

Abstract

Protein expression in a single cell depends on its global physiological state. Moreover, genetically-
identical cells exhibit variability (noise) in protein expression, arising from the stochastic nature of
biochemical processes, cell growth and division. While it is well understood how cellular growth rate
influences mean protein expression, little is known about the relationship between growth rate and
noise in protein expression. Here we quantify this relationship in Bacillus subtilis by a novel combina-
tion of experiments and theory. We measure the effects of promoter activity and growth rate on the
expression of a fluorescent protein in single cells. We disentangle the observed protein expression
noise into protein-specific and systemic contributions, using theory and variance decomposition.
We find that noise in protein expression depends solely on mean expression levels, regardless of
whether expression is set by promoter activity or growth rate, and that noise increases linearly with
growth rate. Our results can aid studies of (synthetic) gene circuits of single cells and their condition
dependence.
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Introduction

The phenotypic state of a cell is largely determined by its repertoire of expressed proteins. Protein
concentration, and its variation across isogenic cells, is dependent on various systemic and protein-
specific factors. Protein expression depends for instance on the availability of transcriptional and
translational machinery, which is growth-rate dependent and considered part of a ‘global-feedback’
mechanism44,180,84,134,87,89,112. In addition, it depends on protein-specific properties such as regu-
latory promoter-sequences, the quality of the ribosome binding site and the stability of transcripts
and proteins98,63.

Global feedback on protein expression also has important consequences for the physiology of
single cells181. Fluctuations in global regulatory mechanisms can for instance lead to phenotypic
diversification of populations of isogenic cells207. They can cause the co-existence of a stress-
sensitive, growing subpopulation and a stress-resistant, hardly-growing subpopulation of ‘persister’
cells120. Fluctuations in protein concentration and the growth rate of single cells turn out to have
a reverberating relation85. Stochasticity is therefore an important aspect of protein expression and
the phenotype of a single cell.

Single, isogenic cells vary in protein expression49,146 because of systemic and protein-specific
stochastic processes194,69,152,177. Since cell volume and protein content double during the cell
cycle, the average number of (constitutively) expressed transcripts and proteins scales with cell
volume during balanced cell growth81. Spontaneous fluctuations in reaction rates (e.g. transcription
and translation), asymmetric division and uneven protein partitioning during cell division cause
individual cells to deviate from this average behaviour168,76,177. Copy-number and volume scaling
causes the heterogeneity in protein copy number, across isogenic cells, to be higher than the
heterogeneity in protein concentration177,81.

Many noise sources are systemic and contribute to extrinsic noise69,194. Intrinsic noise, in contrast,
refers to protein and gene-specific noise sources such as promoter activity, noise propagation
from transcriptional regulators, and degradation of transcripts and proteins146,168,158. Net protein-
expression fluctuations result from extrinsic and intrinsic factors, making noise of protein-expression
time and cell-state dependent60,178,168. Understanding protein expression in single cells therefore
requires methods for quantification of the contributions of independent noise factors168,194,49,69,177.

The relationship between protein expression noise and the mean protein expression level, in
populations of isogenic cells, turns out be very similar across microbial species and growth
conditions. Protein expression noise, defined by the ratio of the variance of protein expression
and its squared mean value, decreases with the mean expression level until a constant noise floor
is reached196,137,222. This noise floor is generally attributed to systemic, extrinsic noise, but its
origins are not fully understood. Data suggest that fluctuations in the concentrations of transcription
and translation machinery, or translational burst size, may be involved224,9,41. This noise-vs-mean
scaling is found regardless of whether protein expression is quantified as total fluorescence per cell,
molecule copy number or concentration196,137,222.

Growth rate is an important determinant of protein expression in single cells, influencing intrinsic as
well as extrinsic factors. While we understand its influence on the mean protein concentration71,89,
via protein dilution, which is species independent, its influences on the stochasticity of protein
expression is however much less explored. A complicating phenomenon is that many microbial
cells adjust their transcription and translation machinery with growth rate89, and the extent to which
this compensates for protein dilution and influences protein expression noise is not well understood,
and likely species dependent.

In this study, we exploited a titratable, constitutively-expressed, fluorescent reporter protein to
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Figure 3.1: Quantification of the independent effects of growth rate and promoter activity on single-cell protein
expression. a. Protein expression in a single cell is set by various factors indicated by the numbered arrows. The envi-
ronment and cellular control circuits influence protein expression via their influences on transcriptional and translational
rates (1). If the protein contributes to growth it exerts an effect on growth rate (2). The resulting physiological state of the
cell feeds back onto protein expression (3) via for instance dilution by volume-growth. Usage of a non-catalytic protein
allows for the quantification of growth feedback on protein expression (4). b. Flow cytometric quantification of single-cell
protein expression. For each cell, we measured its total fluorescence and its scatter values, from which we inferred its
volume using a cross-calibration of the Coulter counter and the flow cytometer (Figure S13, details can be found in the
’Materials and methods’). These data give rise to a distribution of total cell fluorescence, cell volumes and fluorescence
concentration, which is analysed in this paper. c. Relationship between the volume, fluorescence and fluorescence con-
centration of a cell. During balanced growth, cell fluorescence is proportional to volume (red), such that the fluorescence
concentration (blue) remains constant across the population and over time. The black line is a fit according to the equation
derived by Collins & Richmond 34 to describe the extant volume distribution of exponentially growing cells.

investigate the role of growth rate and promoter activity on protein expression and its cell-to-cell
variability, using the bacterium Bacillus subtilis as our model organism. Such a protein is very
suitable for studying effects of growth rate on protein expression in single cells, as it does not have a
catalytic activity that influences growth rate. It serves as a reporter for growth rate effects on protein
expression if the promoter activity is monitored at constant transcription inducer concentration and
variable growth rates. A comparison of protein expression in single cells at constant growth rate
and at variable transcription inducer concentrations shows the effects of promoter activity.

We analyse single-cell fluorescence data, obtained with flow cytometry, within a theoretical
framework of protein expression under conditions of balanced growth. In balanced growth,
attributes of a whole population such as population volume, biomass and total protein increase
at the same rate; as a consequence, the distributions of properties of individual cells, such
as cell size and protein concentration, become time invariant52. Combining theory and noise
decomposition, we disentangle the protein expression noise that we observed in our experiments
into contributions from extrinsic, systemic and intrinsic, protein-specific sources. The theory we
present is not limited to bacteria, but is applicable to any organism that exhibits balanced cell growth.
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Results

Influences of promoter activity and growth rate on single-cell protein expression

In order to separate influences of growth rate and promoter activity on protein expression, we
introduced the gene encoding green fluorescent protein (GFP), under control of the synthetic
isopropyl -D-thiogalactoside (IPTG) inducible hyper-spank promoter,225,161 into the genome of B.
subtilis. Since the fluorescent reporter protein does not exert any catalytic activity that impacts cell
physiology, it does not influence growth rate, as long as its protein burden remains negligible. Our
data show no evidence for a burden (Figure S1, in the Supplementary Information). Therefore,
we have effectively cut the bidirectional influence between the expression of catalytic protein and
growth rate; such that only the unidirectional relation from growth rate to protein expression remains
(Figure 3.1a).

Figure 3.2: Protein expression is increased by enhanced promoter activity and reduced by enhanced growth
rates. a. The distribution of GFP-fluorescence concentration across a population of isogenic B. subtilis cells, during growth
on arabinose (growth rate µ ≈ 0.5 h−1), as function of the IPTG concentration. The dots indicate mean expression,
the line corresponds to the dose-response curve and the dashed lines indicate the mean ± std, indicating cell-to-cell
variability. b. The distribution of GFP-fluorescence concentration across a population of isogenic B. subtilis cells, during
growth on arabinose at different IPTG concentration, indicated by the colour of the distributions. Black dots indicate mean
values, as in Figure a. Distributions are fitted with gamma distributions (solid lines). c. The mean GFP fluorescence
concentration as function of the IPTG concentration at 5 different growth rates, achieved with different carbon sources
added to the growth medium. All data points represent the average of two biological replicates, with the exception of
maltose and glucose+malate (*), which represent single experiments. Error bars show the standard error of the mean
(SEM) of biological replicates. The growth rates indicated on the right side represent the average growth rate for growth
on the respective carbon source. The inset shows fluorescence concentration normalised to full induction as function of
IPTG, indicating that growth rate influences all protein expression values in the same manner.

With the genetically-engineered strain we quantified protein expression at balanced growth and
modulated growth rate and promoter activity in an independent manner. The growth rate was varied
by changing the carbon source in the growth medium. Promoter activity was varied with the IPTG
concentration (note: in the text we use promoter activity and IPTG concentration as interchangeable
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terms). We used flow cytometry to quantify population growth rate, cell volume and the total
fluorescence per cell.

Fluorescence per cell and cell volume each follow a positively skewed distribution as described
earlier34,196 (Figures 3.1b and c). Total fluorescence increases in proportion to cell volume (Figure
3.1b). Fluorescence concentration is independent of cell size (Figure 3.1c). Both relations are in
agreement with the notion that cells grow balanced52. (In the inset of Figure 3.2c, we normalise
the induction curves to their maximal values; they nearly overlap, but not fully, we return to this
effect below when we discuss the relation between protein synthesis rate and growth rate.) Other
indications of balanced growth are that the number of cells, population volume and fluorescence
increased at the same rate for several generation times (Figures S2-S9, in the Supplementary
Information). As a result, protein expression (fluorescence concentration) achieved a steady state,
for a period longer than several generation times (Figure S10, in the Supplementary Information).
All data that we analyse below correspond to this period of balanced growth.

The influences of growth rate and promoter activity on protein expression are shown in the plots
of Figure 3.2. As a representative example, data for growth on arabinose (Figures 3.2a and b)
show that mean protein expression, expressed in fluorescence concentration, increases with the
IPTG concentration and that individual cells show variable protein expression. The measured
distributions of fluorescence concentration (Figure 3.2b) and fluorescence per cell (see Figure
S11, in the Supplementary Information) fit well to gamma distributions, which is in agreement with
earlier findings.146,27,56,33 The relation between protein expression and the IPTG concentration is
sigmoidal for all carbon sources (Figure 3.2c) and protein expression is reduced at higher growth
rates. The promoter we used proved very sensitive in a range from 10 to 50 µM IPTG. Within the
range of IPTG concentrations used, we observed a maximal induction of 8- to 17-fold, depending on
the growth rate. Half-maximal induction was reached around 50 to 70 µM IPTG in all cases. In the
absence of IPTG, we did not detect (leaky) expression from the inserted promoter. With increasing
induction the fluorescence concentration distributions get wider (Figure 3.2 b); we discuss this effect
below. Additionally, our data show that the mean cell volume increased with the cellular growth rate
(see Figure S1), which is in agreement with earlier findings195.

We note that the simultaneous measurement of the volume (calculated from scatter, see Materials
and methods) and fluorescence values per cell allows us to quantify protein expression either in total
units fluorescence per cell or in fluorescence concentration per cell. These two different units we
shall exploit in the decomposition of protein expression noise.

Enhanced protein dilution by volume-growth at higher growth rate reduces the mean
protein concentration

Our data show that both the growth rate and the IPTG concentration influence protein expression
during balanced growth (Figure 3.2c). The effect of growth rate becomes apparent when one com-
pares protein expression at fixed IPTG concentrations. A higher growth rate reduces protein expres-
sion. To understand this effect it is instructive to consider the balance for the protein concentration,

dc

dt
= k(i, µ)− µc, (3.1)

with c as the protein concentration, µ as the growth-rate and k as the protein synthesis rate, which
is dependent on the IPTG concentration, i, and possibly also on growth rate – hence the notation
k(i, µ). Here we consider dilution by volume-growth as the only process that reduces the protein
concentration. This is warranted because the GFP which we used is highly stable and not subject
to proteolysis156.
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Figure 3.3: Reduced protein expression by dilution by growth is partially compensated for by enhanced protein
synthesis rate at higher growth rates. a. Three scenarios can be distinguished for the response of protein synthesis
rate to an enhanced growth rate: i. perfect compensation, ii. overcompensation and iii. undercompensation. b. Protein
synthesis rate k is invariant to growth rate at low IPTG concentrations and increases linearly with growth rate at inter-
mediate to high IPTG concentrations. c. The change in protein concentration as function of growth rate is dominated
by dilution by growth. At IPTG concentrations above 50 µM, an increased protein synthesis rate partially compensates
dilution by growth. Dashed lines, model predictions from equation 3.1 using fitted linear functions for k. Data points are
either single experiments or the average of two biological replicates. Error bars show the standard error of the mean
(SEM) of biological replicates. All individual experimental data points can be found in Figure S15 in the Supplementary
Information.
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The protein synthesis rate k corresponds to the effective rate of all processes from transcription to
the mature protein, many of these are known to increase, to varying degrees, with growth rate89,44.
Since we carry out all experiments at balanced growth, the protein concentration is at steady state:
dc
dt = 0. We can therefore calculate the protein synthesis rate, by rearranging equation 3.1, from the
product of the growth rate and fluorescence concentration value.

We distinguish three scenarios of the scaling of the protein concentration with growth (Figure 3.3a):
i. perfect compensation (k changes in proportion to µ), ii. overcompensation (k changes exceed
those of growth rate), and iii. undercompensation (k changes are smaller than those of growth rate).

Figure 3.3b shows the relation between the inferred protein synthesis rate k and the growth rate.
While at low induction levels k is invariant to growth rate, k increased with growth rate at IPTG
concentrations above 50 µM (Figure 3.3b). For an 87% increase in growth rate, we observed an
increase of around 20% in protein synthesis rate at full induction.

With the k(i, µ) values from figure 3.3b (using the dashed, fit-lines) we can calculate the relation
between the fluorescence concentration and growth rate (dashed line in figure 3.3c). The resulting
relation agrees very well with the measured data. Figure 3.3c indicates that fluorescence concen-
tration generally decreases with growth rate, indicating that changes in k are smaller than those
of growth rate (Figure 3.3a, scenario iii). At induction levels above 50 µM, the increase in protein
synthesis with growth rate alleviates dilution by growth (figure 3.3b), but cannot fully compensate for
it, resulting in a net decrease in fluorescence concentration.

We therefore conclude that the relation between mean protein expression (in fluorescence concen-
tration units) with growth rate indicates the undercompensation scenario (mode iii in figure 3.3a).

Effects of promoter activity and growth rate on protein expression noise are indistin-
guishable

We quantified the cell-to-cell variability in protein expression, in order to understand how growth
rate and promoter activity influence it. To do so, we used the noise measure152,49,146. It is defined
as the variance in protein expression over the squared mean protein expression. It equals the
squared coefficient of variation, and quantifies the relative width of the distribution of protein
expression across cells. Larger values indicate higher cell-to-cell variability in protein expression.
The advantage of using the noise measure, rather than the coefficient of variation, is that variance
of independent random variables is additive, which we will exploit below.

We denote the variance and mean of a random variable X, with values x, by 〈δ2x〉X and 〈x〉X ,
respectively; the subscript denotes that we averaged over all values of X. The noise value can be
calculated from the ratio 〈δ

2x〉X
〈x〉2X

. In Figure 3.4a, we plot the relation between the noise in the total
cell fluorescence as function of the mean total cell fluorescence values, across growth conditions
and promoter activities (i.e. IPTG concentrations), as indicated by different symbols and colours,
respectively. Regardless of whether protein expression was changed by growth rate or promoter
activities, all data points fall on an invariant noise-vs-mean relation. This characteristic relation
holds also for protein concentration (Figure 3.4c).

In order to understand how systemic and gene-specific effects contribute to protein expression
noise, we decompose the noise in independent terms. We shall the denote the mean and variance
of X values at a particular constant value y of another random variable Y as 〈x|y〉X and 〈δ2x|y〉X ,
respectively. It can now be shown (see SI) that the total variance in X equals the sum of two
variance contributions: 〈〈δ2x|y〉X〉Y and 〈δ2〈x|y〉X〉Y . The term 〈〈δ2x|y〉X〉Y equals the total
‘intrinsic’ contribution. It quantifies the changes in X values that occur independently of changes
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in Y values, i.e. changes in x at constant Y values. The total ‘extrinsic’ contribution 〈δ2〈x|y〉X〉Y
quantifies the changes in X values due to changes in Y values. In the equations below we omit the
subscript notation to simplify the notation. For a visual representation of the law of total variance
that we exploit here see Fig. S12 in the Supplementary Information.

In Figure 3.4b, we decompose the noise in total cell fluorescence into its intrinsic and extrinsic
components. The extrinsic component quantifies the variation in fluorescence due to the variation
in cell volume, since at balanced growth the fluorescence of a cell is proportional to its volume (see
Supplementary Information and Figure 3.1c), which is captured by the relation 〈f |V 〉 = 〈c〉V , with
〈c〉 as the mean fluorescence concentration per cell. A consequence is that the noise in total cell
fluorescence, generated by a fluorescent protein that is constitutively expressed, equals

〈δ2f〉
〈f〉2

=
〈〈δ2f |V 〉〉
〈f〉2︸ ︷︷ ︸

Intrinsic noise

+
〈δ2〈f |V 〉〉
〈f〉2︸ ︷︷ ︸

Volume noise
= 〈δ2V 〉/〈V 〉2

(3.2)

The derivation of this equation can be found in the Supplementary Information.

We note that our interpretation of extrinsic and intrinsic noise is different from that of others
(e.g.49,194,69). The mathematical procedure is the same, but we condition the protein expression
values on cell volume data (which was also done in Kempe, et al.81); most other current work does
not do this. We choose for this approach, because we are interested in the origins of noise in protein
concentration, whether is either due to variation in cell volume (a systemic, extrinsic effect) or due to
variation in protein copy numbers (a gene specific, intrinsic effect). This means that our intrinsic and
extrinsic noise values cannot be directly compared to those obtained by, for instance, Elowitz et al.49.

Our intrinsic noise term captures variations in protein expression that cause deviations from the
balanced-growth relation 〈f |V 〉 = 〈c〉V . Those are stochastic fluctuations that have biochemical
and cellular origins. It includes noise sources such as asynchronous activities of biochemical
synthesising and degradation reactions, propagation of reaction noise by fluctuating effector
molecules and uneven partitioning of molecules during cell division. The intrinsic noise term
decreased with the mean total cell fluorescence (Figure 3.4b) until a noise floor is reached at
high mean concentrations196,222. This noise floor is thought to arise from sources of noise that
do not directly scale with volume, such as fluctuations in the concentration of transcription and
translation machinery224,41. The reduction of intrinsic noise with the mean fluorescence level
follows 〈〈δ

2f |V 〉〉
〈f〉2 = a

〈f〉 + b (those are the dashed lines in figure 3.4b). In principle, transcription or
translation bursts can occur, contributing to the a or b values, but we cannot decide from our data
whether this is the case; this would require knowledge of the true total-cell protein copy number
rather than total-cell protein fluorescence.

The extrinsic noise term equals volume noise at balanced growth (see the Supplementary Infor-
mation). It is determined by cellular heterogeneity in volume. It results from differences in cell
cycle progression (cells double their volume on average during a cell cycle), asymmetric division of
mother cells, variability in interdivision times, noise in cellular growth rate as function of the cell cycle
and other processes. The extrinsic noise term is independent of the mean total cell fluorescence
(Figure 3.4b), indicating that cell volume noise is hardly changing across growth conditions and
promoter activity. This is likely explained by the constant variation in cell volume from birth to
division (a factor 2), a constant noise of mother and daughter volumes, and a constant dependency
of mean cell volume on cell-age (cell-cycle progression)81.

According to us, intrinsic noise in fluorescence concentration is an informative measure about
functional heterogeneity in isogenic cells. Since cells with the same protein concentration will
experience the same biochemical influence of this protein. Those cells are therefore identical
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Figure 3.4: Effects of promoter activity and growth rate on noise are indistinguishable and fall on an invariant
relation between noise and mean of protein expression. a. Noise in total cell fluorescence as function of mean total
cell fluorescence across growth rates and promoter activities. b. Decomposition of noise in total cell fluorescence into
its intrinsic, ‘biochemical’ contribution, 〈〈δ

2f |V 〉〉
〈f〉2 , and its extrinsic, ‘volume-variation’ contribution, 〈δ

2〈f |V 〉〉
〈f〉2 . At balanced

growth 〈δ
2〈f |V 〉〉
〈f〉2 = 〈δ2V 〉

〈V 〉2 , indicating that fluorescence variation scales with volume variation per cell, which is indeed
evident from our experimental data. c. Noise in fluorescence concentration per cell is shown as function of the mean
concentration. At balanced growth, the following equality holds 〈δ

2c〉
〈c〉2 = 〈〈δ2c|V 〉〉

〈c〉2 = 〈〈δ2f |V 〉〉
〈f〉2 , which indicates that

protein expression noise due to biochemical origins is directly captured by noise in fluorescence concentration. (a-c)
Dashed lines are fits of the form 〈δ2x〉

〈x〉2 = a
〈x〉 + b. d. Dependence of noise in fluorescence concentration on the cellular

growth rate at different magnitudes of promoter activity. The changes in fluorescence concentration noise can be explained
by the decreasing mean expression, through dilution by volume-growth. Dashed lines are linear fits to guide the eye. For
each carbon source, data points from 10 to 1000 µM IPTG are shown. Carbon sources with asterisks indicate single
experiments, all other data points are the average of two biological replicates. Plots with all individual replicates are
shown in Figure S16, in the Supplementary Information.
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with respect to the functional, or physiological, consequences of this protein. Noise in protein
concentration is therefore very informative about the functional noise across isogenic cells.

At balanced growth, noise in fluorescence concentration, intrinsic noise in total cell fluorescence and
fluorescence concentration are all identical in value (see Supplementary Information).

〈δ2c〉
〈c〉2

=
〈〈δ2c|V 〉〉
〈c〉2

=
〈〈δ2f |V 〉〉
〈f〉2

:= functional noise in protein expression (3.3)

The relation between noise in fluorescence concentration and the mean fluorescence concentration
is shown in Figure 3.4c. Regardless of how the mean protein expression was varied, via the growth
rate or promoter activity, its relation to the noise in protein expression remains unaffected, most
noticeably at high mean expression values. At low mean expression levels (low induction levels)
we find deviations from the relation. One likely explanation for this is that at low induction levels,
noise in transcript copy numbers propagates to protein copy numbers152. At low induction levels, a
higher growth rate increases the noise because: i. a higher rate of division reduces mean transcript
levels and increase transcript noise and ii. more frequent transcript partitioning at cell division also
increases transcript noise. The effect of growth rate on protein expression noise diminishes at
higher induction levels because noise propagation from transcription to translation decreases.

To identify the relation between functional noise in protein expression and cellular growth rate, we
plot fluorescence concentration versus growth rate (Figure 3.4d). The individual lines relate noise
values at constant promoter activity and therefore indicate the effect of growth rate. We see that
noise increases linearly with growth rate, regardless of promoter activity. This is explained by the
effect of an enhanced growth rate on the mean protein expression, as this is decreased via enhanced
concentration dilution by volume-growth. At low induction levels the deviation from the linear relation
is largest because of the effects discussed in the previous paragraph.

Discussion

The magnitude of protein expression in a single cell depends on promoter activity and cellular
growth rate, which are both environment-dependent. The growth rate effect is systemic and affects
all cellular proteins, whereas promoter activity effects are protein specific. Promoter activity directly
tunes transcription rate, resulting in an altered protein synthesis rate. Growth rate has two opposing
effects on protein expression. It can reduce it, via protein dilution due to cell volume-growth,
and it can increase expression, as the translation machinery often increases in abundance
with growth rate. The net outcomes of promoter activity and growth rate variation on protein
expression are therefore not self evident. Their joint effect on cell-to-cell variation in protein ex-
pression is even harder to predict. In this paper, we performed experiments to quantify those effects.

We found that promoter activity had the expected effect on protein expression, with a sigmoidal
dependence of protein expression on the concentration of the promoter-activity regulator, IPTG. We
quantified the dual effect of growth rate on protein expression, i.e. its effect on protein synthesis
and degradation, by measuring mean protein expression and cellular growth rate and their product
equals protein synthesis rate (when growth is balanced). Mean protein expression decreased
as function of growth rate, indicating that protein dilution dominates over growth-rate effects on
protein synthesis. Conversely, protein accumulates at lower growth rates, indicating a mechanism
of ‘passive regulation’, which was shown recently for the sporulation response in B. subtilis 134. At
high expression levels we found that protein synthesis increased with growth rate, which partially
compensates for protein dilution.

A striking result is that the relation between the noise and mean of protein expression is nearly
independent of how protein expression was changed and regardless of which unit for protein
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expression is taken, total fluorescence per cell or fluorescence concentration per cell (Figure
3.4a and c). At low mean expression levels we observe deviations from this relation; likely due
to propagation of transcription and cell-division noise. Promoter activity and growth rate effects
therefore fall predominantly on the same noise-vs-mean relation. In addition, noise decreases
with mean expression levels and extrapolating the relation suggests the existence of a noise floor
at expression levels that are higher than those we measured, which is in agreement with other
studies222,137,196. Our data, obtained with a single fluorescent protein, are therefore in agreement
with other, broader studies.

Various studies have found that protein expression noise decreases as function of the mean
expression level until a noise floor is hit222,137,196; see Sanchez & Golding for a recent review.173

This ‘universal’ noise-vs-mean relation has been found for a large set of genes. Part of its underlying
mechanism must therefore be gene/promoter-sequence independent, often referred to systemic,
extrinsic noise.173 Our data follows the universal relation (Figure 3.4b and c). We find it both for total
cell fluorescence and fluorescence concentration, which indicates that protein expression noise,
when corrected for cell-volume variation (an extrinsic noise component), retains a noise floor. Other
extrinsic noise terms, such as fluctuations in transcription and translational machinery, also play a
role in the setting the noise floor. This contributes for about 50% in our data (compare Figure 3.4b
and c, at the maximal fluorescence and concentration values).

A novel insight from our work is that the effects of growth rate and promoter activity on the mean and
noise of protein expression are indistinguishable. From the relation between mean and noise that
we observe in figure 3.4a we can speculate that in bacteria, noise in constitutive protein expression
increases with growth rate because it causes a reduction of mean expression by way of increasing
protein dilution by volume-growth. As the noise-vs-mean relation appears universal (see above),
we expect the growth rate effect to be universal as well. This statement is not limited to constitutive
proteins, since also proteins that have a growth-rate dependent promoter-activity will have fallen on
the noise-vs-mean relation. Regulated genes are, however, expected to have elevated noise levels,
due to noise propagation from noisy regulators which can be present at low copy numbers. More
experimental studies are required to test our expectations.

We illustrate that the units of protein expression, whether expressed in total fluorescence per cell or
fluorescence concentration per cell, matter for the quantification of functional noise – noise that has
a phenotypic consequence. Noise in concentration captures functional noise81. Since noise in total
cell fluorescence contains a contribution from the variation of cell volume, its correction for volume
noise reveals functional noise, which is illustrated by equation 3.2 (valid in balanced growth). Our
experimental data are in accordance with those equalities (Figure 3.4c). Besides indicating how
functional noise can be obtained from single-cell fluorescence data, it also provides a consistency
check of the fluorescence and cell-volume data.

The consequences of this work are two-fold. From a fundamental perspective this paper indicates
that cellular regulation of protein expression, via promoter activity or growth rate influences, impacts
protein expression noise via their effect on mean protein expression. As a result, noise of protein
expression decreases with growth rate because it reduces mean protein expression. This effect
could facilitate phenotypic diversification even under optimal conditions, where growth rates are
high. From a practical point of view, our work has consequences for the design of synthetic circuits
composed out of multiple proteins. Synthetic circuit function is likely to be condition dependent, due
to cellular growth rate effects.
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Methods

Strains and medium composition

For growth experiments, prototrophic Bacillus subtilis strain BSB1138 was cultivated in a defined
morphilinopropanesulphonic acid (MOPS) - buffered minimal medium (MM) containing: 40 mM
MOPS (adjusted to pH 7.4), 2 mM potassium phosphate (pH 7.0), 15 mM (NH4)2SO4, 811 µM
MgSO4, 80 nM MnCl2, 5 µM FeCl3, 10 nM ZnCl2, 30 nM CoCl2 and 10 nM CuSO4

160. The
medium was supplemented with different carbon sources to the following final concentrations: 5
mM glucose, 10 mM glycerol, 6 mM arabinose, 2.5 mM maltose, 3.75 mM malate and 2.5 mM
glucose. From a 1 M stock solution of isopropyl β-D-1-thiogalactopyranoside (IPTG) an appropri-
ate amount was added to the medium to reach a final concentration of 0, 10, 20, 50, 100 or 1000 µM.

Escherichia coli strain JM109 (Promega) was used for cloning and amplification of plasmids. For
cloning, E. coli and Bacillus subtilis were grown in LB + 0.5% w/v glucose supplemented with the ap-
propriate antibiotic in the following concentrations: ampicillin, 100 µg/ml; spectinomycin 150 µg/ml.
For LB plates, 1.5% w/v agar were added prior to autoclaving.
Plasmid pDR111-N015-superfolderGFP was constructed by amplifying the coding sequence of
superfolderGFP (sfGFP) by PCR with primers N015 (ggtggtgctagcaggaggtgatccagtatgtctaaaggt-
gaagaactg) and N017 (ggtggtgcatgcttatttgtagagctcatccat), digestion of the product and backbone
pDR111126 (bla amyE’ spcR Phyperspank lacI ’amyE ; kind gift from David Rudner) with NheI and
SphI and subsequent ligation. After transformation of chemocompetent Escherichia coli JM109
(Promega) and plasmid isolation, the identity of pDR111-N015-sfGFP was confirmed by sequencing.
Bacillus subtilis strain B15 (BSB1 spcR Phyper−spank-sfGFP lacI::amyE) was constructed as follow-
ing: pDR111-N015-sfGFP was linearised with SacII, added to a BSB1 culture grown in MM+glucose
until starvation phase, and incubated for one hour before addition of fresh MM and plating on
LB+glucose+spc for selection. Genomic insertion into amyE was confirmed by amylase deficiency,
PCR and sequencing. The amyE locus is situated at ≈ 28 degrees on the genome. We address the
influence of the maturation time of the used fluorescent protein in the SI.

Growth experiments

Cells were inoculated directly from single-use 15% glycerol stocks into 50 ml Greiner tubes with 5
ml MM supplemented with IPTG and grown at 37 degrees Celcius and 200 rpm. After 10 to 15 gen-
erations, the cultures reached an OD between 0.01 and 0.2 and were diluted in 250 ml Erlenmeyer
flasks with 50 ml fresh, pre-warmed MM with IPTG to an OD of 0.0001 to 0.0003 and growth was
monitored at least twice per generation. At each time-point, 500 µl of culture were sampled into
2 ml eppendorf tubes and immediately subjected to flow cytometry. For each experiment, the wild
type BSB1 culture was taken along under the same conditions as the B15 cultures to correct for
autofluorescence and control for effects of IPTG or GFP expression on cell growth.

Balanced growth criterium

In each experiment, we monitored population volume, fluorescence and cell count for several hours
and calculated the specific growth rate for each of these properties (Figures S2-S9). In balanced
growth, extensive attributes such as population volume and fluorescence as well as cell number
increase exponentially at the same rate, resulting in concentration homeostasis of GFP52. For all
analyses, we defined a region of at least 1.5 generation times in which fluorescence concentration
was most stable (Figure S10, in the Supplementary Information).

Flow cytometry

For all experiments, a BD Accuri C6 Flow Cytometer with the manufacturers software was used to
acquire counts, fluorescence and light scattering properties of single cells in 20 µl of culture. The
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software settings were as following: Fluidics, slow; Threshold, 15000 on FSC-H; Run with limits,
20 µl. Undiluted cultures were used up to a cell count of no more than 5000 events per second at
which point the samples were diluted 1:10 in pre-warmed MM of the same batch. Fresh MM without
cells was used as a background control. After each experiment, all data were exported in FCS
format and analysed using MATHEMATICA, version 10 (Wolfram Research, Champaign, IL, USA).

Cross-calibration of forward scatter area and cell volume

Forward scatter correlates with volume210. Comparing the distributions of volume and forward scat-
ter area (FSC-A) of a population of cells indicates a linear relationship between those two properties.
To calculate volume from FSC-A, we performed calibration experiments with all 5 carbon sources,
using a Beckman Coulter Multisizer 3 Coulter counter for volume determination. Per carbon source,
BSB1 cells were grown as described in section 4. After propagation, cells were grown for 5 to 6
hours when samples were taken and subjected directly to flow cytometry or, after 1:200 dilution in
10 ml ISOTON diluent (Beckman Coulter), measured on the Multisizer 3. Dilutions for the Multisizer
3 were done in triplicates and run with identical settings. Bins were centred and counts per bin were
averaged over the triplicates. As a sanity check and to control for dilution artefacts, we calculated
the number of cells per µl from both data sets (Figure S13, in the Supplementary Information). To
convert FSC-A to volume, we computed every other percentile in a range from the 2nd to the 98th
of both, the volume and FSC-A distributions and fitted a linear function through them (Figure S13, in
the Supplementary Information). The linear function was used to convert FSC-A to volume.

Data analysis

Data analysis was carried out in MATHEMATICA, version 10 (Wolfram Research, Champaign, IL,
USA), using custom scripts. As a pre-filtering step, all events with an FSC-H≤ 18000 and an FSC-A
≥ 150000 were discarded. The first filter was applied to exclude small particles such as cell debris,
the second filter to exclude chains of cells and other measurement artefacts. From each file, the
beginning time of acquisition was extracted and for each event, FSC-A was converted to volume
[µm3] and exported along with the GFP fluorescence channel area value (FL1-A; excitation 488 nm,
emission 533 nm).

Calculation of cellular growth-rate

Growth-rates were calculated based on cell counts at each time point. Particle counts from medium-
only samples were subtracted at each time point to correct for background, such as salt precipitate, in
the medium. The background was low in all samples and didn’t affect the calculated growth rate. The
first and last time point of each experiment were excluded from analysis. Using the MATHEMATICA
function LinearModelFit, a linear fit through the Log-transformed data was computed. The slope
of this fit gives the specific growth rate µ in units [h−1]. There were no differences in growth rate
between BSB1 and B15 under the same conditions (Figure S13, in the Supplementary Information).

Correction for autofluorescence strength

Autofluorescence can contribute a significant amount to total fluorescence and mask actual GFP
signals. Autofluorescence correlates with cell size under identical conditions (data not shown), so
we chose a correction method based on cell size. All corrections described here were carried out for
all individual carbon sources, IPTG concentrations and time points, using BSB1 wild type cultures
that were taken along during all experiments.

Cells were binned by volume into fixed bins of width 0.2 µm3 and the mean FL1-A was calculated
for BSB1 wild type samples. This mean value was then subtracted from all single events in the
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corresponding bin of the B15 sample. Bins with less than 20 cells in either of the samples were
excluded from further analysis.

Correction for autofluorescence variance

The variance in background fluorescence can contribute significantly to variance in total fluores-
cence at low induction levels (Figure S14, in the Supplementary Information). This leads to a
distortion of the noise measure at low mean fluorescence, such that an apparent scaling of noise
with the variance over the mean squared can be observed (Figure S14, in the Supplementary
Information). Correcting for this background variance reveals the inverse proportionality of noise to
the mean that has been observed before196,153,222.

To estimate the variance in background fluorescence, we corrected the BSB1 wild-type samples for
autofluorescence as described above, effectively shifting their mean to 0. We then calculated the
volume-conditional variances in fluorescence and fluorescence concentration (see section on noise
in the Supplementary Information) at each time point and IPTG concentration in balanced growth and
removed data points with the highest and lowest variance for each sample. In the following we make
use of the law of total variance (refer to noise section in the Supplementary Information for details).
For each carbon source, the mean variance of all time points and IPTG concentrations was used as
an estimate for variance of background fluorescence 〈δ2fbg〉 = 〈〈δ2fbg|V 〉f 〉V + 〈δ2〈fbg|V 〉f 〉V or
fluorescence concentration 〈δ2cbg〉 = 〈〈δ2cbg|V 〉c〉V + 〈δ2〈cbg|V 〉c〉V . The variance in fluorescence
or fluorescence concentration resulting from GFP was then simply calculated by subtracting 〈δ2fbg〉
and 〈δ2cbg〉 from 〈δ2ftotal〉 and 〈δ2ctotal〉, respectively.
For all subsequent analyses, the average of all time points from the region in which fluorescence
concentration was stable in time was used (these points are shown in Figure S10).

Data availability

The datasets generated during the current study are available from the corresponding author on
reasonable request.
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Appendix

Effects of fluorescent protein maturation time

To estimate the effect of fluorescent protein maturation time, we consider the following model,

ṅ = kp − kmn− µn (3.4)

ḟ = kmn− µf (3.5)

with f and n as the fluorescent and nonfluorescent protein concentration, kp as the protein synthesis
rate, km as the rate constant for maturation and µ as growth rate. This system will reach a steady
state with a fluorescent protein fraction φ = f

n+f = km
km+µ . The superfolder fluorescent protein which

we used has a maturation time of about 10 minutes such that km = 0.1 min−1 = 6 hr−1. Given
the measured range of growth rates, 0.5-0.9 hr−1, we obtain a range of steady state fractions of
0.87 ≤ φ ≤ 0.92. So we underoverestimate the actual concentration of the fluorescent protein by
≈ 10%.

Noise theory at balanced cell growth

Concentrations of constitutively expressed proteins remain constant during bal-
anced growth

The rate of change in the concentration c of a molecule with copy number n in a cell with volume V
equals

d

dt
c =

d

dt

n

V
=

1

V

d

dt
n− n

V 2

d

dt
V (3.6)

When this concentration is constant over time, the cell grows with a constant growth rate, as is
indicated by the following relation,

1

n

d

dt
n =

1

V

d

dt
V := exponential growth rate, µ (3.7)

A protein that is therefore constitutively expressed (such that dn/dt is constant) shall at balanced
growth, when d lnV/dt has become fixed for a duration longer than several generation times, display
a constant concentration. Our experimental data indeed shows that this condition is met at balanced
growth (see figure S10).
A consequence of this balanced growth condition is that at every cell volume the following relation
holds, which is indeed in agreement with our experimental data,

〈f |V 〉 = 〈c〉V and 〈f〉 = 〈c〉〈V 〉 (3.8)

with f as the total fluorescence per cell, which is proportional to the copy number of the fluorescent
proteins that it contains.

Short introduction to variance decomposition

We shall first derive the variance decomposition equation. We consider two random variablesX and
Y , e.g. protein copy number and cell volume, that take on values denoted by x and y (both running
from zero to infinity, in principle, and x’s are discrete and the y’s are continuous). We denote an
average of a random variable X as 〈x〉X and its variance as 〈δ2x〉X (the variance equals the mean
squared deviation); the subscript denotes that we took an average over X ’s values, this is useful
notation when we consider conditional means, which is what we do next.
We denote the average of a random variable y at a constant value of another (random) variable x –
the mean of Y conditioned on a particular value of X – as 〈y|x〉Y and its variance as 〈δ2y|x〉Y .
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We can rewrite the variance of Y in terms of two contributions using ‘variance decomposition’, giving
rise to the ‘law of total variance’:

〈δ2y〉 = 〈y2〉Y − 〈y〉2Y
= 〈〈y2|x〉Y 〉X − 〈〈y|x〉Y 〉2X
= 〈〈δ2y|x〉Y + 〈y|x〉2Y 〉X − 〈〈y|x〉Y 〉2X
= 〈〈δ2y|x〉Y 〉X + 〈〈y|x〉2Y 〉X − 〈〈y|x〉Y 〉2X
= 〈〈δ2y|x〉Y 〉X + 〈δ2〈y|x〉Y 〉X . (3.9)

The first term in this equation is the intrinsic contribution and the second term equals the extrinsic
contribution. The first term is called intrinsic because it concerns the total variation in Y values when
X is constant, so those occurring independent of X; those are intrinsic to Y . Those changes in Y
that are due to changes in X can captured by the second terms, those are extrinsic to Y .
Another way to think about variance decomposition is to consider the following relation, which states
that y is a function of x plus a noise term that depends on x (visualised in Figure S12),

y(x) = f(x) + εσ(x) = 〈y|x〉+ ε
√
〈δ2y|x〉︸ ︷︷ ︸
noise

, ε ∼ N(0, 1), (3.10)

with σ as a standard deviation and N(0, 1) as a normal distribution with mean 0 and standard
deviation 1. We can determine the total variance in y from,

〈δ2y(x)〉 = 〈δ2y〉 = 〈δ2〈y|x〉+ εσ(x)〉
= 〈δ2〈y|x〉〉+ 〈δ2εσ(x)〉 (3.11)

The last term can be simplified further

〈δ2εσ(x)〉 = 〈(εσ(x))2〉 − 〈εσ(x)〉2 = 〈(εσ(x))2〉 − 〈δεδσ(x)〉 − 〈ε〉〈σ(x)〉
= 〈(εσ(x))2〉 = 〈ε2σ(x)2〉
= 〈δε2δσ2(x)〉+ 〈ε2〉〈σ2(x)〉
= 0 + (〈δ2ε〉+ 〈ε〉2)〈σ2(x)〉
= 〈δ2ε〉〈σ2(x)〉 = 〈σ2(x)〉
= 〈〈δ2y|x〉〉 (3.12)

Therefore, equation 3.11 becomes,

〈δ2y〉 = 〈δ2〈y|x〉〉+ 〈〈δ2y|x〉〉, (3.13)

which is also the equation for variance decomposition (or the law of total variance).

Variance decomposition of noise in total cell fluorescence

The noise in total cell fluorescence is defined by the ratio of its variance and its squared mean value,
i.e.

〈δ2f〉
〈f〉2

(3.14)

We can determine the role of heterogeneity in cell volume, e.g. due to cell growth, for instance to
be able to assess noise in protein concentration later, using variance decomposition (the subscript
indicates the random variable for which the mean or variance is calculated):

〈δ2f〉
〈f〉2

=
〈〈δ2f |V 〉f 〉V
〈f〉2

+
〈δ2〈f |V 〉f 〉V
〈f〉2

(3.15)
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Since 〈f |V 〉 = 〈c〉V we can simplify 〈δ2〈f |V 〉〉 into

〈δ2〈f |V 〉f 〉V = 〈δ2〈c〉V 〉V = 〈c〉2〈δ2V 〉V (3.16)

and since 〈f〉 = 〈c〉〈V 〉 we can rewrite the noise term 〈δ2〈f |V 〉〉
〈f〉2 as

〈δ2〈f |V 〉f 〉V
〈f〉2

=
〈δ2V 〉
〈V 〉2

, (3.17)

which shows that the noise in total cell fluorescence due to cell growth equals the noise in cell
volume. This is due to the fact that total cell fluorescence varies across cells with different volume,
which is due to the different cell cycle progression stages of those cells and because the copy
number of a constitutively expressed protein scales with cell volume at balanced growth.
Deviations from the dependency between fluorescence per cell, f , and cell volume, V , also occur-
ring at balanced growth, also contribute to noise in total cell fluorescence. Those are quantified by
the term,

〈〈δ2f |V 〉f 〉V
〈f〉2

, (3.18)

which captures all remaining noise sources: biochemical reactions (e.g. transcription, transla-
tion, noise propagation in reaction networks), asymmetric cell division, uneven protein partitioning,
etc.177. Variance decomposition can also be used to decompose this term further, as was shown
in Schwabe & Bruggeman177. Note that only in the simplest cases, the Poisson relation holds that
〈〈δ2f |V 〉f 〉V
〈f〉2 ∝ 1

〈f〉 .

Simplifying relations for noise in total cell fluorescence at balanced growth

Variance decomposition, with respect to cell volume, leads to the following equation for the noise in
fluorescence concentration,

〈δ2c〉
〈c〉2

=
〈〈δ2c|V 〉c〉V
〈c〉2

+
〈δ2〈c|V 〉c〉V
〈c〉2

. (3.19)

At balanced growth the simplification holds that

〈c|V 〉 = 〈f |V 〉
V

=
〈c〉V
V

= 〈c〉 ⇒ 〈δ2〈c|V 〉c〉V = 0, (3.20)

therefore, at balanced growth,
〈δ2c〉
〈c〉2

=
〈〈δ2c|V 〉c〉V
〈c〉2

. (3.21)

Noise in fluorescence concentration and its variance decomposition at balanced
growth

The noise in a ratio of random variables, such as the concentration f/V , can be approximated by

〈δ2c〉
〈c〉2

=
〈δ2 fV 〉
〈 fV 〉2

≈ 〈δ
2f〉
〈f〉2

− 2
〈δfδV 〉
〈f〉〈V 〉

+
〈δ2V 〉
〈V 〉2

=
〈〈δ2f |V 〉f 〉V
〈f〉2

− 2
〈δfδV 〉
〈f〉〈V 〉

+ 2
〈δ2V 〉
〈V 〉2

(3.22)

The covariance between total cell fluorescence and cell volume 〈δfδV 〉 can be simplified into, using
f |V = 〈c〉V + ε(V ) with ε(V ) ∼ N(0,

√
〈δ2f |V 〉),

〈δfδV 〉 = 〈(f − 〈f〉)(V − 〈V 〉)〉 = 〈(〈c〉V + ε(V )− 〈c〉〈V 〉)(V − 〈V 〉)〉
= 〈〈c〉V 2 − 〈c〉V 〈V 〉+ ε(V )V − ε(V )〈V 〉 − 〈c〉〈V 〉V + 〈c〉〈V 〉2〉
= 〈c〉〈V 2〉 − 〈c〉〈V 〉2 + 〈ε(V )V 〉 − 〈ε(V )〉〈V 〉 − 〈c〉〈V 〉2 + 〈c〉〈V 〉2

= 〈c〉〈δ2V 〉+ 〈δε(V )δV 〉 (3.23)
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such that
〈δfδV 〉
〈f〉〈V 〉

=
〈c〉〈δ2V 〉+ 〈δε(V )δV 〉

〈c〉〈V 〉2
=
〈δ2V 〉
〈V 〉2

+
〈δε(V )δV 〉
〈c〉〈V 〉2

. (3.24)

This simplifies equation 3.22 into

〈δ2c〉
〈c〉2

=
〈〈δ2f |V 〉f 〉V
〈f〉2

− 2
〈δε(V )δV 〉
〈c〉〈V 〉2

. (3.25)

A relation between noise in total cell fluorescence and fluorescence concentration

Therefore, if the noise in fluorescence at a fixed volume, ε(V ), is volume independent, such that
〈δε(V )δV 〉 = 0, we obtain

〈δ2c〉
〈c〉2

=
〈〈δ2f |V 〉f 〉V
〈f〉2

=
〈〈δ2c|V 〉c〉V
〈c〉2

:= protein-expression noise. (3.26)

This equation indicates why it is advantageous to focus on noise in fluorescence concentration,
rather than on noise in total cell fluorescence, as it only captures the noise effects due to the bio-
chemistry of the circuit and cellular processes such as asymmetric division and uneven protein
partitioning. It is therefore independent of the heterogeneity in protein expression due to the fact
that total cell fluorescence scales with volume, due to cell growth. The latter effect is captured by
〈δ2〈f |V 〉f 〉V
〈f〉2 and equals 〈δ

2V 〉
〈V 〉2 at balanced growth.
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Figure S1: Average cell volume increases with growth rate. Protein burden from GFP expression is negligible.
A. Average cell volume increases as function of growth rate. For each experiment, volumes were averaged over the range
of balanced growth. Each data point represents a different IPTG concentration under a certain growth condition. Symbol
shape indicates carbon source as indicated in the legend with numbers denoting biological replicates. Filled symbols, B.
subtilis B15 with titratable GFP inserted in the amyE locus. Empty symbols, B. subtilis BSB1 wild-type. B. Growth rate of
BSB1 wild-type and B15 GFP expressing mutant are plotted against each other. A decrease in growth rate due to protein
burden from expressing GFP was not detected.
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Figure S2: Balanced growth of B. subtilis B15 on arabinose, sample A at different IPTG concentrations. Popu-
lation volume and -fluorescence increase at the same rate as cell numbers, indicating balanced growth. The dashed lines
indicate linear fits whose slope equals the specific growth rate that is indicated at the bottom of the plot for each property
(number of cells, population volume and - fluorescence). The grey background marks the region in which fluorescence
concentration was most stable. Data points from this region where used for all analyses in this study. Capital letters (A,B)
indicate biological replicates.
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Figure S3: Balanced growth of B. subtilis B15 on arabinose, sample B at different IPTG concentrations. See
figure S11 for further detail.
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Figure S4: Balanced growth of B. subtilis B15 on maltose at different IPTG concentrations. See figure S11 for
further detail.
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Figure S5: Balanced growth of B. subtilis B15 on glycerol, sample A at different IPTG concentrations. See figure
S11 for further detail.
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Figure S6: Balanced growth of B. subtilis B15 on glycerol, sample B at different IPTG concentrations. See figure
S11 for further detail.
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Figure S7: Balanced growth of B. subtilis B15 on glucose, sample A at different IPTG concentrations. See figure
S11 for further detail.
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Figure S8: Balanced growth of B. subtilis B15 on glucose, sample B at different IPTG concentrations. See figure
S11 for further detail.
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Figure S9: Balanced growth of B. subtilis B15 on glucose + malate at different IPTG concentrations. See figure
S11 for further detail.
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Figure S10: Concentration homeostasis during balanced growth. For each experiment, the region of balanced
growth is shown (cmp. Figures S2-9). Capital letters (A,B) indicate biological replicates. Per experiment, the average of
all time points from the region of balanced growth was used for further analyses.

56



Effects of growth rate and promoter activity on single-cell protein expression

0 10 20 50 100 1000 µM IPTG
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Figure S11: Distributions of fluorescence per cell of B. subtilis B15 growing on arabinose at different IPTG
concentrations. This figure accompanies Figure 2b in the main text. The measured distributions are fitted to gamma
distributions (solid lines).
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Figure S12: Visualisation of the law of total variance. The random variables X and Y are distributed according to
the marginal distributions in gray and yellow, respectively. The values of Y depend on X by a function f(x) = 〈y|x〉 as
indicated by the dashed line. At fixed xn (inset), the values of Y follow a distribution (blue) with a mean, indicated in red,
and a standard deviation σy|xn , indicated by the black arrow. The variance of Y (〈δ2y〉, marked in yellow) is the sum of 1.)
the mean variance of the conditional distributions (〈〈δ2y|x〉Y 〉X , marked in blue) and 2.) the variance of the conditional
means (〈δ2〈y|x〉Y 〉X , marked in red). Variations in y|x, captured by 〈〈δ2y|x〉Y 〉X , are solely due to fluctuations in y that
are intrinsic to y and independent of x, whereas the variations in 〈y|x〉, given by 〈〈δ2y|x〉Y 〉X , are extrinsic to y and
can be attributed to changes in x. When X and Y are independent, the latter term becomes zero (which is the case for
concentration at balanced growth).
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Figure S13: Cross calibration of forward scatter to volume. A-E. Cross-calibration of forward scatter area (FSC-A)
to volume. Data points indicate quantiles in FSC-A and volume distributions mapped against each other. Dashed lines
indicate the individual linear fits that are used to convert FSC-A to volume. For further detail, refer to the Methods (main
text). F. After correcting for dilution, flow cytometer and Coulter counter registered the same number of cells per sample.
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Figure S14: Variance of background fluorescence distorts the scaling of noise with mean expression levels.
Noise in total cell fluorescence (A.) and fluorescence concentration (B.) as function of the respective mean across growth
rates and promoter activities (i.e. IPTG concentrations), with (dense symbols) and without (light symbols) corrections for

the variance of background fluorescence. Solid and dashed lines indicate 〈δ
2x〉
〈x〉2 ∝

a
〈x〉 and 〈δ

2x〉
〈x〉2 ∝

〈〈δ2xbg〉〉
〈x〉2 , respectively.

The solid lines are the same as in figure 4, main text. In both plots, all time points from the region of balanced growth are
shown (see figure S10).
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Figure S15: Reduced protein expression by dilution by growth is partially compensated for by enhanced protein
synthesis rate at higher growth rates. Supplemental figure to plot 3 BC, of the main text, which shows all individual
experiments. Each data point is the average of all time points shown in figure S10. Dashed lines, fits as in figure 3 of the
main text.
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Figure S16: Effects of promoter activity and growth rate on noise are indistinguishable and fall on an invariant
relation between noise and mean of protein expression. Supplemental figure to figure 4, main text, showing the results
of all individual experiments. A. Noise in total cell fluorescence (filled symbols) and its intrinsic, ’biochemical’ contribution
〈〈δ2f |V 〉〉
〈f〉2 (open symbols). B. Fluorescence variation scales with volume as indicated by the relation 〈δ

2〈f |V 〉〉
〈f〉2 = 〈δ2V 〉

〈V 〉2

which holds at balanced growth. From our experimental data, we see that 〈δ
2〈f |V 〉〉
〈f〉2 ≈ 〈δ2V 〉

〈V 〉2 . C. At balanced growth,
noise in fluorescence concentration directly captures protein expression noise due to biochemical origins (i.e. intrinsic
sources). D. Dependence of noise in fluorescence concentration on the cellular growth rate at different magnitudes of
promoter activity (IPTG concentration). For each carbon source, data points from 10 to 1000 µM IPTG are shown. Each
data point is the average of all time points at balanced growth shown in figure S10.
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Chapter 4

Single Bacillus subtilis cells display
systematic deviations from exponential
growth and biphasic growth behaviour
along their cell cycle

Niclas Nordholt, Johan H. van Heerden, Frank J. Bruggeman

Abstract

The growth of a bacterial cell is the result of a multitude of molecular biosynthetic processes and their
coordination. Each of these processes is subject to stochastic fluctuations. Yet, the average bacterial
cell manages to double its volume and molecular content during its life time, under conditions of
steady state growth. Thus, cells compensate for stochastic fluctuations, which requires continuous
coordination of the biosynthetic rates with transient disruptive events such as DNA replication and
septum formation. Such disruptive events can cause perturbations of metabolic homeostasis and
balanced growth, forcing a change in the growth rate of cells. Here we studied the growth rate
of single B. subtilis cells as function of their cell cycle, at three different growth conditions. We
found that, under conditions of balanced growth, the growth profiles of single cells show systematic
deviations from exponential growth that depend on growth conditions, cell-cycle progression and cell
size at birth. Constitutive gene expression changed in synchrony with the instantaneous growth rate
of cells, resulting in homeostatic expression levels throughout the cell cycle. Growth rate as function
of the time-to-division indicates a biphasic pattern of cell growth. The second phase of growth
initiates at a fairly constant time before cell division, suggesting the existence of a ‘checkpoint’ after
which cell growth changes qualitatively and similarly across cells, for instance due to initiation of
DNA replication or septum formation.
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Introduction

Bacterial growth is an autocatalytic process in which a cell duplicates its molecular content to form
two new, viable cells through cell division. The biochemical reactions that underlie growth are
inherently stochastic and result in cell-to-cell variability in populations of isogenic cells, even under
constant growth conditions146,49. Despite the inevitable randomness of these molecular reactions,
bacterial populations are able to maintain time-invariant, condition-dependent distributions of
cell size, generation time and macromolecular composition216,52,149. How bacteria achieve the
homeostatic state required for ‘balanced growth’ has been the subject of decades of microbial
studies, both on the level of the population174 and on the level of single cells34,195,29,215,66,184.
With recent technological advances it is now feasible to study the cell cycle of thousands of
individual cells simultaneously, at high temporal resolution216. This has facilitated the discovery of
phenomenological principles of cell size control195,29 and their underlying mechanisms215,66,184.

An implicit assumption of most recent studies is that growth of a single cell throughout the cell cycle
proceeds exponentially at a fixed rate (box 1). While this approximation can easily be motivated by
first principles that allude to the autocatalytic nature of bacterial growth90,37, it cannot be ruled out
that the physiological state of a cell may change with cell cycle progression such that cells deviate
from exponential growth. For instance, since the genome occurs in such low copy numbers, its
replication affects gene expression and in a strict sequence the copy number of genes per cell are
increased. As a result, genes that are closer to the origin of replication are temporarily present in
higher copy numbers than genes close to the terminal region of the chromosome, which can have
consequences for gene expression214 and the biosynthetic capacity of a cell, which can causes
changes in growth rate (see187 for a review on gene dosage effects in bacteria). Additionally,
conformational changes of the nucleoid as function of the cell cycle have been observed in bacteria,
which could possibly affect the accessibility of the DNA for transcription regulators217,86. Besides
the effects on gene expression, the initiation of genome replication results in the expansion of the
nucleoid volume, which can influence the volume dynamics of a cell (box 1).

Another example of a potentially disruptive event, in addition to DNA replication initiation, which can
temporarily perturb cell homeostasis, is the process of cell wall (and/membrane) constriction prior
to division. While growth of the cell wall in rod-shaped bacteria occurs continuously and uniformly
distributed along the lateral cell wall during cell elongation35, the rate of peptidoglycan (PG) incorpo-
ration accelerates at the constriction site, leading to an increased demand for PG precursors221,220,
possibly requiring and adjust of cellular metabolism to meet this enhanced demand. Cell wall
constriction also necessitates the synthesis of a dedicated set of enzymes, the ‘divisome’, which is
driven by hydrolysis of adenosine- or guanosine-triphosphate (ATP, GTP)3,202. Thus, the cell should
re-allocate its limited resources between processes required for cell division and cell-component
synthesis, which may influence the cellular growth rate. Besides the resource requirements that cell
wall constriction imposes on the cell, in gram-positive bacteria such as B. subtilis, septum formation
is finalised before division133,26, resulting in a temporarily compartmentalised state of the cell prior
to cell separation. All of this can disturb the metabolic homeostatic state of a cell associated with
maintaining a constant growth rate.

Global changes in cell structure, and their temporal ordering during the cell cycle, all have to be
completed before cell division can occur. The associated changes in the physiological state of the
cell beg the question whether growth of an individual cell is at all times proportional to its size or
whether there are distinct growth phases, associated with the onset – passing of checkpoints – and
completion of global changes in cell structure. Early observations have been made that suggest the
existence of such growth phases34,97,26. However, these studies relied on the inference of single
cell growth rates from cell size distributions.

Here we characterise the growth rate dynamics of individual B. subtilis cells with sub-cell-cycle
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resolution, using time-lapse fluorescence microscopy. We report that the during its cell cycle a B.
subtilis cell grows in two phases. The exact values of the growth rate along the cell cycle depends
on growth conditions. What we find across conditions is that cells that are born smaller than average
grow faster than those that are born larger. The onset of the second phase occurs at a particular
time prior to cell division, regardless of cell size, indicating that a global cellular event is initiated
that takes a fixed amount of time, such as DNA replication. Despite large changes in their growth
rate and, thus, in biosynthetic capacity, we find that cells are able to maintain almost perfect protein
concentration homeostasis throughout the cell cycle. We explore scenarios that could underlie the
observed growth patterns and discuss their role in the control of cell size homeostasis.
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Box 1: Limitations of a balanced growth condition for single cells
The aim of this box is to derive i. the conditions for balanced growth, ii. the relation between the specific volume-growth rate
( d lnV

dt
; V , cell volume) and the specific elongation rate ( d ln l

dt
; l, cell length) for rod-shaped cells that grow in length, and iii.

show how sudden initiation of replication can affect a cell’s balanced-growth state.
Balanced growth conditions For single cells to grow balanced, their intracellular state, e.g. of metabolism, must be such
that the cell’s specific growth rate 1

V
dV dt = d lnV

dt
equals a constant denoted by µV . The condition for this state is that all

concentrations in a cell remain constant; since,

c =
number of molecules of a particular species

cell volume
=
n

V
dc

dt
=

1

V

dn

dt
− n

V 2

dV

dt
⇒ 1

n

dn

dt
=

1

V

dV

dt
= µV . (4.1)

Thus, when the specific rate of molecule synthesis and volume are equal then concentrations are constant and will remain
so and define the specific growth rate of a cell. Since, dV

dt
= µV V we obtain V (t) = Vbe

µV t. With Vb as the birth volume
of a cell and the generation time, tg , is defined as Vd

Vb
= eµV tg = 2, with Vd as the division volume, such that tg = ln 2

µV
.

Relation between the specific rate of volume-growth and length-growth The volume of an idealised rod-shaped cell
equals the volume of a sphere, Vcap, plus that of a cylinder with length L, which equals l − 2r, with l as the length of the
cell and r as its radius,

V (t) =
4

3
πr(t)3 + πr(t)2(l − 2r(t)) = πr(t)2l(t)− 2

3
πr(t)3 = πr(t)2l(t)− 1

2
Vcap(t) (4.2)

We illustrate this relationship in figure 4.1a. When we assume that the cell’s volume grows by length growth 36 then r(t)
becomes a constant r and

µV (t) =
1

V (t)

dV

dt
=

l(t)

V (t)

∂V (t)

∂l(t)

1

l(t)

dl

dt
=

l(t)

V (t)

∂V (t)

∂l(t)
µl =

πr2l(t)

πr2l(t)− 1
2
Vcap

µl(t) (4.3)

Thus when µV is constant during balanced growth µl is not; since,

µl(t) =
πr2l(t)− 1

2
Vcap

πr2l(t)
µV =

(
1−

2
3
πr3

πr2l(t)

)
µV =

(
1− 2r

3l(t)

)
µV (4.4)

From equation 4.2 we can obtain l(t) in terms of V (t), for V (t) we can substitute V (t) = Vbe
µV t and Vb = πr2lb − 1

2
Vcap,

which gives for l(t) and µl(t),

l(t) = eµV t
(
lb −

2

3
r

)
+

2

3
r (4.5)

µl(t) =
1

l

dl

dt
= µV

(
eµV t(lb − 2

3
r)

eµV t(lb − 2
3
r) + 2

3
r

)
⇒ µl(t)

µV
=

(
eµV t(1− 2

3
r
lb
)

eµV t(1− 2
3
r
lb
) + 2

3
r
lb

)
for 0 ≤ t ≤ ln 2

µV
. (4.6)

Note that lb ≥ 2r such that 0 ≤ r
lb
≤ 1

2
. This last equation indicates that µl 6= µV under conditions of balanced growth

when µV is fixed. Analysis of this equation indicates that µl as function of t/tg is a rising function with no evidence of a
rate change point (figure 4.1b). Below we will report experimental data that does indicate a rate change point, the results of
figure 4.1b therefore indicate that a rate change point is not due to the measurement of cell length instead of cell volume,
but rather due to a disturbance in the balanced growth rate of the cell.
Effect of replication of DNA on the growth rate of a cell can cause the emergence of a rate change point When we
assume that after 55% of cell cycle progression a cell starts to grow an additional volume, say the nucleoid, then the volume
dynamics of the cell equals,

dVc
dt

= µcVc (4.7)

dVn
dt

=


0 0 ≤ t ≤ trate change

k

(
1− e−

t− 3
5

ln 2
µV
τ

)
t > trate change

(4.8)

Vc(0) = Vc,0 (4.9)

Vn(0) = Vn,0, (4.10)

with Vc as cytosolic volume and Vn as nuclear volume, such that V = Vc + Vn. We added an expansion time τ for the
nucleoid to account for slow structural changes and make the relation between the growth rate of the cell and cell-cycle
progression time continuous. This system of equations can be solved and gives rise to a specific volume-growth rate (equal
to 1

V
dV
dt

= 1
Vc+Vn

(
dVc
dt

+ dVn
dt

)
) profile as function of a cell’s cell cycle as shown in figure 4.1c. Note that a rate change

point emerges. Below we also report measurements that give similar profiles, suggesting the existence of a sudden rate
change point due to, for instance, initiation of replication or any other global disruptive event (some are discussed in the
introduction).
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Figure 4.1: Mathematics of single cell growth. a. Schematic to illustrate the geometry of a rod-shaped bacterial cell
that we use in box 1 to derive the relation between µV and µl. b. Variation of the specific length-growth rate of a perfect
rod-shaped cell, growing only in length, as function of its cell cycle progression, during conditions of balanced growth. c.
Profile of the specific growth rate of a cell if, after 55% of cell cycle progression, the volume-growth rate changes suddenly
due to the addition of a zeroth order growth process, e.g. due to DNA replication. For details, see box 1.

Results

Table 4.1: Notations

Notation Description Units

a cell age, time elapsed since birth of a cell h

L Length of a cell µm

ER|a Instantaneous elongation rate, dL
dt

, of a cell at age a µm h−1

〈ER|a〉 Average instantaneous elongation rate, dL
dt

, over all cells of age a µm h−1

sER|a Specific instantaneous elongation rate, 1
L
dL
dt

, of a cell at age a h−1

〈sER|a〉 Average specific instantaneous elongation rate, 1
L
dL
dt

, over all cells of age a h−1

sER sER averaged over the cell cycle of a single cell h−1

〈sER〉 mean sER of the population h−1

T generation time h

α Normalised cell age, a
T

, of a cell 0-1

Lb Birth length of a cell µm

Ld Division length of a cell µm

〈x|α〉 x conditioned on α averaged over the population [x ]

〈x|Lb, α〉 x subsetted by Lb, conditioned on α averaged over the Lb subset [x ]

Fluorescence (f) (per cell) Sum of all pixel fluorescence intensities inside a cell AU

Fluorescence concentration Average pixel fluorescence intensity f
Npixels

inside a cell AU

Experimental approach

We used time-lapse fluorescence microscopy to monitor the growth and fluorescent reporter
protein expression by individual Bacillus subtilis cells while they are growing on agar pads, under
conditions of balanced growth. We considered three growth rates, which we varied by changing
the carbon source. As carbon sources we considered arabinose, glucose and glucose plus four
amino acids (methionine, histidine, glutamate and tryptophan). The population growth rates were
0.37 h−1, 0.65 h−1, 0.80 h−1, with average interdivision times of 104 min, 62 min and 51 min,
respectively. Throughout the text, we will refer to these conditions as slow, intermediate and fast
growth, respectively. Distributions of birth length and division length were time-invariant over several
generations, confirming balanced growth of the cell population (figure S1).
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We determined the length of each cell with a certain age (a) and calculated the instantaneous
absolute elongation rate (ER|a, [µm h−1]) and the instantaneous specific elongation rate (sER|a,
[h−1]) for all cells for which we observed a complete cell cycle (i.e. observed birth and division).
Length was used to characterise growth, because it is directly obtained from the recorded movies
of cell growth and did not require any additional assumptions. We confirmed that the cell width
remained relatively constant throughout the cell cycle (figure S2). The terms cell size and cell length
will be used interchangeably hereafter. We note that the specific growth rate averaged over all cells
(〈sER〉) was in excellent agreement with the respective population growth rate, for each condition
(figure S3). In table 4.1 a list of notations can be found that we use throughout the text.

In order to reveal systematic changes in elongation rate, such as deviations from exponential growth
– and whether they occur at fixed times during the bacterial cell cycle, i.e. at ‘checkpoints’, we
plot several cell features as function of the normalised cell age, which equals the ratio of a cell’s
current age over its generation time. For each growth condition, we group cells in normalised age
bins (bin size 0.1) and study the correlation of particular growth characteristics of a cell, such as its
instantaneous elongation rate.
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Figure 4.2: Individual cells show systematic deviations from exponential growth along their cell cycle. a.
Average cell length as function of the normalised cell age α at three different growth conditions. Cell growth can be
approximated by exponential growth, but systematic deviations are observed (dotted lines; see box 1 eq. 4.5). b. Absolute
elongation rate (ER) as function of normalised cell age. If length increases exponentially, its time-derivative (ER) is also
expected to increase exponentially (dotted lines; see box 1 eq. 4.5), which is not observed. c. Specific elongation rate
(sER) as function of normalised cell age. If growth is exponential at steady state, sER follows the relation in box 1,
equation 4.6 (dotted lines). For all analyses in these figures, only cells with a complete cell cycle (i.e. both birth and
division observed) were included, totalling N = 2907, 12555, 15939 cells for the population average specific elongation
rate (sER) = 0.80, 0.65, 0.37 h−1, respectively. Standard error bars are smaller than the plot lines. Dotted lines are the
best fits to the respective equation from box 1, with µV as the only unknown parameter.

Individual cells show systematic deviations from exponential growth along their cell
cycle

Figure 4.2 shows the average growth behaviour of single B. subtilis cells growing at three different
population growth rates. As expected, cell length approximately doubles on average during the
cell cycle. Birth, division and average length increase with increasing growth rate (figure 4.2a),
which is in agreement with earlier findings by others184. The increase of a cell’s length with its age
can be approximated by an exponential function (figure 4.2a, cf. equation 4.5 in box 1). However,
when carefully evaluated, this approximation reveals the presence of systematic deviations from
exponential growth along a cell’s cell cycle, indicating that under all three conditions, cells do not
grow at a constant rate. Rather, the instantaneous growth rate shows systematic deviations around
the expected, exponentially increasing value (figure 4.2b, cf. box 1, eq. 4.5).
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Single Bacillus subtilis cells display systematic deviations from exponential growth and biphasic
growth behaviour along their cell cycle

The deviations from exponential growth are smaller at fast growth than at slow growth. At fast
growth, the instantaneous elongation rate increases monotonically with cell age, but not in an
exponential manner as is expected for exponential growth (figure 4.2b). At intermediate and slow
growth, the elongation rate is constant or even slightly decreasing during the first half of the cell
cycle (figure 4.2b), while it increases faster than expected from the population growth rate during
the second half of the cell cycle (figure 4.2b, cf. box 1, eq. 4.5). In line with this observation, the
specific elongation rate displays large systematic deviations from the expected value (the dotted
line in figure 4.2c) of up to ±20% during the cell cycle (figure 4.2c).

We conclude that the average instantaneous growth rate displays systematic deviations from
exponential growth. Thus, cells do not display a constant growth rate during their cell cycle. The
observed growth-rate-vs-cell age dependency (figure 4.2b) suggests the existence of two distinct
growth phases in B. subtilis: a first growth phase characterised by a nearly constant elongation rate
and a second growth phase characterised by increasing elongation rate. Since balanced growth is
inherently related to metabolic homeostasis (see box 1) we can conclude that cells do not maintain a
balanced metabolism during their cell cycle, and that metabolic homeostasis is perturbed upon cell
birth and later in the cell cycle, for instance because of the start of replication or septum formation.
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Figure 4.3: Systematic deviations of single-cell growth rates correlate with birth size and time-to-division. a.
Average length profiles of cells as function of time, classified according to birth length classes (growth is on glucose).
The frequency distributions along the y-axis show the length distributions at birth (left bottom) and division (left top).
Interdivision-time distributions of the individual birth length classes are shown on the x-axis. Horizontal and vertical
dashed lines indicate the mean division length and interdivision time of each birth length class, respectively. b. Specific
elongation rate of different birth length classes as function of cell age for fast (top), intermediate (middle) and slow (bottom)
growth. The legends indicate the mean birth length of the respective birth length class. The dashed line is the specific
elongation rate according to equation 4.6 and the same as in figure 4.2a. Note that the mean 〈sER|Lb, α〉 for the different
birth length classes was the same as the population average, 〈sER〉. c.-e. Absolute elongation rate as function of the
normalised cell age (c.), current cell length (d.) and time to division (e.). The grey area indicates the first growth phase,
with transition to the second phase at 41, 31 and 38 minutes prior to division at slow, intermediate and fast growth,
respectively. The number of cells per birth length class: N = 3188, 2511, 582 for slow, intermediate and fast growth,
respectively.
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Systematic deviations of single cell growth rates from exponential growth correlate
with birth size and time-to-division

To better understand the systematic deviations from exponential growth, we classified cells accord-
ing to their birth length (we made 5 such classes, i.e. ‘bins’) and studied how the growth rate of those
cell classes varied along their cell cycles. Each class contains 20% of all cells for which complete
cell cycles (birth and division) were observed (figure 4.3a, left marginal distribution). Comparison of
figures 4.2a, 4.3a and 4.3b indicates the cells of each birth-size class display systematic deviations
from exponential growth. Figure 4.3a shows the frequency distributions of birth and division length,
coloured according to the different classes. While the birth length distributions are separated at
birth, their division length distributions overlap, indicating a compensating mechanism for cell size
homeostasis. Cells that are born larger than average, have on average a shorter generation time
(figure 4.3a, distributions on x-axis) and a slightly higher average growth rate (table in figure 4.3a).

Figure 4.3b and c indicate that the exact deviations that cells show from exponential growth along
their cell cycle are dependent on birth size. Cells that are born comparatively small deviate most
from exponential growth (figure 4.3b). Under all conditions, the progression of the elongation rate
along the cell cycle displays a biphasic growth pattern. The duration of the first, sub-exponential
growth phase is longer in small cells (figure 4.3b and c). An exception to the biphasic growth pattern
is observed only for cells that were born larger than average in the fast growth condition (top fig-
ure in figure 4.3c, yellow lines). The elongation rate of these cells increases throughout the cell cycle.

To understand whether the differences in the duration of the growth phases are related to cell
length, we plot the elongation rate as function of cell length (figure 4.3d). These curves deviate
from the expected exponential curve and the effect of birth size is greatest at the slow-growth
condition. The overall curvature is very similar across the three growth conditions: it is biphasic,
first the elongation rate is fairly constant while it rises in the second phase. Not that the lengths
at which the growth rate rises is dependent on the growth condition, but is always larger than≈ 3 µm.

In figure 4.3e we plot the average elongation rate of cells in the five different birth-size classes as
function of the time to division. We find that elongation rate increases at a constant time before cell
division under all conditions, independent of birth length (figure 4.3e). The exact time at which the
growth phase transition occurs depends on the growth condition (figure 4.3e). By fitting a piecewise
function to the data (see Methods), we estimated the point of growth-phase transition at slow,
intermediate and fast growth to be 43, 31 and 38 minutes prior to division, respectively (figure 4.3e,
grey area).

We conclude that the growth rate of cells as function of the cell cycle is not exponential, it is biphasic
and birth-size dependent. For a specific growth condition, cells start the second phase of growth at
a similar time before the cell division, regardless of their birth size.

Cells achieve protein concentration homeostasis by compensating for protein dilu-
tion disturbances due to growth rate variation

Protein concentration is influenced by the growth rate of a cell and the translation rate89,180,139.
That cells display a biphasic growth-rate pattern raises the question whether a single cell can
maintain protein concentration homeostasis throughout its cell cycle. We therefore integrated the
coding sequence of a fluorescent protein (GFP) under the control of an inducible promoter into the
genome of B. subtilis and expressed it constitutively (for details see139). We used this construct
to investigate how the systematic variation in growth rate influences constitutive gene expression
throughout the cell cycle. Furthermore, the rate of fluorescent protein production per cell length can
yield information about the state of the protein synthesis machinery of the cell.
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Single Bacillus subtilis cells display systematic deviations from exponential growth and biphasic
growth behaviour along their cell cycle
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Figure 4.4: Constitutive protein expression on the level of the population and single cells. a. Absolute fluores-
cence as function of cell length at fully induced protein expression. b. Fluorescence concentration as function of cell
length. Fluorescence concentration is almost independent of cell length and decreases with increasing population growth
rate. c. Absolute fluorescence as function of the cell cycle increases similarly to cell length (cf. figure 4.2a), with larger
cells containing more protein. The dotted line is obtained by rearranging equation 4.1. d. Fluorescence concentration
stays approximately constant over the whole cell cycle, showing only a slight increase between age 0.5 - 0.7. Cells in-
cluded for the analysis N = 4244, 1776, 580 for slow, intermediate and fast growth, respectively. Dotted lines indicate the
mean fluorescence concentration.

Figure 4.4a indicates that the mean protein expression per cell (not the concentration) increases
with mean cell size, which is larger at higher growth rates, as is expected for constitutive expression.
This is in agreement with what we found earlier with this construct, using flow cytometry139. The
mean fluorescence per cell increases with cell length, resulting in an approximately constant
protein concentration (figure 4.4b). There exists a weak negative correlation between cell size and
protein concentration, which is largest at slow growth (Pearson correlation coefficients: ρslow=-0.23,
ρintermediate=-0.14, ρfast=-0.13 ). The population average protein concentration is condition
dependent, showing a decrease with increasing growth rate (figure 4.4b). This is in line with the
expectations and indicates the effect of protein dilution by growth71,89,139.

When evaluated as function of cell-cycle progression, cellular protein abundance increases with
the normalised age, showing only minor deviations from the expected, exponential increase (figure
4.4c, cf. figure 4.2a). The protein concentration therefore stays approximately constant during the
entire cell cycle, except for a slight increase close the middle of the cell cycle (figure 4.4d) at the
low growth rate condition. The stability of protein concentration throughout the cell cycle is quite
remarkable, as it indicates that the variations in growth rate during the cell cycle only have a slight
effect on protein concentration homeostasis inside the cell.

To gain further insight into the protein expression along the cell cycle, we considered temporal
protein expression in single cells to elucidate how they maintain fairly constant expression levels.
Analogous to the growth analysis in figure 4.3, we grouped cells according to their birth length. Due
to the smaller sample size (see Methods for details) we reduced the number of birth length classes
to three, with each class representing a third of the cells per condition (see Methods for details).
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Figure 4.5: Protein expression dynamics buffer growth rate effects independent of birth size. Fluorescence
concentration (a.) fluorescence production rate (b.) relative rate of change in fluorescence concentration (c.) and protein
capacity (d.) as function of time to division. The grey area corresponds to the first growth phase, as shown in figure 4.3e.
a. Concentration homeostasis is maintained throughout the cell cycle and cells that are born small maintain a higher than
average expression level. b. Fluorescence production rate increases at a set time to division, similar to elongation rate (cf.
figure 4.3e). c. Fluorescence concentration increases in the first phase and starts to decrease at a set time to division.
d. Protein capacity, i.e. protein produced per length and unit time, decreases up to a set time before division. The mean
birth length of each class is given in the plot legends. The grey area marks the first growth phase and is the same as in
figure 4.3e. Cells per birth length class: N = 1415, 593, 194 ±1 for slow, intermediate and fast growth, respectively. Error
bars indicate the standard error of the mean and are possibly smaller than the symbols.
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The results are shown in figure 4.5. Under all conditions, expression levels were approximately
constant and cells that were born small maintained the highest expression concentration throughout
the cell cycle (figure 4.5a). The differences to the mean expression level range from ≈ 2% at
fast growth to ≈ 5% at slow growth. Which is considerably lower than the variation in growth rate
(〈sER〉p±8-20%) that we observed as function of the cell cycle (figure 4.2c).

We determined the fluorescence production rate by calculating the differences in fluorescence per
cell over time along the cell cycle (see Methods for details). Fluorescence production rate is slightly
higher in large cells than in small cells (figure 4.5b). At conditions of slow and intermediate growth,
we find that the production rate is initially constant and increases at a characteristic time before
division, in synchrony with elongation rate (figure 4.5b, cf. figure 4.3e). At the fast growth condition,
we see a steady increase in protein production, which is in agreement with the elongation rate
dynamics in figure 4.3e. Thus, the rate of protein expression mirrors that of cell elongation.

These findings indicate that cells buffer the sudden increase in elongation rate by a concomitant
increase in protein production to maintain a fixed protein concentration. However, the cells are
unable to fully compensate for the effects of protein dilution by growth. This becomes clear when
we inspect the relative change in fluorescence concentration per unit time (figure 4.5c). In the
first growth phase, protein accumulates, as can be seen from the positive values in figure 4.5c.
Upon the onset of the second growth phase at the characteristic time before division, fluorescence
concentration starts to decrease, as the relative rate of change becomes negative. The resulting
changes in fluorescence concentration are between± 2-5% of the mean, depending on growth rate,
with a maximal concentration at the transition point between the two growth phases (figure 4.5a, cf.
also figure S4). It is also noteworthy that the relative rate of change in fluorescence concentration is
almost independent of birth length.

Figures 4.5a-c illustrate the consequences of the biphasic growth patterns on the expression levels
of a constitutive gene. A different way to interpret the data is to evaluate them in the context of
protein produced per unit length per time. We call this measure the ‘protein capacity’ of the cell
(figure 4.5d). The protein capacity can provide insights into the amount of protein a cell can produce
per unit length, which is a proxy for the state of the protein synthesis machinery of the cell.

In figure 4.5d the protein capacity is plotted against time-to-division for the different growth
conditions. Under all conditions, protein capacity is independent of birth length, indicating that
the capacity to synthesise protein is independent of cell length and is solely set by the nutrient
conditions. In agreement with earlier findings, we find that protein capacity increases with growth
rate180,44 (figure S4). At fast growth, protein capacity stays nearly constant over the whole cell cycle
(figure 4.5d). The protein capacity at slow and intermediate growth shows biphasic behaviour, with
an initial decrease and a minimum at the characteristic time to division, as indicated by the grey
area in figure 4.5d. At slow and intermediate growth, protein capacity mirrors specific elongation
rate (figure 4.3b). This indicates that the ability of a cell to synthesise protein changes in synchrony
with the cell elongation rate throughout the cell cycle.

Discussion

In this paper we identify distinct growth phases in the cell cycle of B. subtilis under conditions
of balanced growth. While population growth and single-cell endpoint measurements follow the
classical growth law28,174, monitoring growth of single cells with high temporal resolution revealed
deviations from exponential growth. We found two distinct growth stages. The first phase is
characterised by a constant elongation rate and a variable duration that depends on the birth length
of a cell. The onset of the second phase occurs at a fixed time before division, independent of birth
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length, and is characterised by an increase of elongation rate as cell length increases.

Despite the large changes in growth rate, we observed that cells can maintain protein-concentration
homeostasis throughout the cell cycle by adapting their protein synthesis. These findings challenge
the dogma that single cell growth is exponential with a rate that is set solely by the growth conditions.

Here we will discuss the implications of the observed growth and expression patterns for cell size
homeostasis and explore scenarios that could underlie these systematic deviations from exponential
growth.

Implications for cell size homeostasis

In our data, cells that are born smaller than average have a generation time that is above average,
in line with previous observations for other bacterial species145,29,195(figure S5). Here we found
that this results from a prolonged first growth phase, as the duration of the second growth phase is
independent of birth length (figure 4.3). Conversely, large cells that have a generation time shorter
than the duration of the second phase do not exhibit biphasic growth at all. Additionally, small cells
add more length before division215 (figure S5). This suggests that the biphasic growth plays a role in
the coordination of biomass production with cell cycle progression to ensure cell size homeostasis.
The relatively narrow window of cell lengths at which the onset of the second growth phase occurs
(figure 4.3d), suggests that reaching a certain size is a prerequisite for the transition between growth
phases, which is in agreement with recent experiments by others184,215. The variable duration of
the first growth phase allows cells that were born small to ‘catch up’ in size. This indicates that cells
behave as ‘sizers’ during the first growth phase. Whether cells actually ‘aim’ for a certain size, or
whether this is merely a consequence of a different mechanism, such as reported in Si et al.184,
cannot directly be concluded from our data. In the second growth phase, growth is proportional to
length and proceeds for a fixed time interval, resulting in an ‘adder’-like behaviour29,195. This would
also explain, why cells at slow growth rather exhibit ‘sizer’-like behaviour, whereas cells at fast
growth exhibit ‘adder’-like behaviour215,195. Small cells, which have a comparably long generation
time, spend a much larger fraction of their life in the first growth phase (‘sizer’), whereas large cells
with a shorter generation time exist mostly, or even completely, in the second growth phase (‘adder’).
Interestingly, we found that, within a condition, cells of different birth lengths (which correlate with
generation time) show no marked difference in their average specific elongation rate. This suggests
that, at the level of single cells, specific elongation rate is not the determining factor for biphasic
growth. It is rather related to cell size at birth and generation time. From these observations one
could argue that cells that are born larger are also born ‘older’, which suggests a close coupling of
cell cycle progression and cell size. In the following section we will speculate on the possible origins
of these phenomenological descriptions, which we will derive from previous studies and augment
with the protein expression data that we generated.

Cell cycle events that could cause disruption of the metabolic state of a cell and
result in biphasic growth

We observed that despite growth rate fluctuations, cells are able to maintain a remarkably stable
expression level of a constitutively expressed gene (figure 4.5). Our data suggest that this is
achieved by a compensating change of protein synthesis with growth. The increase in gene
expression at a set time to division could be an indication for a gene duplication event214. The GFP
is situated at ≈ 28◦ on the genome in the amyE locus. However, the increase in GFP-production
and acceleration of growth rate occur simultaneously. The ribosomal genes that would be the main
suspect for the accelerated growth rate are mostly situated closer to the oriC 99. From this, one
would expect the increase in elongation rate to occur before the increase in GFP production, so
we can likely rule out gene dosage effects as the sole reason for the biphasic growth. However,
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Figure 4.6: Cell cycle events that could cause disruption of the metabolic state of a cell and result in biphasic
growth. a. Initiation of DNA replication and subsequent nucleoid expansion results in an increase in growth rate. b.
Septum formation and cell separation in conjunction with pole bulging as origin of the growth rate increase.

even under conditions that are similar to the slow growth condition tested here, B. subtilis cells
are born partially diploid, with more than 50% of their chromosome replicated, which means
that DNA replication is initiated in the previous generation before cell separation occurs217.
Subsequent to replication initiation, the nucleoid volume expands until replication is completed.
Nucleoid expansion could offer a mechanistic explanation for the change in growth rate that we
describe as ‘biphasic growth’ (figure 4.6a, box1). At fast growth, there may be multiple overlapping
rounds of replication, resulting in the absence of the first growth phase38 (figure 4.6a). A pivotal
question is whether cells that are born larger progressed further through the cell cycle before
division, i.e. have a partial chromosome that is closer to completion. Previous measurements sug-
gest that this is the case72,183. However, we are not aware of any publication that directly shows this.

Alternatively, or in addition, the dynamic changes in protein capacity could be the result of a
coordinated resource reallocation towards the synthesis of other macromolecules, such as DNA
and cell wall precursors. Especially the latter lends itself as a possible candidate. In the second
growth phase, we observe accelerated growth that could be due to length extension as a result
of an increased cell wall synthesis (figure 4.6b). This could explain the slow increase in protein
capacity in comparison with length growth and the resulting decrease in protein concentration: The
smaller a cell is, the closer its shape resembles a sphere. As a consequence, the ratio of surface
area to volume increases, meaning that the cell wall constitutes a larger fraction of the total biomass
in smaller cells, resulting in a larger fraction of resources that has to be dedicated to cell wall
synthesis. It was shown that cell wall thickness and strain on the cell wall in B. subtilis are constant
across conditions127, which supports the idea that the relative burden of cell wall synthesis is larger
on small (and slower growing) cells.

The synthesis of the cell wall is thought to be a continuous process that occurs uniformly along
the longitudinal axes of the cell35,90. This implies that the synthesis of the external cell wall is
unlikely to cause the biphasic growth pattern. However, B. subtilis forms a septum well before cell
division26. This could also offer an explanation for the biphasic growth pattern, and the fixed time
before division where the minimal elongation rate and protein capacity is reached: when septum
formation is initiated after nucleoid segregation, the Z-ring forms and constricts at the division site,
closely followed by peptidoglycan (PG) synthases3,20 (figure 4.6b). This process requires energy,
i.e. guanosine-triphosphate (GTP), which is also required for the initiation of ribosomal synthesis
and thus directly related to the protein capacity96. This may result in a reduction of the protein
capacity of the cell at a characteristic time before division. Furthermore, through the septal cell
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wall synthesis, PG is sequestered towards the septal site220. Upon completion of the septum,
‘normal’ longitudinal growth resumes and more resources are available for protein synthesis, which
is indicated by an increase in the protein capacity. Subsequently, the PG-layer that connects the
new poles is hydrolysed. The hydrolysis of the connecting tissue together with the positive turgor
pressure inside the cell leads to bulging of the new poles, which ‘pushes’ apart the newborn cells91,
leading to a perceived increase in length growth, i.e. the second growth phase (figure 4.6b).

The hypothesis that septum synthesis and pole formation are responsible for the increase in growth
rate is supported by the relatively fixed time of the onset of the second growth phase: it was recently
shown, that cell wall constriction time is growth rate independent20. Furthermore, since cell width
does not change within conditions and hardly across conditions (figure S2 and S7), the septum area
is fixed too. The consequences of this are twofold: 1.) cells have to synthesise the same amount
of cell wall at the septal site, regardless of birth size and condition, resulting in a relatively larger
resource requirement and thus stronger deviation from exponential growth in smaller cells. And 2.)
the area which can be attacked by hydrolases to separate the newborn cells is roughly equal, and
independent of birth size or condition, resulting in a constant time from completion of the septum to
cell division183. At fast growth, the generation time can be shorter than the time that is required for
septum formation and cell separation, meaning that septum formation gets initiated in the previous
generation and we do not see the first growth phase at all (figure 4.6b).

Septum formation as the ‘checkpoint’ at which phase transition occurs is also supported by the
relation between length and elongation rate. The size that is reached in the first phase, even by
the smallest cells, is around 2.5 to 3 µm. The length of a single chromosome nucleoid has been
determined to be 1.5 ± 0.25 µm in B. subtilis 183. Cells that grow faster than the time that is
required for DNA replication (C-period) and the time between replication termination and division
(D-period) contain multiple partially replicated chromosomes, resulting in a larger nucleoid. Thus,
septum formation can only occur at a length that is large enough to accommodate two nucleoids,
whose size will depend on the generation time of the cell. This suggests that nucleoid separation
and septum formation mark the transition between the two growth phases. Ultimately, cell cycle
progression is concerted around DNA replication26,38,215.

The constant elongation rate in the first growth phase implies that cell growth is linear during this
period. Linear growth in an autocatalytic system indicates a limitation of some sort. In figure 4.5b
we also observed a constant protein production rate, which indicates that protein synthesis is
subject to this constraint as well. The existence of the biphasic expression pattern is independent of
expression strength (figure S4). Again, one can speculate that resource limitation due to allocation
to different processes is the underlying cause: DNA replication or synthesis of the divisome and
PG-precursors in preparation of septum formation would be possible candidates, but also changes
in the surface-area-to-volume ratio might play a role66. The accumulation of excess cell wall
precursors was proposed recently as a mechanism that initiates cell wall constriction66.

Conclusion

In this paper, we provided experimental evidence for the existence of distinct growth phases
during the bacterial cell cycle that are likely a consequence of a mechanism that ensures cell size
homeostasis. These dynamics could only be revealed through single cell measurements with high
temporal resolution, as the population and end point measurements of single cells fulfilled the
criteria for balanced, exponential growth.

We propose mechanisms that consolidate our growth and expression data with previous knowledge
on DNA replication, segregation and cell septation. The validation or falsification of the proposed
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models requires further investigation with simultaneous measurements of cell growth, DNA replica-
tion progression and cell wall synthesis with high temporal resolution.

Although the exact mechanisms of nucleoid segregation and cell division differ, it is reasonable
to expect similar growth dynamics in other bacterial species, especially if resource (re)allocation
dynamics lie at the heart of the behaviour we observe. Resource allocation and its management
has in recent years received a lot of attention and has been shown to explain the often complex
relationship between growth, metabolism and other physiological processes, for both prokaryotic
and eukaryotic microbes180,143,13,166, albeit not at a sub-cell-cycle resolution. Here we are left to
speculate, that cell growth generates conditions inside a cell that requires the dynamic management
of resources to ensure protein concentration homeostasis. This results in growth patterns that are
more complex than explained by simply thinking of a cell as an unlimited autocatalytic system.

Moreover, the requirement to coordinate biosynthesis with cell cycle progress, suggests the exis-
tence of ’checkpoints’ that need to be met before a cell can divide, in agreement with recent findings
by other. Lastly, the low copy number of genomic DNA and continuous biosynthesis may cause
temporal imbalances between these two processes that impact cell growth.

75



Balance on many scales: Growth and gene expression in Bacillus subtilis

Methods

Strains and medium composition

For growth experiments, prototrophic Bacillus subtilis strain BSB1138 was revived in a defined mor-
philinopropanesulphonic acid (MOPS) - buffered minimal medium (MM) containing: 40 mM MOPS
(adjusted to pH 7.4), 2 mM potassium phosphate (pH 7.0), 15 mM (NH4)2SO4, and a trace element
solution (final concentrations: 811 µM MgSO4, 80 nM MnCl2, 5 µM FeCl3, 10 nM ZnCl2, 30 nM
CoCl2 and 10 nM CuSO4)160. Tris-Spizizen-salts (TSS) minimal medium composition was as fol-
lowing: 37.4 mM NH4Cl, 1.5 mM K2HPO4, 49.5 mM TRIS, 1mM MgSO4, 0.004% FeCl3 / 0.004%
Na3-citrate*2H2O68 and trace elements as in the MM-medium. For solid TSS medium, 1.5% w/v low
melt agarose was added.
The media were supplemented with different carbon sources to the following final concentrations:
6 mM arabinose, 5 mM glucose and 5 mM glucose with the amino acids methionine, histidine,
glutamate and tryptophan to a final concentration of 1 mM each. We refer to these media as ara-
binose, glucose and glucose + 4 a.a., respectively. From a 1 M stock solution of isopropyl β-D-
1-thiogalactopyranoside (IPTG) an appropriate amount was added to the medium to reach a final
concentration of 50 or 1000 µM.
Escherichia coli strain JM109 (Promega) was used for cloning and amplification of plasmids. For
cloning, E. coli and Bacillus subtilis were grown in LB + 0.5% w/v glucose supplemented with the ap-
propriate antibiotic in the following concentrations: ampicillin, 100 µg/ml; spectinomycin 150 µg/ml.
For LB plates, 1.5% w/v agar were added prior to autoclaving.
Plasmid pDR111-N015-superfolderGFP was constructed by amplifying the coding sequence of
superfolderGFP (sfGFP) by PCR with primers N015 (ggtggtgctagcaggaggtgatccagtatgtctaaaggt-
gaagaactg) and N017 (ggtggtgcatgcttatttgtagagctcatccat), digestion of the product and backbone
pDR111126 (bla amyE’ spcR Phyperspank lacI ’amyE ; kind gift from David Rudner) with NheI and
SphI and subsequent ligation. After transformation of chemocompetent Escherichia coli JM109
(Promega) and plasmid isolation, the identity of pDR111-N015-sfGFP was confirmed by sequencing.
Bacillus subtilis strain B15 (BSB1 spcR Phyper−spank-sfGFP lacI::amyE) was constructed as follow-
ing: pDR111-N015-sfGFP was linearised with SacII, added to a BSB1 culture grown in MM+glucose
until starvation phase, and incubated for one hour before addition of fresh MM and plating on
LB+glucose+spc for selection. Genomic insertion into amyE was confirmed by amylase deficiency,
PCR and sequencing. The amyE locus is situated at ≈ 28◦ on the genome.

Growth experiments

Cells were revived by inoculation directly from single-use 15% glycerol stocks into 50 ml Greiner
tubes with 5 ml MM supplemented with IPTG and grown at 37◦ Celsius and 200 rpm. After 8 to
15 generations, the cultures reached an OD600 between 0.01 and 0.2 and were diluted in 50 ml
Greiner tubes with 5 ml liquid TSS supplemented with IPTG and grown at 37◦ Celsius and 200 rpm
for another 4 to 5 generations. After dilution to an OD600 of 0.01, 2 µl of the culture was transferred
to a 1.5% low melt agarose pad freshly prepared with TSS.
Once seeded with cells, agarose pads were inverted and placed onto a glass bottom microwell dish
(35 mm dish, 14 mm microwell, No. 1.5 coverglass) (Matek, USA), which was sealed with parafilm
and immediately taken to the microscope for time-lapse imaging. Per carbon source, we carried out
5 independent growth experiments: B. subtilis B15 with 0, 50 and 1000 µM IPTG and the parent
strain B. subtilis BSB1 with 0 and 1000 µM IPTG. For each experiment, we monitored growth at 4
different positions on the agar pad. For the analysis of the growth dynamics, we combined the data
from all 5 independent experiments per carbon source, as we did not detect significant differences
in the specific elongation rates, length at birth and length at division between strains and conditions
(figure S8). The analysis of protein expression was carried out on the data sets of B. subtilis B15 at
full induction (1000 µM IPTG).
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Microscopy and data analysis

Imaging was performed with a Nikon Ti-E inverted microscope (Nikon, Japan) equipped with
100X oil objective (Nikon, CFI Plan Apo ? NA 1.45 WD 0.13), Zyla 5.5 sCmos camera (Andor,
UK), brightfield LED light source (CoolLED pE-100), fluorescence LED light source (Lumencor,
SOLA light engine), GFP filter set (Nikon Epi-Fl Filter Cube GFP-B), computer controlled shutters,
automated stage and incubation chamber for temperature control. Temperature was set to 37◦C
at least three hours prior to starting an experiment. Nikon NIS-Elements AR software was used to
control the microscope. Brightfield images (80 ms exposure time at 3.2% power) were acquired
every minute for 8-15 hours. GFP fluorescence images (1 second exposure at 25% power) were
acquired every 10 min. Time-lapse data were processed with custom MATLAB functions developed
within our group. Briefly, an automated pipeline segmented every image, identifying individual cells
and calculating their spatial features. Cells were assigned unique identifiers and were tracked in
time, allowing for the calculation of time-dependent properties including cell ages, cell sizes (areas
and lengths), elongation rates and generation times. In addition, the genealogy of every cell was
recorded. The fluorescence values that we report here are the sum of all pixel intensities in the
area of a cell contour. As a measure for fluorescence concentration we calculated the average pixel
intensity in a fixed area in the centre of the cell. The output from the MATLAB pipeline was further
analysed with MATHEMATICA, version 10 (Wolfram Research, Champaign, IL, USA), using custom
scripts.

Calculation of instantaneous rates

Instantaneous (specific) elongation rate was calculated using a sliding-window approach. Briefly,
a window of a given size (5, 10 or 15 minutes for fast, intermediate and slow growth, respectively)
was moved along the time series of length measurements for each cell and the difference or Log-
difference of the first and last data point of the window was calculated as elongation rate or specific
elongation rate, respectively. This resulted in a time-series of instantaneous (specific) elongation
rates for each cell. The average of each of these time-series per cell is reported as 〈ER〉 or 〈sER〉.
Protein production rate was calculated similarly with a window size of 10 minutes, i.e. every time
point where fluorescence was recorded, under all conditions. Protein capacity was obtained by
normalising the protein production rate by cell length.

Binning by cell age

We binned time series data of all cells into 10 age bins of width 0.1 each. To avoid sampling bias
resulting from varying interdivision times (IDT), i.e. overrepresentation of cells with long IDT per age
bin due to fixed imaging intervals, we first binned the time series of individual cells into 10 age bins
and averaged over each bin, before binning the data over the whole population/ birth length class.

Estimation of the growth phase transition prior to division

We estimated the time-to-division at which the elongation rate increases (figure 4.3e) by fitting a
piecewise function to the data, using Wolfram MATHEMATICA’s FindFit function. The piecewise
function that we used describes the elongation rate as function of time-to-division and assumes that
elongation rate is constant initially (a) and increases exponentially at a certain time-to-division (tD):{

a t < tD

aEm(t−tD) t ≥ tD

The function was fitted to the ensemble of data points from each birth length class, yielding 5 fits per
growth condition.
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Correction for fluorescence drift over the time course of an experiment

To correct for an increase of background fluorescence that occurred over the time course of an ex-
periment, we normalised the fluorescence values of each experiment by estimating the background
fluorescence over time (for an example see figure S9). For this, per position, we defined 2 regions
where no cell growth occurred and measured the evolution of fluorescence over the duration of the
experiment. Using MATLAB, we fitted a polynomial to the rescaled background fluorescence and
normalised the fluorescence values of all cells by the fitted function.
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Figure S1: Distributions of birth length and division length are stable for several generations, indicating bal-
anced population growth. Each distribution represents a third of all cells from the period of balanced growth (cf. figure
S3). The legend indicates the time frame in which cells from the respective distribution were born.
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Figure S2: Average cell width changes by less than 2% throughout the cell cycle. Standard error bars are smaller
than plot markers.
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Balance on many scales: Growth and gene expression in Bacillus subtilis
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Population growth rate 0.78 h-1

R2=0.999793
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Population growth rate 0.8 h-1

R2=0.999426
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Figure S3: Comparison between single cell average 〈sER〉 and population growth rate as measured by the
length increase of the whole population. The dashed line is a linear fit to the log-transformed total cell length of the
population, the slope of which yields the specific growth rate. We define the region of exponential growth by an R2-cutoff
(R2 ≥ 0.995) of the fit to the log-transformed data (grey area). In all analyses in the main text, we only use cells that were
born within the grey area.
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Figure S4: Normalised fluorescence concentration at induction with 1000 µM (a., as in the main text) and 50 µM
(b.) IPTG. c. Protein capacity increases with specific elongation rate. This indicates a scaling with the translational
machinery 180.
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Single Bacillus subtilis cells display systematic deviations from exponential growth and biphasic
growth behaviour along their cell cycle

a

c

b

d

Figure S5: Correlations related to cell size homeostasis. a. Specific elongation rate is independent of birth length.
b. The amount a cell grows before division is negatively correlated with birth length, i.e. smaller cells grow more. c.
Interdivision time decreases with increasing birth length. d. Interdivision time and specific elongation rate are hardly
correlated. The symbols represent the birth length classes from figures 4.3 and 4.5.
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Figure S6: Expression strength does not influence expression dynamics. Same as figure 4.5, but with 50 µM
IPTG added to the growth medium, instead of 1000 µM IPTG.
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Single Bacillus subtilis cells display systematic deviations from exponential growth and biphasic
growth behaviour along their cell cycle
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Figure S7: Average cell width of different birth length classes changes by ≤ 3% along the cell cycle.
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Figure S8: Distributions of specific elongation rate (a.), birth lengths (b.) and division lengths (c.) for all 5 experiments
per carbon source. All 5 experiments per carbon source were combined for the growth analyses in the main text.
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Figure S9: Correction for fluorescence drift. The drift in fluorescence over the course of each experiment was
estimated from an area in the field of view without cell growth (a., b., upper panel, see Methods for details). A polynomial
function was fitted to the rescaled background fluorescence and used to normalise the fluorescence values of all cells (c.,
d.). The example shown here is for B15, grown on arabinose with 1000 µM IPTG added.
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General discussion



Balance on many scales: Growth and gene expression in Bacillus subtilis

Introduction

In this chapter I will discuss some of our findings in the greater context of bacterial growth and gene
expression. Based on current literature, and the results from this thesis, I will identify gaps in our
understanding of bacterial growth and suggest future research directions and potential experiments
to clarify some of these unknowns.

The advantages of studying single microbial cells sampled from a pop-
ulation at balanced growth

In this work we studied growth and gene expression, and their interrelation, in single Bacillus
subtilis cells. All experiments were carried out specifically under conditions of balanced growth. The
concept of balanced growth was introduced already in the 1950s-1970s, as a phenomenological
description of a state of bacterial growth under which the distributions of cellular properties become
time invariant159,28,149. This property makes the state of balanced growth an invaluable tool to study
microbial growth, for several reasons.

From a practical perspective, the state of balanced growth is readily reproducible and it can be
easily confirmed whether a population has reached this state or not. Carrying out experiments
with a microbial population that is in a clearly defined physiological state eliminates many variables
and improves reproducibility of the experimental results. By keeping the environmental conditions
constant, we can focus more on the processes that take place inside a cell. Additionally, time
invariance of the distributions of individual cellular properties immensely simplifies the mathematical
treatment of microbial populations159,149. Another, minor practical advantage is, because the
population properties are time-invariant, the exact time point of sampling from the population is not
critical to the results of an experiment.

From a conceptual perspective, the characteristics of the stationary probability distributions of
cellular properties in a certain constant environment bear a lot of information about the microorgan-
ism that is studied. For one, the shape, mean and variance of a distribution of a certain cellular
property or molecule copy number are closely related to the processes that generate them, in this
particular case growth and gene expression179,153,7,39,172. For instance, the age distribution of a
population of asynchronously growing cells has a characteristic shape, with twice as many newborn
than dividing cells (figure 1.1, top left). But even if we look at cells of the same age, their sizes,
growth rates and molecular contents differ, due to stochastic fluctuations on the molecular and
cellular scale152,177,204. Hence, the distributions of single-cell properties in a microbial population at
balanced growth can be seen as a map of possible states that a single cell of this microorganism
can potentially realise in a certain environment by virtue of its molecular and cellular organisation
and the stochasticity that affects it.

The fact that microbial populations are at all able to achieve homeostasis in virtually any cellular
property indicates the existence of compensating mechanisms that steer cells towards an envi-
ronment dependent average. Without these mechanisms, the state of balanced growth would not
exist. However, little is known about the underlying principles and molecular implementations of
these control mechanisms, even in well studied model organisms such as Escherichia coli and
Bacillus subtilis. These long standing problems have recently been revisited with modern single-cell
measurement techniques, which enable us to confirm previous conjectures and provide a fresh
perspective on unanswered questions.
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Phenomenological principles of microbial growth and what we can
learn from them

How cells achieve the state of balanced growth has been revisited extensively in recent years,
using modern single-cell measurement techniques. These efforts resulted in phenomenological
growth principles that describe how cells are able to maintain size homeostasis under various
conditions5,29,195. Much like the microscopic growth theory by Powell159, Painter & Marr149 and
Richmond & Collins34, such phenomenological principles serve to identify and quantitatively
describe relations between, for instance, the cellular growth rate and cell size184,79. These growth
laws are often applicable to several species, in this specific case to all microorganisms that
divide by binary fission145,29,195,66. However, even the meticulous and quantitative description
of a biological phenomenon does not offer an explanation of the underlying mechanism, whose
molecular implementations might differ between species.

If such laws and principles are merely descriptive, then what can we learn from them? The answer
is, that these phenomenological principles clearly delineate the requirements a mechanism should
meet. This can guide our intuition and help us to ask the right questions that ultimately lead
to a mechanistic understanding, and the identification of the underlying molecular circuitry, of a
phenomenological principle. To use an analogy: solving a jigsaw puzzle is much easier when we
know what the final result is supposed to look like. Knowing the purpose a mechanism is supposed
to achieve makes it easier to imagine the architecture of a mechanism or molecular circuit that could
fulfil this purpose. For instance, observing the cell cycles of thousands of individual cells revealed
that size homeostasis in several bacterial species is achieved by the addition of a roughly fixed cell
length between birth and division, the so called ‘adder’ principle5,29,195. The molecular mechanisms
that underlie this phenomenological principle are not understood, and they might differ between
organisms. The validation of this decade-old ‘adder’ (or ‘incremental’) conjecture211 with modern
single-cell techniques inspired investigations that focus more on the mechanistic basis of cell size
homeostasis in bacteria215,184, again building on previous theory whose validation was limited by
the time’s technology46. The results of these studies suggest that cell size homeostasis is a side
effect of the coordination of cell growth with DNA replication, rather than an active size-adaptation
mechanism to environmental conditions79,6,215. Using mathematical modelling, it was demonstrated
that the proposed mechanism could successfully reproduce deviations from the ‘adder’ behaviour
at slow growth215.

These findings bring us back to an earlier statement: the close relation between the distributions
of single-cell properties and the process that generates these distributions. In order to understand
how a microorganism achieves a state of balanced growth, and why the stationary distributions
of cellular properties might or might not change depending on the environmental conditions, one
needs to ultimately study the process that generates these distributions: the cell cycle of individual
cells. To reflect this change in perspective, one can reformulate the question ‘How does a population
achieve time-invariant size distributions at balanced growth?’ to ‘How does a cell know when to
divide?’.

Studying the growth behaviour of single bacterial cells as function of
their cell cycle

Before a bacterial cell can divide and produce two newborn cells, it has to synthesise all molecular
components that constitute a viable cell. In this process, the average cell doubles its size and mass
and has to provide (at least) one complete copy of the genome per newborn cell. How bacterial
cells ensure this and divide ‘just in time’ is still poorly understood. This reflects our rather limited
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understanding of the bacterial cell cycle. The bacterial cell cycle itself is the amalgamation of
countless, highly dynamic processes, which are also subject to stochastic fluctuations. These
processes need to be coordinated, and stochastic fluctuations compensated, in order for a cell to
grow and successfully divide. As a result, the size and molecular composition of a cell constantly
changes throughout the cell cycle, which has consequences for the metabolic/physiological state of
the cell.

A good indicator for the physiological state of a cell is its growth rate, which is closely tied to the
metabolic state of the cell. Many cellular properties such as the macromolecular composition44,180,
cell size195 and genome copy number38 scale with growth rate. It also has the advantage that it is
readily quantifiable for individual cells in any time-lapse microscopy setup. In order for a single cell
to exhibit balanced growth, its metabolic state must be such that the cell grows exponentially with
a fixed growth rate. The condition for this is that all intracellular concentrations remain constant.
For simplicity, it is often assumed that, when a microbial population exhibits balanced growth, its
individuals are in a balanced state as well215,195. In chapter 4 we have shown that this is not
the case, and that individual cells systematically deviate from the expected growth behaviour.
Thinking about the dynamic nature of the cell cycle and the multitude of processes that have to be
coordinated, this result is not too surprising. Besides the stochastic fluctuations that affect the rates
of biochemical reactions inside the cell, there are also ‘deterministic’ fluctuations throughout the cell
cycle, such as the steady increase of cell size and the number of macromolecules, and transient
events, such as cell division, DNA replication and segregation, or septum formation, that can all
potentially perturb the metabolic homeostasis of a cell. Thus, balanced growth and metabolism
of a single cell are the exception, rather than the rule. Campbell already anticipated this when
he proposed the definition of balanced growth in the 1950s28. Whether a systemic, ‘metabolic
imbalance’ is involved in the coordination of the bacterial cell cycle with cell growth is unknown.
A recent study found that metabolic oscillations play a crucial role in the cell cycle progression of
S. cerevisiae151. And also our results indicate that the systematic changes in the growth rate of
individual cells at a fixed time to division might be involved in the coordination of the bacterial cell
cycle with cell size and protein concentration homeostasis (chapter 4, discussion).

Adjusting its metabolic state might be necessary for a cell to compensate for the dynamic rear-
rangements that it undergoes during its lifetime, both on the molecular and cellular level. Our results
from chapter 4 indicate such adjustments accompanied by systematic growth-rate changes along
the cell cycle. The mechanisms that underlie these systematic deviations from exponential growth
in B. subtilis can not immediately be deduced from our microscopy data. However, the combination
of data on growth and gene expression allow for some ‘educated guesses’.

The emerging picture: global events cause systematic deviations from
exponential growth of single cells and activate compensating mecha-
nisms

In chapter 4 we have identified two distinct growth phases in the cell cycle of B. subtilis. The first
phase is characterised by a constant, or even decreasing, growth rate and a variable duration. In
the second phase, the growth rate starts to increase at a set time to cell division. Despite the large
systematic variations of growth rate, homeostasis in the concentration of a fluorescent reporter
protein is maintained. In this section I will speculate on the identity of events in the bacterial
cell cycle that might cause these deviations from exponential growth, for instance by altering the
metabolic state of the cell. I will extend some of the ideas from chapter 4 and discuss alternative
mechanistic explanations.
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The criteria for an event, or a combination of events, that could potentially cause the systematic
changes of growth rate as function of the cell cycle are:

• It should (on average) occur once in the lifetime of a cell

• It should affect the cell on a global level, in such a way that it increases the cell’s growth rate

• It should be transient and take a fixed amount of time, regardless of the environmental condi-
tions

One process that fulfils these criteria is genome replication. The genome of most bacteria consists
of a single, circular chromosome. Replication gets initiated at a particular locus in the genome (the
origin of replication, oriC) and proceeds bidirectionally down both arms of the chromosome until
the replication forks meet at the terminus. The replication forks proceed at a presumably fixed,
condition independent rate, which results in a constant time for the replication of a chromosome.
The generation times of a bacterium, such as B. subtilis or E. coli, range from hours to minutes,
depending on the environmental conditions. In order to achieve generation times that are shorter
than the replication time of a chromosome, bacterial cells have to timeously initiate replication in
previous generations. This results in multiple ongoing rounds of replication at once38. On the
other hand, when the generation time is longer than the replication time, there are periods in a
cell’s life where DNA replication is absent. In these periods, the cell volume keeps expanding while
the volume that is occupied by the nucleoid remains constant. This leads to an increase of the
nucleoid-free fraction of the cytoplasm. As the nucleoid is not accessible for protein complexes,
such as ribosomes9, the increase in nucleoid-free volume might affect biochemical reaction rates
through effects on molecular crowding88. This might contribute to the dynamic changes of growth
rate and protein capacity.

Upon initiation of DNA replication, the nucleoid volume starts expanding, which again might
cause a change in the ratio of cell volume to nucleoid volume. Additionally, it might lead to an
increase of the rate of cell volume expansion, with a clearly defined rate-change point (RCP) as
our modelling efforts have shown (chapter 4, box 1). After a roughly fixed time that is required
for completion of replication and DNA segregation38,183,215, the cell divides and the cycle starts
anew. At fast growth there are no periods without DNA replication, making the effects of initiation of
another round of DNA replication less pronounced (i.e. the changes are quantitative, not qualitative).

In our data, the RCP under all conditions occurs 30 - 40 minutes before division. The time for DNA
replication in B. subtilis was estimated to be between 45 - 60 minutes, with another 20 - 30 minutes
for the time between termination of replication and septum completion, adding up to a total of 65
- 90 minutes for a single round of replication and segregation133,183. When we consider cell birth
(i.e. separation of sister cells) as the start of the cell cycle, and we maintain the constraint of a
single replication initiation event per cell cycle, then it seems unlikely that replication initiation is
responsible for the systematic changes in growth rate. However, septum formation occurs 20 - 35
minutes before cell separation in B. subtilis, which means that DNA replication and segregation have
to be completed even before that133,26,183. When we redefine cell division (and birth) as the moment
of septum completion, rather than cell separation, then the assumption of replication initiation
contributing to the change in growth rate appears reasonable. DNA replication might then be
already initiated after septum completion, way before cell separation. This redefinition is reasonable
as it marks the time point after which partitioning of cellular resources into the new daughter cells
is concluded. The fact that newly separated B. subtilis cells have a second, partially completed
chromosome even under conditions where the generation time exceeds the time required for
replication and segregation, supports this hypothesis183,217. In addition, cell division is a transient
disruptive event that can introduce intracellular fluctuations and lead to metabolic imbalances, due
to random, uneven partitioning of volume and cellular resources. Growth behaviour that indicates
this was observed for E. coli in our lab (van Heerden et al., unpuplished). These imbalances might

89



Balance on many scales: Growth and gene expression in Bacillus subtilis

occur upon septum completion in B. subtilis and manifest as growth rate changes.

Despite the organisational differences between the two organisms, the famous model by Helmstetter
& Cooper38 for DNA replication in E. coli might be applicable to B. subtilis under the condition that
septum completion is defined as the start of a new cell cycle.

In chapter 4 we discuss in more detail additional factors that might contribute to the dynamic changes
in growth rate. These factors are:

• septum formation itself, as it could require the cell to reallocate resources towards cell wall
synthesis

• hydrolysis of the peptidoglycan bond in order to separate septated cells, which might lead to
bulging of the new poles, ‘pushing’ the cells apart prior to complete separation

Regardless of the mechanistic basis for the change in growth rate along the cell cycle of B.
subtilis, our results indicate that cells do not only modulate their generation time145, but also
adjust their growth rate and metabolic state throughout the cell cycle as a way to compensate for
intracellular fluctuations and to steer them towards an environment dependent, balanced state. The
homeostasis in the expression levels that we observed for a constitutively expressed fluorescent
protein in single cells, as well as the balanced state of the population, supports this conclusion.
What properties a cell monitors in order to trigger such compensation mechanisms, and how it
senses them, remains unknown. Changes in the surface-area to volume ratio, critical cell size or
the ratio of the number of oriC’s to volume sensed by the concentration of an initiator molecule have
all been suggested215,184,46,50. More generally, the changes in growth rate might be a consequence
of a change in the rate limiting step of growth, for instance an altered ratio of cell volume to surface
area66.

Cost and benefit of non-genetic heterogeneity and gene expression
noise in an evolutionary context

In chapter 2 we review current literature on the impact of non-genetic heterogeneity on the ability
to survive in dynamic environments. As we point out in the discussion of that chapter, there are
still many open questions regarding the biological function and evolutionary costs of non-genetic
heterogeneity and molecular noise. To what extent does non-genetic heterogeneity in isogenic
populations fulfil a function or a purpose and to what extent is it merely an inevitable side effect of
molecular reactions? What are the evolutionary and metabolic costs of molecular noise and how
can they be tuned?

Molecular stochasticity is ubiquitous and can have detrimental effects on the life of a microbial
cell, by scrambling signals and reducing the accuracy of responses to environmental cues. In
the most extreme cases, this can lead to maladaption of the cell to its environment with fatal
consequences205. However, there are many examples where molecular stochasticity, and non-
genetic heterogeneity that can arise from it, is harnessed by microorganisms to fulfil a biological
function118,1,140. When evaluating stochasticity in biological systems with respect to a possible
biological function, it is important to consider it in an evolutionary context. In their natural habitat,
most microorganisms experience unpredictable environmental fluctuations, for instance in terms
of temperature, nutrient availability or the occurrence of extinction-threatening conditions. In such
environments, non-genetic heterogeneity can function to diversify the phenotypes in a microbial
population and increase the chances of a genotype to survive sudden environmental changes in the
future10,21,31,175. This can result in the formation of physiologically distinct subpopulations, such as
persister cells, that are able to endure adverse conditions10. The frequency of persister formation
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and the duration of this physiologically distinct state can be evolved, which illustrates the impact of
non-genetic heterogeneity on the fitness of a genotype in dynamic environments55,176,108.

The biological functions of molecular stochasticity and its impact on fitness can also be more
subtle. For instance, it can affect the expression levels of metabolic enzymes across a population
of microbes in order to ‘prepare’ a fraction of the population for sudden shifts between carbon
sources31,137,186. Elevated expression noise is a way to increase gene expression plasticity, i.e. the
responsiveness of expression across changing conditions, but at the same time it decreases ac-
curacy in constant environments106. In unsteady conditions, plasticity might therefore be desirable
and lead to the selection for increased expression noise of certain genes186,222. Counter-intuitively,
random fluctuations in a signal molecule, e.g. a transcription factor, can even enhance signal
transmission by increasing its sensitivity, by covering a wider range155,154,123,80. Transcriptional
regulation can act to both attenuate and increase the expression noise of its target gene24,222.

The examples discussed here illustrate that gene expression noise and non-genetic heterogeneity
can confer a fitness advantage in uncertain, dynamic environments. They can act as rudimentary
sensor systems in new or infrequent environments, where constitutive expression of a dedicated
sensor and transporter system is too costly. Moreover, they are evolvable traits. However, their
impact on fitness is difficult to quantify directly, as their objective and the environmental regimes
under which they evolved are rarely known. These circumstances are further complicated by the
fact that fitness is the result of a multi-parametric optimisation problem, where costs and benefits
are set off against each other. I.e. for a comprehensive evaluation of the costs and benefits of
gene expression noise in a single enzyme under natural conditions, one needs to measure the
costs and benefits in different ‘currencies’, such as response time to environmental changes,
energy requirements, occupation of biosynthetic capacity, accuracy or plasticity. These often involve
trade-offs amongst each other. For instance, accuracy might come at the expense of plasticity.
Alternatively, fitness might be measured in terms of parameters that are themselves the result of
multidimensional inputs, for instance growth rate. However, growth rate is only directly related to
fitness in the specific case where the objective is to produce offspring as fast as possible in order to
outcompete other genotypes.

In contrast to the ‘desirable’ noise that can brace populations for sudden environmental changes,
noise can also be detrimental and costly when the objective is to function robustly in constant
conditions. As discussed in the previous paragraphs, constant growth permissive environments
are likely the exception for most microorganisms in their natural habitat. However, cells are able to
maintain fairly stable intracellular conditions. This is reflected by the relatively low noise levels that
are exhibited by essential genes that form the scaffold of a cell, such as DNA maintenance, amino
acid synthesis or cell division137,186. Accuracy is more important here, as being ‘off’ comes at
immediate costs. Large fluctuations in these genes can have drastic consequences for the integrity
and viability of a cell, thus they likely evolved to minimise expression noise. Noise minimisation can
be achieved by brute force, i.e. high expression levels or long signal integration times, both of which
entail costs (i.e. protein synthesis or reaction time, respectively)107,105,146. Alternatively, negative
feedback regulation can be employed to reduce noise in the expression of a target gene153,39.
This does not totally eliminate noise, but shifts it to a different component of the feedback loop24.
Moreover, the proteins that constitute the loop come at an additional biosynthetic and energetic
cost. The prevalence of such regulatory motifs is proof that these costs are offset by the benefit
of low noise in the target gene. Despite the evolutionary efforts to minimise noise and non-genetic
heterogeneity in certain genes, there are fundamental lower limits of expression noise (‘noise
floors’) that can not be surpassed107,196,105.

Understanding and quantifying the constraints that are imposed on gene expression noise and
non-genetic heterogeneity, and their inherent limits, can help us to not only infer the evolutionary
context in which a molecular circuit evolved7,39. It also is a requirement for targeted manipulation of
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noise under artificial conditions, for example in biotechnological or medical settings. Under these
predictable and often tightly controlled conditions, random fluctuations are often undesirable as they
can reduce accuracy and therefore product yield and treatment efficiency. Due to the difficulties
of quantifying the cost and benefits of noise experimentally, most studies that deal with this topic
are of theoretical nature203,218. Formulating a unifying fitness theory, that provides a theoretical
framework to guide our experimental efforts, is one of the big challenges in this field.

Perspective

The aim of this work was to characterise the interrelation between growth and gene expression,
and the stochastic fluctuations therein, in a quantitative manner. The insights that we gained from
our experimental results can aid our understanding of the complex cellular architecture that keeps
Bacillus subtilis in balance under varying conditions.

We also find that there are still many gaps in our understanding of the bacterial cell cycle and
its coordination with growth, especially from a mechanistic perspective. Most recent studies on
this topic focussed on the gram-negative model bacterium E. coli 184,215. However, our results
indicate that the situation in B. subtilis and related bacteria might be different, despite some
phenomenological similarities.

Further investigations on the level of single cells and tracking of individual molecules will be able to
fill these gaps. In our particular case, simultaneous real-time observation of cell wall synthesis, DNA
replication and nucleoid dynamics, and ideally ribosomal content and activity along the cell cycle
could provide a mechanistic explanation for the growth dynamics which we observe in chapter 4
and the coordination of the cell cycle of B. subtilis in general. Septum formation and DNA replication
dynamics may be tracked in vivo with time-lapse fluorescence microscopy and appropriate mutants
(see Bisson-Filho et al.20, Wang et al.217, Wallden et al.215). Consolidating these measurements
with dynamic growth measurements might serve to further our understanding of the bacterial cell
cycle and its coordination with growth.

Directly quantifying the effects of gene expression noise on fitness might be achieved by an
extensive cost-benefit analysis, similar to the approach by Dekel & Alon43. The experimental design
could be modified to use a promoter library132,222,82 in order to modulate expression noise and
levels of the proteins involved in the utilisation of lactose, lacZ and lacI. Using promoters with
similar averages and different noise levels could be used to quantify the effect of noise on fitness.
Modulating the expression noise of lacZ could give insights about the costs of noise in a metabolic
enzyme, whereas modulating the expression noise of lacI can tell us the effects of noisy regulation
on fitness. Modifying the binding kinetics of lacI, or the number of DNA binding sites are alternative
ways to change the noise in lacI activity. The read-out for fitness will be the cellular growth rate.
Expression levels and noise may be monitored in vivo, using a fusion of the target proteins to
fluorescent protein of different colours. Growth and expression levels/noise may be monitored in
real-time with a time-lapse microscopy setup that uses microfluidics, similar to the one by Taniguchi
et al.196. It allows the simultaneous observation of many genetic constructs, constant and dynamic
environmental conditions (i.e. lactose pulsing), all on the level of single cells.

Questions that could be answered with such a setup are:

• What are the costs and benefits of noisy expression in constant and dynamic environments?

• Can noisy transcriptional regulation serve to increase plasticity while decreasing the protein
costs for metabolic enzymes?
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• Is the impact of noise on fitness constant across expression levels?

• How are the levels of gene expression noise related to the environmental dynamics?
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Summary

Bacterial cells that divide by binary fission double their size and molecular content from birth to
division. What sounds like a simple procedure is actually the result of the coordination of countless
complex molecular processes that are involved in cell growth and gene expression. With this
in mind, it is not surprising that even clonal cells that grow under constant conditions exhibit
substantial intercellular differences in their sizes, growth rates and gene expression levels. These
phenotypic differences can simply be a consequence of asynchronous growth, i.e. cells having
different sizes depending on the time that has elapsed since their birth (their age). They can
also arise from the stochastic nature of biochemical processes, i.e. cells having different sizes
or molecular compositions at the same age. But despite the complexity of cell growth and gene
expression and the randomness that affects them, bacteria are able to maintain homeostasis in cell
size and expression levels under constant conditions. This indicates the existence of compensation
mechanisms that steer the properties of individual cells, such as size or gene expression levels,
towards a condition dependent (optimal) value. The nature of these mechanisms, and the principle
cellular properties that they monitor and steer, are not well understood yet. In this thesis, we explore
the interrelation and coordination of growth and gene expression in individual bacterial cells by
combining theoretical approaches (modelling, microbial growth theory, variance decomposition) with
single cell observation techniques (flow cytometry, time-lapse microscopy), using the gram-positive
model bacterium Bacillus subtilis.

Chapter 1 provides a brief overview of the history of single cell measurements and introduces
key concepts that recur throughout this thesis. In chapter 2 we extensively review the available
literature on the topic of non-genetic heterogeneity in microorganisms and its influence on the ability
of a microbial population to survive in and to adapt to dynamic environments.

Chapter 3 and chapter 4 constitute the experimental part of this thesis. In chapter 3 we use flow
cytometry to measure the expression levels and variability of a fluorescent protein in individual
B. subtilis cells under different environmental conditions. We then use theory to decompose and
quantify the overall expression variation into variation that arises from different cellular processes.
We find that the expression level of the fluorescent protein is the main determinant for the magnitude
of expression variability across individual cells and that protein production rate and environmental
conditions only have indirect effects on variability, by acting on the expression level. The findings
from chapter 3 can help us in the rational design of genetic circuits that could be of use for produc-
tion strains in industrial settings. Our results underline the importance of condition dependence for
the intended function of a genetic design.

In chapter 4 we quantify the relationship between growth and gene expression by means of
studying the cell cycles of thousands of individual cells, using time-lapse microscopy. We discover
systematic and structured deviations from exponential growth along the cell cycle under three
independent environmental conditions. We observe a qualitative change in growth behaviour at a
fairly constant time to division. Despite the substantial fluctuations that we observe in the growth
rates during the life time of each individual cell, we find that gene expression levels stay nearly
constant, suggesting that cells compensate these systematic fluctuations. We discuss potential
cellular processes that could underlie the observed growth deviations. The results from chapter
4 might help us to find the mechanisms that decide when cells divide, which leads to cell size
homeostasis and allows a bacterial population to reach a state of balanced growth.

Finally, I discuss our experimental findings in the context of recent literature in chapter 5. I reflect
on the usefulness of phenomenological ‘principles’ and ‘laws’ that are used to describe how bacteria
are able to maintain cell size homeostasis across many generations. Furthermore, I discuss the
question of the evolutionary costs and benefits of non-genetic heterogeneity and gene expression
noise. To conclude, I propose experimental approaches that can help us to fill remaining gaps in our
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understanding of growth and gene expression in bacterial cells.
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Samenvatting

vertaald door Iraes Rabbers

Bacteriële cellen die delen middels binaire splijting, verdubbelen tussen hun geboorte en deling
in grootte en moleculaire inhoud. Wat als een simpele procedure klinkt, is in werkelijkheid het
resultaat van coördinatie tussen ontelbare complexe moleculaire processen die betrokken zijn bij
celgroei en genexpressie. Dit in gedachte houdend, is het niet verwonderlijk dat zelfs klonale
cellen die onder constante condities groeien, substantiële intercellulaire verschillen vertonen in
hun afmetingen, groeisnelheden en genexpressie niveaus. Deze fenotypische verschillen kunnen
simpelweg een consequentie zijn van asynchrone groei, oftewel cellen die verschillende afmetingen
hebben afhankelijk van de tijd die verstreken is sinds hun geboorte (hun leeftijd). Ze kunnen ook
veroorzaakt worden door de stochastische aard van biochemische processen, ofwel cellen die
verschillende afmetingen of moleculaire samenstellingen hebben op dezelfde leeftijd. Maar ondanks
de complexiteit van celgroei en genexpressie en de willekeur die hen beïnvloedt, zijn bacteriën
in staat om homeostase in celgrootte en expressie niveaus in stand te houden onder constant
condities. Dit is een indicatie voor compensatie mechanismen die de eigenschappen, zoals grootte
of genexpressie niveaus, van individuele cellen sturen richting een omstandigheids-afhankelijk
niveau. De aard van deze mechanismen en de voornaamste cellulaire eigenschappen die ze
monitoren en sturen, zijn nog niet goed begrepen. In dit proefschrift verkennen we de interrelatie
en coördinatie van groei en genexpressie in individuele bacteriële cellen, door een theoretische
aanpak (modelleren, microbiële groei theorie, variantie decompositie) te combineren met enkele
cel observatie technieken (flow cytometrie, time-lapse microscopie), waarbij we de gram-positieve
model bacterie Bacillus subtilis gebruiken.

Hoofdstuk 1 geeft een kort overzicht van de geschiedenis van enkele cel metingen, en introduceert
sleutel concepten die terugkomen in de rest van het proefschrift. In hoofdstuk 2 bespreken we
de beschikbare literatuur betreffende niet-genetische heterogeniteit in micro-organismen, en diens
invloed op het vermogen van een microbiële populatie om te overleven in en zich aan te passen
aan een dynamische omgeving.

Hoofdstuk 3 en hoofdstuk 4 vormen het experimentele gedeelte van dit proefschrift. In hoofdstuk
3 gebruiken we flow cytometrie om de expressie niveaus en variabiliteit van een fluorescent eiwit te
meten in individuele B. subtilis cellen, onder verschillende omgevings omstandigheden. Vervolgens
gebruiken we de theorie om de totale expressie variatie te decomposeren en kwantificeren, in
variaties die uit verschillende cellulaire processen voortkomen. We vinden dat het expressie niveau
van het fluorescente eiwit de voornaamste determinant is voor de grootte van expressie-variabiliteit
tussen individuele cellen, en dat eiwit productiesnelheid en omgevings omstandigheden alleen
indirecte effecten hebben op variabiliteit, door het expressie niveau te beïnvloeden. De bevindingen
uit hoofdstuk 3 kunnen ons helpen in het rationale ontwerp van genetische circuits die gebruikt
kunnen worden voor productie stammen in industriële omgevingen. Onze resultaten onderschijven
het belang van omstandigheids-afhankelijkheid voor de bedoelde functie van een genetisch ontwerp.

In hoofdstuk 4 kwantificeren we de relatie tussen groei en genexpressie door de cel cycli van
duizenden individuele cellen te bestuderen met time-lapse microscopie. We ontdekken system-
atische en gestructureerde afwijkingen van exponentiële groei gedurende de cel cyclus, onder
drie onafhankelijke omgevings omstandigheden. We observeren een kwalitatieve verandering in
groei gedrag bij een redelijk constante tijd-tot-deling. Ondanks de substantiële fluctuaties die we
observeren in de groeisnelheden gedurende de levensduur van elke individuele cel, vinden we
dat genexpressie niveaus nagenoeg gelijk blijven, wat suggereert dat cellen deze systematische
fluctuaties compenseren. We bediscussiëren potentiële cellulaire processen die ten grondslag
liggen aan de geobserveerde groei afwijkingen. De resultaten van hoofdstuk 4 zouden ons kunnen
helpen met het vinden van mechanismen die beslissen wanneer cellen delen, wat leidt tot celgrootte
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homeostase en bacteriële populaties toestaat om een staat van gebalanceerde groei te bereiken.

Tot slot bediscussieer ik onze experimentele bevindingen in de context van recente literatuur in
hoofdstuk 5. Ik reflecteer op het nut van fenomenologische ‘principes’ en ‘wetten’ die gebruikt wor-
den om te beschrijven hoe bacteriën in staat zijn celgrootte homeostase gedurende vele generaties
in stand te houden. Verder bespreek ik de vraag van de evolutionaire kosten en voordelen van niet-
genetische heterogeniteit en genexpressie ruis. Om af te sluiten stel ik experimentele benaderingen
voor, die ons kunnen helpen om de overblijvende gaten in onze kennis over groei en genexpressie
in bacteriële cellen op te vullen.
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