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ABSTRACT

We address the blind equalization of a telecommunica-
tion signal, the characteristics of which are totally un-
known (channel, symbol period, alphabet of the sym-
bols, frequency offset). In [1] was proposed a method-
ology originating from deconvolution ideas, for jointly
estimating the symbol period and the emitted symbols.
In this contribution, we show that the presence of a fre-
quency offset does not alter this approach. Simulation
results illustrate the robustness of the Ts estimate with
respect to the frequency offset.

1 Introduction and notations

In the field of digital communication, we consider the
following base-band model

y(t) = (
∑

k

skh(t − kTs))e2iπδf0t

where the symbol sequence (sn)n∈Z is an independent,
identically distributed sequence of symbols, Ts is the du-
ration of a symbol, δf0 a frequency offset and h the im-
pulse response of a band-limited filter resulting from the
multi-path channel and a shaping filter. We address the
following equalization problem: recover (sn)n∈Z, or a
shifted/scaled version, only from the observation y. This
kind of problem is called blind since the channel h, the
symbol period Ts, the frequency offset δf0 are unknown.
In particular, no training sequence is available. Such a
problematic arises for instance in passive listening. Un-
doubtedly, the major difficulty lies in the estimation of
Ts, since the standard equalization methods rely on a
sampled version of y at rate k/Ts, k integer. In this re-
spect, one notices that y is cyclostationary, its cyclic fre-
quencies being multiples of 1/Ts: this remark is the key-
stone of many estimates of Ts, which basically identify
a cyclic frequency from a sampled version of the obser-
vation. However, these estimates may suffer from severe
numerical problems as soon as the transmission band-
width approaches the limit 1/Ts (i.e. when the excess
bandwidth goes to zero), especially the second-order es-
timates [2][3]. As far as the higher-order estimates are
concerned [4], they often require large amounts of data

in order to be accurate, hence limiting their applicabil-
ity, especially in the context of rapidly varying environ-
ments (e.g. mobile systems).

A novel methodology was introduced in [1], when
δf0 = 0: in particular, an estimate of the symbol pe-
riod is provided, its main characteristics being that 1)
it is robust to a lack of excess bandwidth (actually the
less the excess bandwidth factor, the better the per-
formance), and 2) it requires small amounts of data to
provide an accurate estimate. Basically, this approach
relies on deconvolution ideas. It is there proposed to ex-
tend the concept of contrast functions, such as the Kur-
tosis introduced in [5] in a cyclostationary framework.
We recall informally the methodology. Consider a given
sampling period T and the associated cyclo-stationary
discrete-time signal (y(nT ) = yn)n∈Z. As is usual in
the deconvolution framework, it is proposed to pass this
time-series through a digital filter G: denote (zn)n∈Z

the (still cyclo-stationary) output time-series. We in-
quire about the parameters G and T for which (zn)n∈Z

is an i.i.d. sequence. More practically, a class of func-
tions ”contrast functions” (hence depending on the pa-
rameters G,T ) involving certain statistics of (z)n∈Z is
introduced: a function of this class is lower-bounded,
the lower bound being reached if and only if T = Ts

and the filter G is a scaled/delayed inverse of the chan-
nel, i.e. zn = sn up to a scale/delay. Clearly, this
argument allows to identify Ts via an optimization pro-
cedure. Among the contrast functions introduced in [1],
we focus, in this paper, on the one derived from the
Kurtosis contrast function, namely

< E|zn,T |4 >

(< E|zn,T |2 >)2
(1)

where < . > denotes the temporal average. In this pa-
per, we prove that the above cost function remains a
contrast in the case of a non-null frequency offset δf0.
In particular, the optimization of this function in the pa-
rameters (G,T ) allows to identify the unknown symbol
duration Ts.

The paper is organized as follows. Recalling that the
contrast property of (1) in the particular case δf0 = 0

CORE Metadata, citation and similar papers at core.ac.uk

Provided by ZENODO

https://core.ac.uk/display/144762867?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


mainly stems from the contrast property of (1) when
T = Ts, we work out in Section 2 the deconvolution
problem when T = Ts and δf0 �= 0. The extension
for any T is addressed in Section 3. In Section 4, an
algorithm is proposed and simulation results illustrate
the good performance of the estimate of Ts, and the
robustness with respect to the frequency offset.

2 Particular case of a known Ts

The observation y may be sampled at the rate 1/Ts,
hence providing the time series (yn)n∈Z given by

yn =

(∑
k

hksn−k

)
ei2πδf0nTs (2)

=
∑

k

h̃ks̃n−k (3)

where hk = h(kTs), h̃k = hkei2πδf0kTs and s̃k =
skei2πδf0kTs . In particular, (3) shows that (yn)n∈Z is
the output of a filter driven by the independent but in
general1 non-identically distributed sequence (s̃n)n∈Z. It
may therefore be asked if the deconvolution approach
relying on the minimization of cost functions may still
apply in this more general framework. In this respect,
we consider a filter G = (gk) the time-series (yn)n∈Z is
passed through, and denote (zn)n∈Z the output of the
filter; we have

zn =

(∑
k

fksn−k

)
ei2πδf0nTs ,

where fk =
∑

l gle
−i2πδf0Tslhk−l. In the sequel, F de-

notes (fk)k∈Z. Let us focus our attention onto the cost
function introduced in [5], namely, we consider

C1(G) =
E|zn|4 − |Ez2

n|2
(E|zn|2)2

.

Notice that C1 is properly defined in the sense that C1

does not depend on the time lag n. It is straight-forward
to develop C1(G) using the multi-linearity of the cumu-
lants; it yields

C1(G) = κs

∑
k |fk|4

(
∑

k |fk|2)2
+ 2,

where we let κs be the Kurtosis of (sn)n∈Z assumed in
the sequel sub-Gaussian, i.e. κs ≤ 0 (this assumption
holds in most telecommunication cases). It is then im-
mediately noticed that C1(G) ≥ κs + 2, with equality
if and only if fk = 0 for every k except one. In the
following, such trivial filters F will be called type I fil-
ters. In other word, C1(G) reaches its minimum if and
only if (zn)n∈Z coincides with (snei2πδf0nTs)n∈Z up to
a scale and a delay, hence achieving more or less the

1except if δf0Ts = 0 [2π]

blind equalization (the detection/compensation of the
frequency offset from this zn is out of the scope of the
paper).

We emphasize that this approach might be practically
inappropriate in general. In this respect, we first notice
that Ez2

n = 0 when the sequence (sn)n∈Z is complex
circular; in this case, C1(G) reduces to

C2(G) =
E|zn|4

(E|zn|2)2
, (4)

and it is simple to implement the theoretical contrast-
based approach. Indeed, when y is observed during T0,
C2(G) may be consistently estimated from the available
data, using empirical estimates for E|zn|4 and E|zn|2.

On the contrary, the non-circular case is more prob-
lematic. Indeed, the term Ez2

n depends on the time lag
n, hence |Ez2

n|2 cannot be estimated consistently except
if the complex exponential ei2πδf0nTs is compensated:
as the parameter δf0 is assumed unknown, we have to
give up such a possibility. Actually, one may estimate
consistently the Fourier coefficient limn→∞ 1

N Ez2
n. Un-

fortunately, this coefficient is 0 except when δf0Ts is
null (modulo 2π). This remark shows that, in the non-
circular case, the proper cost function to consider is C2

given in Equation (4) rather than C1. As for C1, C2

may be developed, which provides

C2(G) =
κs

∑
k |fk|4 + |∑k f2

k |2
(
∑

k |fk|2)2
+ 2.

We may work out the minimization of C2, which is not
as straight-forward as the minimization of C1. In the
sequel, F will be called type II filter, or type II filter
of parameter α ∈ R, if exist two distinct integers k1, k2

such that fk = 0 for every k �= k1, k2, and fk2 = iαfk1 .
The following holds

Proposition 1 For every sub-Gaussian non-circular
sequence (sn)n∈Z,

C2(G) ≥ κs

2
+ 2. (5)

1. if κs > −2, the equality in (5) occurs if and only if
F is a type II filter of parameter 1

2. if κs = −2, the equality in (5) occurs if and only if
F is a type II filter (any parameter)

In this contribution, we prove point 2 of Proposition 1,
the lack of space preventing from showing point 1, which
is quite more involved. Proposition 1 in particular shows
that the minimization of C2 with respect to G ”almost”
achieves the equalization: if (sn)n∈Z is circular, the ar-
gument minima of C2 are such that zn = snei2πδf0nTs

up to a constant/delay; if (sn)n∈Z is real-valued, these
minima are such that zn = (sn + αisn−d)ei2πδf0nTs up
to a scale/delay.



Proof of Proposition 1: Inequality 5 holds if and only if

(κs+2)
∑

k

|fk|4+2
∑
k �=l

|fkfl|2(2 cos(2(θk−θl))−κs) ≥ 0

(6)
holds, where we set fk = |fk|eiθk . Consider that κs =
−2, hence (6) holds if and only if∑

k �=l

|fkfl|2(cos(2(θk − θl)) + 1) ≥ 0 (7)

which is clearly true. The equality C2(G) = 2 + κs/2
holds if and only if for all lags k �= l either fkfl = 0 or

θk − θl = π/2 [π]. (8)

The end of the proof is by contradiction. Suppose that
exist at least three distinct integers k1, k2, k3 such that
fk1 , fk2 and fk3 are non-null. We may without restric-
tion assume that θk1 = 0. The conditions (8) prove that
θk2 = π/2 [π], θk3 = π/2 [π] and θk3 = π/2 + θk2 [π]. It
yields and θk3 = π [π] which is impossible. Inequality 5
is an equality if and only if F has two non-null coeffi-
cients such that θk2 − θk1 = π/2 [π] hence showing that
F is a type II filter of whatever parameter.

3 General case of an unknown Ts

This time, we may not consider a sampled version of
y at rate 1/Ts since Ts is unknown. However, we still
stick to the deconvolution ideas of the previous Section.
We hence consider any T > 0 and the associated time-
series (yn = y(nT ))n∈Z at rate 1/T . For a given filter
G, we still denote by (zn)n∈Z the convolution of G and
(yn)n∈Z. Contrary to the case T = Ts, the quantities
E|zn|2 and E|zn|4 vary almost periodically, hence pre-
venting from considering C2 as a proper cost function.
As was suggested in [1], we define a cost function derived
from C2 as2

C2(G,T ) =
< E|zn|4 >

(< E|zn|2 >)2
,

where < E|zn|p > stands for the 0th order Fourier coef-
ficient of (E|zn|p)n, i.e. limN→∞ 1

N

∑N−1
n=0 E|zn|p. The

following theorem holds

Theorem 1 If (sn)n∈Z is complex-circular,

C2(G,T ) ≥ κs + 2 (9)

with equality if and only if T = Ts and G is a filter such
that the resulting F is a type I filter.
If (sn)n∈Z is not circular,

C2(G,T ) ≥ κs

2
+ 2 (10)

with equality if and only if G is such that the resulting
F is a type II filter.

2The abuse of notation is due to the fact that C2(G, Ts) =
C2(G)

Due to the lack of space, we prove the inequality in the
non-circular case. We set κ = κs/2 + 2. In this respect,
notice that Proposition 1 provides the following inequal-
ity, true for every time index n: E|zn|4 ≥ κ(E|zn|2)2

(this is due to the fact that zn is a linear mixture of
(sn)n∈Z times a complex exponential). This gives

< E|zn|4 >≥ κ < (E|zn|2)2 > (11)

On the other hand, < (E|zn|2)2 >≥ (< E|zn|2 >)2

in virtue of Jensen’s inequality. Noticing that κ ≥ 0
(indeed, κs is the Kurtosis of (sn)n∈Z hence is greater
than −2), we finally deduce from Equation (11) that

< E|zn|4 >≥ κ(< E|zn|2 >)2

which is the desired result. The same technique applies
when (sn)n∈Z is circular, by merely setting κ = κs + 2
(which is still a positive constant). As far as the cases
when Inequalities (9) and (10) are concerned, one may
easily adapt the proof sketched in [1].

4 Practical considerations

4.1 Algorithm
This time, y(t) is observed for t ∈ [0, T0]. As T0 is finite,
the statistics < E|zn|4 > and E|zn|2 are not available,
but may be estimated consistently; in this respect, we
consider

Ĉ2(G,T ) =
1
N

∑N−1
n=0 |zn|4

( 1
N

∑N−1
n=0 |zn|2)2

which is a consistent estimate of C2(G,T ). It can be
shown that T �→ C2(G,T ) is constant except on a count-
able set. This remark, and the fact that we cannot give
explicitly the dependency of C2 in T justifies our opti-
mization procedure:

• for every T of a grid, compute the available samples
yn = y(nT )

• from these samples, perform the minimization of
G �→ Ĉ2(G,T ) using a Newton method

• Estimate Ts as the T of the grid for which
infG Ĉ2(G,T ) is minimum.

5 Simulation results

We fix the excess bandwidth factor to 0.2. The propaga-
tion channels result from the superposition of 3 paths:
the delays are uniformly chosen as random between 0
and 3Ts, the directions of arrival are uniformly dis-
tributed in [0, 2π]. The attenuation are uniformly dis-
tributed in [0, 1]. Two sensors are used. The filter G
has four taps. The observation duration is T0 = 1000Ts.

We first consider a circular modulation: for instance a
QAM16. For a frequency offset of δf0 = 0.05

Ts
, the values

of infG Ĉ2(G,T ) are displayed on the left part of Figure
1. Notice that, as the theory predicts, the minimum



over the parameters T is 1.32 
 κs + 2, this minimum
being reached for T̂s 
 Ts.The outputs zn of the filter
G for which the minimum of Ĉ2(G, T̂s) is reached are
plotted on the right part of Figure 1. Of course, we
could have worked out the complete equalization (esti-
mation of δf0Ts, compensation of the frequency offset,
and estimation of the symbols).
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Figure 1: QAM16 - frequency offset δf0Ts = 0.05

We now consider a non circular modulation: the
symbols are BPSK: hence the Kurtosis of (sn)n∈Z is
κs = −2 For a frequency offset of δf0 = 0.05

Ts
, the values

of infG Ĉ2(G,T ) are displayed on the left part of Fig-
ure 2. Notice that, as the theory predicts, the minimum
over the parameters T is close to κs/2 + 2 = 1, again,
this minimum being reached for T̂s 
 Ts. The outputs
zn of the filter G for which the minimum of Ĉ2(G, T̂s)
is reached are plotted on the right part of Figure 2.
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Figure 2: PSK2 - frequency offset δf0Ts = 0.05

We now illustrate the robustness of our approach to
the frequency offset for different levels of Signal-to-Noise
Ratio (SNR) and different modulations. The noise is as-
sumed to be complex Gaussian, temporally and spatially
white. We compare the probability of correct detection
of the period symbol of our method when the frequency
offset is equal to zero and when it is chosen random, uni-
formly distributed in [0, 1/4]. By ”correct detection”,
we mean that |T̂s−Ts|

Ts
< 1

1000 . 200 realizations of the
channel/frequency offset are run. We first consider the
case of a circular modulations, namely PSK4 and PSK16
modulations are considered. The results are presented in
Table 1. By ”standard”, we mean the standard second-
order cyclic approach (actually the optimally weighted
version): see [3][2].

We deduce that the estimation of Ts is not affected
by the frequency offset and, more strikingly, that our
estimate outperforms the standard estimate.

We also test two non-circular modulations: the BPSK
and the PAM4. Results are presented in Table 2. Once

Mod: PSK4 PSK16
δf0 �= 0 δf0 = 0 δf0 �= 0 δf0 = 0

5dB (deconvo.) 95 98.5 91 95
5dB (standard) 45 44 42 43.5

10dB (deconvo.) 100 100 99 98
10dB (standard) 68 68.5 65 66.5

20dB (deconvo.) 100 99 99 99
20dB (standard) 77 77.5 76 76

Table 1: Proba. of correct detection - circular modul.

again, the superiority of the performance of our ap-
proach is noticed. The frequency offset does perturb
significantly our estimate of the symbol period, except
when the SNR is very low.

BPSK PAM4
δf0 �= 0 δf0 = 0 δf0 �= 0 δf0 = 0

5dB (deconvo.) 78 98 68 89
5dB (standard) 51 52 50 49.5

10dB (deconvo.) 96 99 95 97
10dB (standard) 71.5 72 74 75

20dB (deconvo.) 98 99 96 99
20dB (standard) 83.5 83 82 82.5

Table 2: Proba. of correct detect.: the non-circular case

6 Conclusion

In this contribution, we develop a methodology for the
estimation of the symbol period when an unknown fre-
quency offset affects the observation. It relies on the
idea of deconvolution. We show that our method al-
lows to estimate the symbol period. The algorithm has
been validated by extensive simulations which confirm
its superiority over the existing methods when the ex-
cess bandwidth is small.
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