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Cryptographic primitives form the fundamental building blocks for cryptographic applications and protocols and one of the oldest cryptographic primitive is Symmetric-key cryptography, in which an identical key is used for both encryption and decryption of confidential data, i.e. \( K_e = K_d = K \), where \( e \) and \( d \) are encryption and decryption algorithms respectively and \( K \) is the shared key. On the basis of high level structure in which they encrypt data, symmetric-key cryptography is broadly classified as block ciphers and stream ciphers.

A stream cipher provides a method for obtaining confidentiality of data: only the party with knowledge of the secret key can obtain the content. The research in this thesis is a contribution to the on-going research on the analysis and design of stream ciphers. Several different existing stream ciphers are analysed and a new stream cipher called “BOKIIRI Stream Cipher” is presented.

This thesis begins with an introduction to theoretical foundations of modern day cryptography, followed by a discussion on cryptographic primitives. Since this thesis is devoted to stream ciphers, the symmetric key cryptography is analysed in detail and a study on various modes of operation in which symmetric key ciphers operate is presented. Towards the end of chapter, a discussion is carried out on cryptanalytic attacks on cryptographic protocols with the thrust being upon the attacks related to stream ciphers.

Next, the very concept of stream cipher and different design approaches of stream cipher development are discussed. Linear feedback shift registers (LFSR) as maximal length sequence generators are widely used in stream ciphers for key stream generation due to their good statistical properties, large period, low implementation costs and are readily analysed using algebraic techniques. LFSRs alone are notoriously insecure from a cryptographic standpoint due to their inherent linearity.
Cryptographically strong pseudo-random sequences are produced by combining more than one LFSR with methods like Non-linear combination generator, Non-linear filter generator and Clock-controlled generator in order to introduce non linearity.

Following this, an analysis of several existing stream ciphers including SOBER family of stream ciphers, Grain-128, NLSv2, DRAGON stream cipher, PY (ROO) family of stream ciphers is presented. An attempt is made to assess the reliability of these ciphers in terms of security, memory requirements, speed and implementation.

The final part of this thesis presents a new stream cipher called “BOKHARI Stream Cipher”, a new proposed software-oriented stream cipher constructed using a Non-linear feedback shift register and a Nonlinear filter function and is designed for a secret key that is up to 128 bits in length. The BOKHARI stream cipher uses basic design principles from the stream cipher SOBER-t16 and transformations derived from the steam cipher DRAGON. Security and Statistical analysis of BOKHARI stream cipher is performed, which shows that no bias was found by any of 15 tests included in National Institute of Standards and Technology (NIST) suite and six tests of ENT test suite.
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Introduction
Introduction

Information is an asset and security is ubiquitous. The motivation to keep information secure is obvious in many circumstances such as e-commerce, communications and electronic transactions. The various objectives of information security are authentication, authorization, validation, non-repudiation, availability and confidentiality. The need to protect information goes back to antiquity. Since the early days of writing, heads of state and military commanders understood that it was necessary to provide some mechanism to protect the confidentiality of written correspondence and to have some means of detecting tampering. There are several popular examples of secret writing. Julius Caesar, a Roman military and political officer in first century BC is credited with the invention of Caesar cipher or shift cipher. In Caesar cipher, each letter in the alphabet was replaced by letter three positions later. One more such popular example is the story of Histiaeus. His solution of secrecy was that he shaved the head of his messenger, stained the message on his head and allowed the hair to grow back to cover the stained message before he sent him away.

The word Cryptology has its origin in Greek words kryptos, which means hidden and logos, which means word. It is believed to have emerged from ancient Egypt more
than 4500 years ago. It has predominantly been an art form used by the military and governments for message confidentiality. The transformation of cryptology from an art to science may have been motivated by the popularity of wireless communication in 1920's. However, it is the birth of computer era that arguably made open research in cryptography possible. Cryptology witnessed a radical change with the advent of computer and is no more considered as a science of secret writing. It has gone from an art form that dealt with secret communications for military to a science that helps to secure system for ordinary people all across the globe. In addition to the computer science, cryptology uses ideas from several other fields such as information theory, number theory, abstract algebra and quantum theory. Modern cryptology encompasses message authentication, digital signatures, and protocols for exchanging secret keys, authentication protocols, electronic auction, election, elections and digital cash. 

Following is a glossary of some fundamental terms.

**Encryption** is the process of converting a message (or plaintext) into an ‘unintelligible’ form (called ciphertext) and **decryption** is the reverse process. The ciphertext is transmitted by the sender to the intended recipient of the plaintext, across an insecure communication channel (any third party can intercept data that flows through such a channel). The algorithm used for performing encryption and decryption is called the **cipher**. A **cryptosystem** can mean any system that involves cryptology or just the algorithms, along with sets of possible inputs to them, that are used to perform encryption and decryption of messages.

Cryptology, the study of cryptosystems, can be subdivided into two disciplines. Cryptography concerns itself with the design of cryptosystems, while cryptanalysis studies the breaking of cryptosystems. These two aspects are closely related; when setting up a cryptosystem the analysis of its security plays an important role. Cryptography is broadly classified on the basis of number of keys used for encryption/decryption. Generally cryptography is classified as unkeyed cryptography, Asymmetric key cryptography and Symmetric key Cryptography. In this thesis, the primary focus is Stream ciphers, which is a variation of Symmetric key cryptography. In symmetric key cryptography, a single shared key is used for both encryption and
decryption and the key needs to be kept secret. Symmetric ciphers on the basis of the size of block which they encrypt, falls under two categories: block ciphers and stream ciphers. Block ciphers are stateless and given plaintext directly output ciphertext. Stream ciphers maintain state and produce keystream, which is externally combined with the plaintext to make the ciphertext. Stream cipher takes as input the secret key and a parameter called initialization vector (IV) and generates a stream of bits called the keystream, which is XORed with plaintext to produce ciphertext. On the basis of the internal state they maintain, stream ciphers are commonly classified as synchronous and asynchronous stream ciphers. Synchronous stream cipher generates the keystream independent of the plaintext and the ciphertext while as Asynchronous stream cipher generates the keystream based on the previous ciphertext. Stream ciphers have played and continue to play an important role in cryptography.

This thesis deals with techniques of stream cipher design that allow efficient implementation in conjunction with high security. Much of the doctoral period has been spent in evaluating algorithms submitted to the open competition eSTREAM [1:ECR10] and NESSIE [1:NESS12]. eSTREAM was a multi-year effort with the explicit goal to advance state-of-the-art knowledge about stream cipher design. Sponsored by the European Network of Excellence in Cryptography (ECRYPT), the project began in 2004 with proposals for new stream ciphers being invited from industry and academia. These proposals were intended to satisfy either a software-oriented or a hardware-oriented profile (or both if possible). The original call for proposals generated considerable interest with 34 proposals being submitted to the two different performance profiles [1:MRO08]. The project ended in April 2008 with an announcement of a portfolio of eight stream ciphers, four in each profile. This portfolio was revised in September 2008 when one hardware-oriented cipher, F-FCSR-II v2, was eliminated.

In 2000 a project called New European Schemes for Signatures, Integrity, and Encryption (NESSIE) was initialized. The aim of this project was to collect a strong portfolio of cryptographic primitives. After an open call for proposals the submissions were thoroughly evaluated.
Aim of thesis

In this work, performance aspects of various stream ciphers like SOBER family of stream ciphers [MAB11], PY family of stream ciphers [BAM10] and Dragon stream cipher [CHE04] is evaluated. The aim of this thesis is to propose a new 128-bit software oriented stream cipher called BOKHARI stream cipher [BM12].

Thesis Outline

This thesis, as its name suggests, is devoted to the area of stream ciphers. It will show new ideas in both stream cipher analysis and stream cipher design. The rest of the thesis is outlined as follows.

Chapter 2 introduces the reader to the theoretical foundations of modern day cryptography, followed by a discussion on cryptographic primitives. Since this thesis is devoted to stream ciphers, this thesis analyses the symmetric key cryptography in detail and present a study on various modes of operation in which symmetric key ciphers operate. Towards the end of chapter, a discussion is carried out on cryptanalytic attacks on cryptographic protocols with the thrust being upon the attacks related to stream ciphers.

Chapter 3 discusses the very concept of stream cipher and different design approaches of stream cipher development. Different pseudorandom generation techniques are discussed with the focus being on linear feedback shift register (LFSR). Linear feedback shift registers as maximal length sequence generators are widely used in stream ciphers for key stream generation due to their good statistical properties, large period, low implementation costs and are readily analysed using algebraic techniques. Then this thesis discusses cryptographically strong pseudorandom sequences that are produced by combining more than one LFSR with methods like Non-linear combination generator, Non-linear filter generator and Clock-controlled generator in order to introduce non linearity.

Chapter 4 presents an analysis of several existing stream ciphers. This chapter first analyses the SOBER stream cipher and its respective variants, which have been developed to strengthen its security or to be suitable for 16-bit and 32-bit processors.
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Nearly all SOBER family ciphers consist of three basic components. There is a Linear Feed-back Shift Register (LFSR), which uses a recursion formula to generate the stream of pseudo-random bits. Next a Non-Linear Function (NLF) combines these words in a non-linear way to produce the NLF-stream. Finally, the so-called stuttering produces the keystream by decimating the NLF-stream in an irregular fashion. A comparative study of various variants of SOBER was carried out in terms of key loading, byte ordering, memory requirements, polynomials employed and implementation of LFSR.

The members of Py family are software-oriented synchronous stream ciphers that are based on arrays, modular additions and bit-rotations. Py was one of the candidates in eSTREAM profile 1 stream cipher category but was found to be susceptible to some cryptanalytic attacks. Several improved versions of Py were submitted in form of Ppy, TPy, TPy6 and TPypy. This chapter analyzes the design and security specifications of Py cipher and its variants to assess the reliability of these ciphers and get a better understanding for the design of a stream cipher that is more secure as well as efficient. Finally chapter four discusses some Non-Linear feedback shift register based stream ciphers including DRAGON, GRAIN-128 and NLSV2. The DRAGON stream cipher was submitted to the eSTREAM project in 2005 and had advanced to Phase 3 of the software profile. The design of the Dragon stream cipher incorporates a single word-based non-linear feedback shift register and a non-linear filter function with memory. The cipher uses the minimum number of operations to ensure its security, yet maintains a high level of efficiency. With a keystream throughput of 6.7 cycles per byte and a key generation setup time of 1,395 cycles, Dragon is competitive with other Modern word based stream ciphers. GRAIN-128 is a bit oriented synchronous stream cipher. It uses one NFSR of size 128 and one LFSR of size 128 with a filter function to combine the output of these shift registers.

Chapter 5 of this thesis introduces a new stream cipher called “Bokhari stream cipher”, a new proposed software-oriented stream cipher constructed using a Non-linear feedback shift register and a Non linear filter function and is designed for a secret key that is up to 128 bits in length. The BOKHARI stream cipher uses basic design principles from the stream cipher SOBER-t16 and transformations derived from the stream cipher DRAGON. At the end of this chapter, security and statistical
analysis of BOKHARI stream cipher is performed, which shows no bias was found by any of 15 tests included in NIST suite and six tests of ENT suite.

Chapter 6 summarizes the contributions of the thesis and gives concluding remarks.

Appendix I contains list of papers published during Ph.D.

Appendix II contains the source code of BOKHARI stream cipher.
The word 'Cryptology' has a Greek etymology and stems from word *kryptos*, which means hidden and *logos*, which means study. Cryptology, the study of cryptosystems, can be subdivided into two disciplines—Cryptography and Cryptanalysis. Cryptography concerns itself with the design of cryptosystems, while cryptanalysis studies the breaking of cryptosystems. These two aspects are closely related: when setting up a cryptosystem the analysis of its security plays an important role.

Cryptography is the discipline of encrypting a message in an incomprehensible form with the use of some frequently changing key text, and decryption of this incomprehensible text back into the actual message, with the aim of protecting a secret from adversaries, intruders, interlopers, eavesdroppers or simply attackers. According to RFC2828 [SHH13], cryptography can be termed as "The mathematical
science that deals with transforming data to render its meaning unintelligible (i.e., to hide its semantic content), prevent its undetected alteration, or prevent its unauthorized use. If the transformation is reversible, cryptography also deals with restoring encrypted data to intelligible form.” The transformation of plaintext (actual message) to ciphertext (incomprehensible form) in order to keep the content hidden from unintended parties is known as encryption and the reverse process of transforming the ciphertext into plaintext is called decryption. The need encryption and decryption comes into play because of the insecure channel over which the sender transmits the message to the intended recipient. The aim of cryptography is not to hide the existence of message, but to rather hide its meaning [SIM00]. Cryptography studies the design of algorithms and protocols for information security.

**Fig 1: Classification of Cryptology**

The need to keep information secret especially in communications is obvious in many circumstances such as military, diplomatic and business affairs. Following are the different security services of cryptography:
- **Data Confidentiality.** The aim is to assure that the information is available only to authorized recipients. Confidentiality of data used to be the original purpose of cryptography and it is accomplished by using strong encryption algorithms.

- **Data Integrity.** This service guarantees that the content of the message, that was sent, has not been tampered with. The unauthorized alteration of data must be detected and only authorized users are allowed to alter the data. Data alteration includes such things as insertion, deletion, substitution and replication. Generally techniques like message authentication codes (MACs) and digital signatures are used to protect integrity of data.

- **Authentication** is the act of confirming identity of an entity and establishing whether someone or something is what they claim to be. Besides entity identification, authentication also aims at data origin authentication. Data origin authentication of information confirms the origin, content and time of creation. Authentication is generally accomplished by using passwords.

- **Non-repudiation** The goal is to ensure that either of the parties involved cannot deny any previous commitments or contracts. When disputes arise due to an entity denying that certain actions were taken, a means to resolve the situation is necessary. For example, if either of the parties has signed a contract, neither of them should be able to claim that it was someone else who signed the contract and them. Non-repudiation can be achieved by using digital signatures together with digital certificates.

### 2.1 Cryptographic Primitives

The cryptographic objectives discussed above are addressed using fundamental tools or algorithms commonly known as Cryptographic primitives. These primitives are classified into three groups. **Unkeyed primitives, Symmetric-key primitives** and **Asymmetric-key primitives.** The focus of this thesis is on symmetric key cryptography, particularly stream ciphers.

#### 2.1.1 Unkeyed Cryptography

Unkeyed primitives play a vital role in cryptographic services mainly **authentication** and **data integrity.** The name unkeyed primitives originates from the fact that they do
not use secret keys; therefore no secrecy is involved in their algorithms. The family of unkeyed primitives consists mainly of tools like hash functions and one way permutations. The term Hash function has its roots in computer science, where it denotes a function that compresses a string of arbitrary length (virtual address) to a string of fixed length (physical address). A hash function is a computationally efficient function that takes strings of arbitrary length as input and maps these to short fixed length output strings, commonly known as message digest or checksum. Hash functions are fundamental components of many cryptographic applications such as digital signatures, integrity protection and random generation etc. Desirable properties of a good hash function are uniformity, weak collision resistance (WCR), strong collision resistance (SCR) and ease of computation. Some of the widely used hash functions used are MD5[KR95], SHA-2(SHA-224, SHA-256, SHA-384, SHA-512)[NIS12]. MD5 is now considered to be cryptographically broken and several attacks were reported on SHA-2 family. In an effort to replace older SHA-1 and SHA-2, USNIST on Nov. 2, 2007 announced a public competition to develop a new cryptographic hash algorithm that will be called as SHA-3. NIST selected five SHA-3 finalists - BLAKE, Grostl, JH, Keccak, and Skein to advance to the third (and final) round of the competition on December 9, 2010 and on March 22-23, 2012 the final round conference was held in Washington D.C to discuss the SHA-3 finalist algorithms, and to solicit public feedback before NIST selects a winning algorithm for standardization. On October 2, 2012 NIST announced Keccak as the winner of its five-year competition. Keccak (pronounced “catch-ack”), was created by Guido Bertoni, Joan Daemen and Gilles Van Assche of STMicroelectronics and Michaël Peeters of NXP Semiconductors.

Properties of Ideal Cryptographic Hash Functions. It is

1. easy to compute the hash value for any given message,
2. Infeasible to find a message that has a given hash,
3. Infeasible to modify a message without hash being changed,
4. Infeasible to find two different messages with the same hash.
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Message Authentication Codes (MACs) is a variation of hash functions that makes use of secret key and provide data origin authentication and data integrity. MACs can reduce the authenticity of a large quantity of information to the secrecy and authenticity of a short secret key.

2.1.2 Asymmetric Primitives

Asymmetric or public-key cryptography is based on the principle of making the encryption key effectively public knowledge, and hiding the details about the decryption key from unauthorized users. An asymmetric primitive defines unbalanced capabilities between sender and receiver [CAM10]. In 1976, Diffie and Hellman introduced the concept of public key cryptography [DH76] in order to overcome the limitation of communicating the secret key faced in symmetric key cryptography. Asymmetric cryptography algorithms make use of two different keys, a public key $K_e$ used for encryption and a private key $K_d$ used for decryption, i.e. $K_e \neq K_d$, where $e$ and $d$ are encryption and decryption algorithms respectively.

Public-key cryptography provides a nice way to help with the key management problem. Although it is computationally easy for the intended recipient to generate the public and private keys, to decrypt the message using the private key, and easy for the sender to encrypt the message using the public key but it is virtually impossible to deduce the private key based only on the knowledge of the public key. This is why, unlike symmetric key algorithms, a public key algorithm does not require a secure initial exchange of one (or more) secret keys between the sender and receiver. Asymmetric-key encryption (public-key encryption) provides confidentiality of data [CAM10].

2.1.3 Symmetric Primitives

Symmetric key cryptography also referred to as conventional or secret key cryptography derives its name from the fact that in this class of cryptographic primitive, encryption and decryption processes involve same (symmetric) key. Symmetric key cryptography was the only type of encryption in use prior to the development of public key cryptography in 1976. Symmetric cryptography algorithms make use of a single key for both encryption and decryption, i.e. $K_e = K_d = K$, where $e$
and $d$ are encryption and decryption algorithms respectively and $K$ is the shared key. The knowledge of encryption key is implicitly or explicitly equivalent to knowing the decryption key. These algorithms are typically fast, much more efficient than asymmetric algorithms in both hardware and software and are suitable for processing large streams of data. Symmetric cryptography also provides a degree of authentication because data encrypted with one symmetric key cipher cannot be decrypted with any other symmetric key cipher. Therefore, as long as the symmetric key cipher is kept secret by the two parties using it to encrypt communications, each party can be sure that it is communicating with the other as long as the decrypted messages continue to make sense.

The disadvantage of symmetric key cryptography is that since the same key is used for both encryption and decryption therefore the key must be communicated in a secure manner prior to communication and known at both sender and receiver locations.

In the design of symmetric encryption systems, permutations and substitutions are usually used and combined to provide confusion and diffusion. The properties of confusion and diffusion were introduced by Shannon in his classic work "Communication Theory of Secrecy Systems" [SHA49] and defined as follows:

- **Confusion**: "The method of confusion is to make the relation between the simple statistics of ciphertext and the simple description of plaintext a very complex and involved one", implies that the relationship between ciphertext and plaintext should be made so complex and obscure that the relationship can be determined between them.

- **Diffusion**: "In the method of diffusion the statistical structure of which leads to its redundancy is dissipated into long range statistics", i.e. the influence of a single plaintext digit should be spread over a long range of ciphertext digits to hide the plaintext's statistical structure.

Massey in [MAS92] further interpreted confusion and diffusion as, by confusion "in a cipher, Shannon meant that the enciphering process should be such that the ciphertext statistics depend on the plaintext statistics in a manner too complicated to be exploited
by an attacker. By diffusion in a cipher, Shannon meant that each bit of the input key should influence many bits of the ciphertext."

To summarize the above definitions, Confusion means that the key does not relate in a simple way to the ciphertext. In particular, each character of the ciphertext should depend on several parts of the key. Diffusion means that if a character of the plaintext is changed, then several characters of the ciphertext should change, and similarly, if a character of the ciphertext is changed, then several characters of the plaintext should change.

The combination of these two basic functions in multiple rounds is used to provide a maximum level of confusion and diffusion and good level of secrecy.

2.2 Classification of Symmetric Primitives:

Symmetric cryptography is broadly classified as block cipher and stream cipher. The names arise from the high level structure in which they encrypt data.

2.2.1 Block Cipher

Block cipher, one of the popular method of concealing information, works on the principle of dividing the input stream of plaintext into fixed size strings called blocks, typically 64, 128 or 256 bits long. In an attempt to generate all the blocks of same size, extra characters are generally added on to the end of the input stream, so that the total number of characters in the plaintext is exactly divisible by the block size. This procedure of appending additional data at the end of plaintext is called as Padding. The resultant blocks are then encrypted one at a time, using a cryptographic key to produce the ciphertext and there is no correlation between the encrypting of one message block and another.[ERIIT] Consequently a block cipher maps plaintext message blocks of a specific length into ciphertext blocks of the same length. In practice, the vast majority of block ciphers either have a block length of 128 bits (16 bytes) such as the advanced encryption standard (AES), or a block length of 64 bits (8 bytes) such as the data encryption standard (DES) or triple DES (3DES) algorithm.
Block Cipher Modes of operation:

A cryptographic mode usually combines the basic cipher, some sort of feedback, and some simple operations. The operations are simple because the security is a function of the underlying cipher and not the mode. Even more strongly, the cipher mode should not compromise the security of the underlying algorithm. The block cipher is typically used in one of the following five modes to encrypt plaintext blocks in order to break the property of the same plain text block always encrypting to the same cipher text block. All of the five modes have one goal: They encrypt data and thus provide confidentiality for a message exchanged between sender and receiver.

2.2.1.1 Electronic Code Book (ECB): This is the most classical scenario in which plaintext blocks are encrypted independently of one another with a secret key by the sending device. The resulting output blocks are concatenated to form the ciphertext and are transmitted to the decrypting device, where it is decrypted with the same key.

![Fig 2.1: ECB mode encryption](image)

One of the advantages of using ECB mode of encryption is that block synchronization between the sender and the receiver is not necessary, as the decryption of received encrypted blocks is still possible even if all encrypted blocks are not received due to transmission problems. Also, bit errors, e.g., caused by noisy transmission lines, only affect the corresponding block but not succeeding blocks and finally encryption with ECB is parallelisable.
The major limitation of the ECB mode is that it is highly deterministic. This means that identical plaintext blocks encrypted with same key result in identical ciphertext blocks.

2.2.1.2 Cipher block Chaining Mode (CBC): This mode of operation was designed to remove some of the disadvantages of the ECB mode. The main idea behind the working of Cipher Block Chaining (CBC) mode is that the output is a sequence of n-bit cipher blocks which are chained together so that each cipher block is dependent, not only on plaintext block from which it immediately came but on all previous plaintext blocks and also the encryption is randomized by using an initialization vector (IV).

![CBC mode encryption](image)

**Fig 2.2: CBC mode encryption**

2.2.1.3 Cipher Feedback Mode (CFB): The cipher feedback (CFB) mode of operation uses the block cipher to generate a sequence of pseudorandom bits, and these bits are then XORed with plaintext bits to produce the ciphertext bits. The input shift register is initially filled with a seed value known as an initialization vector IV, and the underlying encryption algorithm is run once to produce output bits. The left-most s bits of the output bits are then XORed with the plaintext to generate the ciphertext. The result of this XOR operation is sent
over the network and also fed back to the input shift register, shifting the left-most $s$ bits out. Then, the algorithm is run again and the next character is encrypted in the same manner. The IV need not be secret, since in the system it is in the position of a ciphertext but should be different for every message transmitted with the same key.

![Fig 2.3: CFB mode encryption](image)

The major advantage of the CFB mode is in applications that normally don't require the transmission of large messages. Since in CFB mode, block cipher emulates a stream cipher. Consequently, it is possible to encrypt blocks that are smaller than the block length of the block cipher. The limitation of CFB mode is that it suffers error propagation. Bit errors in the incoming cipher block will cause bit error at the same bit positions in the first plain text block and an incorrectly transmitted ciphertext block disturbs the decryption process until it “falls out” of the input register.

### 2.2.1.4 Output Feedback Mode (OFB):

The output feedback (OFB) mode of operation features feeding the successive output blocks from the underlying block cipher back to it. The output blocks form a string of bits which are XORed with the plaintext to generate the ciphertext. In contrast to CFB mode, the keystream generated in OFB mode is computed independent of both the plaintext and ciphertext. The OFB mode requires an IV as the initial random n-bit
input block, which is encrypted with the block cipher to generate first set of keystream bits. The following keystream bits as shown in Fig 4 are computed by feeding the previous cipher output back into the block cipher and encrypting it. The IV need not be secret, since in the system it is in the position of a ciphertext but should be different for every message transmitted with the same key.

![Diagram](image)

**Fig 2.4: OFB mode encryption**

OFB mode has an advantage over CFB mode in that any bit errors that might occur during transmission are not propagated to affect the decryption of subsequent blocks, as there are no chaining dependencies. A problem with output feedback is that by changing the ciphertext, the plaintext can be easily manipulated, but using a digital signature scheme can overcome this problem.

### 2.2.1.5 The counter (CTR) mode:

The counter (CTR) mode features feeding the underlying block cipher algorithm with a counter value which counts up from an initial value. Keystream block is generated by encrypting successive values of a "counter", which is then XORed with the plaintext blocks to generate the ciphertext. The counter can be any function which produces a sequence which is guaranteed not to repeat for a long time, although an actual increment-by-one counter is the simplest and most popular. CTR mode
removes the limitations like error propagation and chaining dependencies faced in earlier discussed modes.

2.2.2 Stream ciphers:

Symmetric encryption system processes plaintext messages unit by unit, and as mentioned above, in the case of a block cipher a unit is called a block. Stream ciphers typically operate on individual units of plaintext. It takes as input the secret key and a parameter called initialization vector (IV) and generates a stream of bits called the keystream, which is XORed with plaintext to produce ciphertext. Stream ciphers have an internal state and on the basis of this state, stream ciphers are commonly classified as synchronous and asynchronous stream ciphers. Stream ciphers have played and continue to play an important role in cryptography.

Design and Analysis of Stream cipher is the main topic of this thesis and henceforth will be discussed more thoroughly in later chapters. For a general description of stream ciphers, see chapter 3.

2.3 Cryptanalysis:

Cryptanalysis is the technique of deriving the original message from the ciphertext without any prior knowledge of secret key or derivation of key from the ciphertext. According to RFC2828 [SHI13] the term cryptanalysis is used to refer to the “mathematical science that deals with analysis of a cryptographic system in order to gain knowledge needed to break or circumvent the protection that the system is designed to provide” A general technique for cryptanalysis, applicable to all cryptographic algorithms is to try all the possible keys until the correct key is matched, it is known as exhaustive key search. With every passing day, the computing ability of hardware is increasing manifold; therefore it becomes necessary to use long keys in order to avoid exhaustive key search. All the other attacks applied on stream ciphers are compared to exhaustive key search in terms of data and memory complexity and if its complexity is less than exhaustive key search, then only these are considered as successful. A symmetric key cipher, especially a stream cipher is assumed to be secure, if the computational capability required for breaking the cipher by best known attack is greater than or equal to exhaustive key search
2.3.1 Cryptanalysis Techniques

In this section, some generic attacks on stream ciphers are introduced. Most of the cryptanalysis on stream ciphers is performed under a known plaintext assumption. When comparing attacks, there are three complexity measures that are of interest.

**Time complexity**

Time complexity of an attack can be defined in terms of number of operations required to carry out that particular attack.

**Data complexity**

Data complexity of an attack can be defined in terms of amount of observed keystream required to carry out an attack successfully.

**Memory complexity**

Memory complexity of an attack can be defined in terms of amount of memory required to perform the attack successfully.

Some of the generic attacks on stream ciphers found in literature are discussed below.

2.3.1.1 Exhaustive Key Search Attack:

In an exhaustive key search attack or a brute force attack, the cryptanalyst tries all possible keys to decrypt a ciphertext and can be used against any cryptographic algorithm including stream ciphers except provable secure ciphers [PP10] though a provable secure cipher is not practically feasible, for e.g. one time pad. If the key size is n bits, then the attacker has to try on an average \(2^{n-1}\) keys for breaking a cipher and \(2^n\) keys in the worst case. The computational complexity of an attack is often stated as \(O(2^n)\). [PP10] An attack with a higher computational complexity than an exhaustive key search is not considered an attack at all.

2.3.1.2 Side Channel Analysis attack:

There are generally two steps involved in developing any cryptographic primitive. First it is defined as an abstract mathematical object. Thereafter this mathematical
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entity needs to be implemented in form of a program and in some cases these programs are further implemented in some specific hardware. These programs after implementation will be executed in a computing environment on processing units. These executions will present some specific characteristics. Side channel Analysis (SCA) refers to the attacks based on the physically observable characteristics during execution. Some of the common physical characteristics that are used for Side Channel Analysis are Power and Microprocessor time required for execution, electromagnetic radiation, heat dissipation and noise of the system etc. On the basis of above characteristics; there are different Side Channel attacks on ciphers in general and on stream cipher in particular and these are Simple Power analysis attack and Differential Power Analysis attack [FGK07,KJJ99], Timing Analysis attack [DK1.98,KOC96], Electromagnetic Analysis attacks [GMO01,OSQ01,AAR02] and Acoustic Cryptanalysis [S13] are generally used and powerful techniques for Side Channel analysis attacks. Though there is no general countermeasure to these attacks but some of the possible countermeasures maybe noise addition, buffering of the output sequence, Physical shielding, reduction of signal size, eliminating the branch processing in implemented algorithm that will make the encryption time equivalent [ZF05, SX10].

2.3.1.3 Time Memory Tradeoff Attack:

A time memory tradeoff attack is a method of cryptanalysis that aims to attack a cryptographic primitive with lower complexity than look up table and an online complexity lower than exhaustive key search. TMTO is an improvement to the exhaustive key search attack that trades off computational time against memory complexity. This attack can be divided into two phases; an offline phase or pre-computation phase and online phase. In offline phase a table is constructed in like lookup table method by selecting different random keys and generating the output for each chosen key. These pairs of output strings and keys are stored in an indexed table indexed by the output strings. In the second phase or online phase, the attacker observes the output generated by unknown keys. Then these outputs are matched with the outputs of the table generated in the offline phase. If a match is found then corresponding key will be the key off the matched output.
Amirazizi and Hellmen were the first to propose Time memory processor trade-off attack [Al88] on block ciphers and in case of stream ciphers. TMTO was proposed by Babbage [Bab95] in 1995 and Golic [Gol97] in 1997 independently. Later on Biryukov and Samir combined Babbage and Golic scheme with Hellmen attack [BS00]. This attack was further refined by Birykov, Shamir and Wagner and applied on A5/1 [BSW78].

2.3.1.4 Distinguishing attack:

The idea of this attack was introduced by Fluhrer and McGrew on alleged RC4 key stream generator [FM00] and can be defined as any form of cryptanalysis where the attacker can extract some information from encrypted data sufficient to distinguish it from random data. The most important criterion for a good stream cipher design is that keystream generation should be random. Distinguishing attack tries to identify the relations between internal state variables and output keystream. The internal structure of a cipher has to be analyzed extensively for distinguishing attack. Ciphers are required to use sufficiently long keystream to avoid distinguishing attacks.

2.3.1.5 Algebraic attack

Algebraic attacks are relatively new attacks for stream ciphers and progress is rapidly taking place in this field. Algebraic attacks are very much effective against LFSR based ciphers. The basic principle of algebraic attacks is to model a cryptographic system in terms of algebraic equations. The first step of this attack is to find the set of algebraic equations that links the initial state with the output keystream. Then keystream bits are observed and these values are substituted into the equations. Attackers try to collect maximum possible keystream bits. Then finally this system of equations is solved to determine the initial state and then derive the secret key from it. Algebraic Attack on stream cipher was first proposed by Courtois in [Cou02] against Toycrypt. Later on Courtois further enhanced this attack and proposed Fast Algebraic attack [Cou03] that was further strengthened by Armknecht [Arm04]. The idea behind fast algebraic attack was to get equations of lower degree by linearly combining the equations before solving the system of equation that drastically increases the speed of the attack.
2.3.1.6 Correlation attacks

Correlation attacks are widely applicable to stream ciphers, especially to design based on feedback shift registers. A correlation attack tries to extract some information about the initial state from the output keystream by exploiting the weaknesses in the combining function of the design.

Siegenthaler first introduced the Correlation attack against combination generator [SIE85] in 1985 but this attack was further improved by Meier and Staffelbach in 1988 as Fast Correlation Attack [MS88]. Zhang and Feng proposed an improved fast correlation attack on stream ciphers in [ZF09]. Correlation-immune functions need to be implemented for avoiding such attacks. In the case of LFSRs, the irregular clocking is one of the concepts to avoid linearity that will help in countering this attack.

2.3.1.7 Guess-and-determine attacks:

Guess and determine attacks are general attacks on stream ciphers. As it is clear from the name, in Guess and determine attacks, an attacker guesses a part of the internal state and tries to recover the full value of internal states by observing the keystream using the guessed part and small amount of known keystream. Finally a part of keystream is generated using the guessed values and then it is compared with the known keystream to check the correctness of the guessed values. In [MAT06] guess and determine attack was given against Polar Bear. Guess and determine attacks were also presented in [HR02] against SNOW. By irregular clocking, resistance against guess and determine attack can be increased. Guess and determine attacks are more effective against word oriented stream ciphers.

2.3.1.8 Linear Masking attacks:

Linear masking attacks can be applied to those ciphers where there exist some non-linear process resembling block cipher design and in which linear masking is used to hide this process. In this attack first of all a non-linear characteristic is distinguished that is exhibiting some bias. Then linear process is analysed and some linear
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combination is missing. The same linear combinations are applied to the cipher output and an attempt is made to find the traces of distinguishing property. Coppersmith et al. in [CHJ02] described a generic attack on stream ciphers using linear masking. Watanabe et al. proposed linear masking attack on SNOW [WAT04].

2.3.1.9 Related Key Attack:

In an attempt to provide a little bit of extra safety or security, some of the cryptographic protocol limits the amount of data which can be encrypted using a single key. In such cases either the new key is generated with using the IV (initialization vector) and with master key or to change the IV which in turns change the cipher key. In such type of ciphers, if the rekeying strategy relates the inputs to the internal states without sufficient non-linearity, then the cipher may become prone to a related key attack. These types of weaknesses are not very common in case of stream ciphers but there are some examples of related key attacks. Fluhrer et al. in [FMS01] showed the related key attack on RC4 by exploiting a weakness of invariance in the key initialization algorithm. Sekar et al. presented a related key attack on Py-family of stream ciphers [SP07, BSF11].

2.3.1.10 Divide and conquer attack

Divide and conquer is a common technique based on dividing the problem into smaller problems and try to solve it in step by step procedure. Divide and conquer attack is based on same strategy where in a cipher is partitioned into smaller components and only a few key bits are determined in each stage. The attack can be termed as successful only if complexities of all the stages are smaller than the exhaustive key search. This concept was originally pointed out by Siegenthaler [SIE85]. High correlation immunity decreases the vulnerability to divide and conquer attack [SIE86].

This chapter gives an insight of cryptology and its related concepts and begins with an introduction of cryptography and its classification. Further the symmetric key cryptography and different modes in which symmetric key cryptography operates is discussed. Since this thesis is devoted to stream ciphers, this chapter presents some
basic concepts of stream cipher here and will be discussed in detail in next chapter. At the end, a study of existing cryptanalytic attacks on stream ciphers is presented.
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Chapter 3
Building Stream Cipher

Stream cipher is a symmetric encryption algorithm, which typically operates on individual units of plaintext. A stream cipher generates a pseudo random sequence of digits known as the keystream, which is used to encrypt the plaintext in order to obtain the ciphertext. Encryption is accomplished by combining the keystream with the plaintext, usually with the bitwise XOR operation. The central issue for the security of stream ciphers is the method in which the keystream is generated. A stream cipher comprises of a state update function and an output function. The state of cipher is an allocation of memory which at time $t$ uniquely represents the values of the set of variables that describes the current status of the cipher and is updated continuously during encryption, in order to encrypt bits at different positions in a message with different states. The output function is responsible for generation of keystream bits from the state and also performs the operation of encryption or decryption. An initial state of the stream cipher is normally determined by the secret key and a publicly known Initialization Value or Initial vector (IV). In an attempt to generate next state, the cipher outputs some bits known as the keystream, and then elevates to the next state where the process is repeated. The transition from one state
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to the next is controlled by a clock. The keystream produced should be as random
looking as possible in order to make it more resistant to attacks. Such a sequence is
also called a pseudorandom sequence.

The main objective of a stream cipher is to produce a pseudorandom sequence of
symbols known as the keystream. A pseudorandom sequence is a deterministically
generated sequence that exhibits the characteristics of a truly random sequence. The
characteristics that define a random sequence are determined through statistical
measures and binary digit bias measurements. Desired properties of pseudorandom
sequence are a long period and uniform distribution [ENG07]. The generated
keystream is then mixed sequentially with the plaintext to produce ciphertext.
Stream ciphers are normally faster than block ciphers and do not cost more to
implement in terms of hardware gates or memory. They have also limited error
propagation, if the encrypted data is corrupted on the channel.

A stream cipher operates in two phases:
I. Setup phase: In the setup phase, the state of cipher is initialized by a
   scheduling procedure with the aid of the key and possibly an initialization
   vector. An initialization procedure is then performed to make sure that all IV
   bits and key bits are properly mixed and spread across the entire state.
II. Encryption/decryption phase: In this phase, stream cipher generates key
   stream symbols as a function of an internal state and secret key. This
   keystream is then combined with the message to form the cipher text.
   Decryption is done in a similar fashion.

3.1 Stream Cipher Classification

Stream ciphers, commonly on the basis of keystream generation, are classified as
synchronous or self-synchronous stream cipher. In synchronous stream ciphers, the
next state of the cryptosystem is yielded independent of both the plaintext and
ciphertext, while as in self-synchronous stream ciphers; keystream generation
depends on the collection of plaintext and ciphertext. As already mentioned in the
introduction of stream ciphers, stream ciphers suffer very limited error propagation. In case of synchronous stream ciphers, if an element of the ciphertext sequence is modified accidentally or intentionally (but not deleted), then only the corresponding plaintext element is affected in the deciphered plaintext, provided that synchronization is maintained. In self-synchronous stream ciphers, an insertion, deletion, or change in ciphertext characters results in loss of only a fixed number of deciphered plaintext characters, after which the deciphering self-synchronizes. A ciphertext error in transmission affects at most \( t \) characters of the deciphered plaintext.

Fig 3.1: Synchronous Stream Cipher

Fig 3.2: Self-Synchronous Stream Cipher
3.2 Random Number Generation

Cryptographic applications require uniformly distributed random strings, but physical random processes usually aren't perfect because they generate highly unpredictable, yet not uniformly distributed, values. Fortunately, the mathematical and computer science communities have developed ways to extract pure randomness from high-entropy sources.

3.2.1 Randomness: A colloquial definition of random process is one whose consequences are unknown. Since randomness provides a way to create information that an adversary can't learn or predict, this attribute makes randomness crucial in cryptographic applications. It then becomes the task of good protocol designer to leverage this power in the best possible way to protect data and communication. The following two criteria [RAN13] are used to validate that a sequence of numbers is random:

3.2.1.1 Uniform distribution: The distribution of numbers in the sequence should be such that the frequency of occurrence of each of the numbers should be approximately the same. There are well-defined tests for determining whether a sequence of numbers matches a particular distribution, such as the uniform distribution.

3.2.1.2 Statistically Independent: Each number drawn must be statistically independent of the others intuitively. No one value in the sequence can be inferred from the others. There is no such test to "prove" independence. Rather, a number of tests can be applied to demonstrate if a sequence does not exhibit independence. The general strategy is to apply a number of such tests until the confidence that independence exists is sufficiently strong.

Generally there are two main approaches to random number generation using a computer: Pseudo-Random Number Generators (PRNGs) and True Random Number Generators (TRNGs) [RAN13]. Although there is one more noted approach termed as
Cryptographically Secure Pseudorandom Number Generators (CSPRNG) [PRE09]. The approaches have quite different characteristics and each has its pros and cons.

3.2.2 Pseudo Random Number generator

Pseudo random number generators (PRNGs) use deterministic algorithm to generate numerical sequences by starting with a short random number string (a “seed”) and then expand it into a much longer “random-looking” sequence. Though the output sequence is not statistically random, however, if the algorithm is good, the resulting sequences will pass many reasonable tests of randomness. Such numbers are referred to as pseudorandom numbers. It is important to note that a PRNG is a deterministic process: put back in the same state, it will reproduce the same sequence, as will two PRNGs initialized with the same seed. This property makes PRNGs suitable for use as stream ciphers. It can be shown that a PRNG is necessarily periodic: the sequence it produces will repeat itself after a (possibly extremely long) period. Pseudo-random number generators must satisfy all the following conditions:

(a) The statistical properties are close to that of a true random number. A past or future unknown output bit is hard to predict from the known output bit history.
(b) The seed size must be large enough to be secure against an exhaustive key search of the system that uses a pseudorandom number generator.
(c) The statistical properties of pseudorandom number generators must pass a typical statistical test suite for randomness. [HVT05]

3.2.3 True Random Number Generators (TRNG)

True random number generators (TRNGs) are characterized by the fact that their output cannot be reproduced and sequences of numbers produced are not predictable. The characteristics of TRNGs are quite different from PRNGs. First, TRNGs are generally rather inefficient compared to PRNGs, taking considerably longer time to produce numbers. Also unlike Pseudorandom Number Generators (PRNGs), True random number generators are nondeterministic, meaning that a given sequence of numbers cannot be reproduced, although the same sequence may of course occur several times by chance. TRNGs have no period [RAN13]
3.2.4 Cryptographically Secure Pseudorandom Number Generators (CSPRNG)

Cryptographically secure pseudorandom number generators (CSPRNGs) are a special type of PRNG which possess the additional property of unpredictability. Intuitively, a PRBG is a cryptographically secure random number bit generator (CSPRBRG) if for the generated output sequence, it can be proven that no polynomial-time algorithm exists to solve the next bit test. Informally, this means that given $n$ output bits of the key stream $s_1, s_2, ..., s_{n-1}$, where $n$ is some integer, it is computationally infeasible to compute the subsequent bits $s_n, s_{n+1}, ...$. A more exact definition is that given $n$ consecutive bits of the key stream, there is no polynomial time algorithm that can predict the next bit $s_{n+1}$ with better than 50% chance of success. Another property of CSPRNG is that given the above sequence, it should be computationally infeasible to compute any preceding bits $s_1, s_2$. It is important to note here that the need for unpredictability of CSPRNGs is unique to cryptography. In virtually all other situations where pseudorandom numbers are needed in computer science or engineering, unpredictability is not needed.

3.3 Basic Building Blocks of stream cipher

This section describes some commonly used building blocks for the construction of stream ciphers. The chapter starts with a description of a linear feedback shift register, which is a very popular building block in stream cipher primitives and then the focus is shifted to Non-linear feedback shift registers, which gives us an opportunity to avoid the inherent linearity faced in LFSRs. Following this, a discussion is presented on various methods of introducing nonlinearity.

3.3.1 Linear feedback shift register

Linear Feedback Shift Registers (LFSRs) have always received considerable attention in cryptography. Owing to the good statistical properties, large period and low implementation costs, LFSR have achieved wide acceptance in developing stream ciphers. An LFSR is a shift register that, using feedback, elevates the bits through the
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register from current location to the next most-significant location, on each rising edge of the clock. Selected outputs (taps) are combined in an exclusive-OR (or exclusive-NOR) fashion to form a feedback mechanism, which causes the value in the shift register iterate endlessly through a sequence of unique values. An LFSR of any given size n (number of registers) is capable of producing every possible state during the period N=2^n-1 excluding the all-zero state, such a sequence is called maximal sequence (abbreviated as m-sequence). Linear feedback shift registers as maximal length sequence generators are widely used in stream ciphers for key stream generation due to their good statistical properties, large period, low implementation costs and are readily analysed using algebraic techniques. Maximal length sequences are generated when the LFSR passes through every non-zero state once and only once and are obtained when the feedback polynomial to which LFSR corresponds is primitive [JJJD09], a feedback polynomial of degree n is primitive if it is irreducible (cannot be factored) and has a period equivalent to 2^n-1.

![Fig3.3: Linear feedback shift Register (LFSR)](image)

The predominant characteristic like large linear complexities, large period, statistical properties and pseudo randomness of the key stream generated by LFSR make LFSR a good choice for developing stream ciphers besides allowing a ready algebraic analysis of keystream generated by linear feedback shift registers.

3.3.1.1 Mechanism of an LFSR:

The implementation of Linear feedback shift register consists of n input shift registers, where the input bit is calculated as a linear function of the content of the register. An n stage LFSR consists of clocked storage elements in the form of a shift register S and a feedback path in the form of tap sequence T where shift register S=(s_n,s_{n-1},s_{n-2},...,s_1) and a tap sequence T=(t_n,t_{n-1},t_{n-2},...,t_1), with each s_i and t_i
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being one binary digit. At each clock interval, all the bits are shifted right except bit $s_t$, which is appended to the key stream, and a new bit derived from $S$ and $T$ is feedback as input to the left end of the register. Whether a feedback is active or not is determined by feedback coefficients $T = (t_0, t_1, \ldots, t_i)$

- If $t_i = 1$, feedback is active
- If $t_i = 0$, feedback is passive

A linear feedback function produces a sequence $S_t$ satisfying the linear recurrence function. Assuming that the LFSR is initially loaded with some seed value $s_0, s_1, s_2, \ldots, s_{n-1}$. The next output bit is computed by the XOR-sum of products operation of storage elements and corresponding taps:

$$S_{n+1} = s_n \cdot t_{n-1} + \cdots + s_1 \cdot t_1 + s_0 \mod 2$$

Similarly next output is:

$$S_{n+2} = s_n \cdot t_{n-1} + \cdots + s_1 \cdot t_1 + s_0 \mod 2$$

Finally the general output can be shown as:

$$S_{n+1} = \sum_{j=0}^{n-1} t_j \cdot S_i \mod 2$$

Since the number of recurring states is finite, the generated sequence produced by LFSR must repeat itself after a finite period and also the length of the sequence is completely determined by the feedback coefficients and seed value.

Since an $n$-bit vector can assume only $2^n - 1$ states excluding an all-zero state. An $n$-bit LFSR can deterministically assume its next state based on its previous state, as a result of which, as soon as an LFSR encounters a previous state, it starts to repeat itself. Therefore the maximum sequence length without repetition is $2^n - 1$. An all-zero state is discarded because if an LFSR assumes this state, it will get “stuck” and will never be able to leave this state.

An LFSR with a feedback coefficient vector $T(t_0, t_1, \ldots, t_0)$ is often specified with the help of polynomial:

$$P(x) = x^n + p_{n-1}x^{n-1} + \cdots + p_1x + p_0$$

In order to have a maximal length sequence, the feedback polynomial of the LFSR should be primitive. Primitive polynomial is an irreducible polynomial of degree $n$, whose period is $2^n - 1$. The degree of the polynomial is the length of the shift register. An important aspect of irreducible and primitive polynomial is that all the primitive polynomials are irreducible but the reverse is not true. For example,
the polynomial $x^4 + x^1$ is irreducible as well as primitive whereas the polynomial $x^4 + x^3 + x^2 + x^1$ is irreducible but not primitive [WINO8]. An irreducible polynomial $p(x)$ of degree $n$ is not said to be primitive if its order is not $2^n - 1$. There may be more than one primitive polynomial of order $n>2$. The number of such primitive polynomials can be determined through the factorization theorem. The number of primitive polynomials of degree $n$ is:

$$\frac{\phi(2^n - 1)}{n}$$

Where $\phi(x)$, known as the Euler function, denotes the number of positive integers less than the integer $x$ and relatively prime to it. [ZYW91]

Modification of the feedback scheme allows us to implement LFSR in two different variations. Though the variations are cryptographically no better, but it can still affect the periodicity and software implementation [SCH96]. Based on the configuration of gates and registers, LFSR can be divided in two categories:

- **The Fibonacci LFSR, also known as External-XOR LFSR or just LFSR**
- **The Galois LFSR, also known as Internal-XOR or canonical LFSR**

In the Fibonacci implementation, the taps are XORed sequentially with the output bit and the fed back into the leftmost bit. The shift register is initially loaded with bits $a_0, a_1, a_2, \ldots$ called the seed value (any value except all zeroes) and then clocked while as in the Galois implementation, with each clock cycle, bits that are not taps are shifted one position to the right unchanged. The taps on the other hand, are XORed with the output bit before they are stored in the next bit. The shift register is initially loaded with bits $a_0, a_1, a_2, \ldots$ called the seed value (any value except all zeroes) and then clocked.

### 3.3.1.2 Desirable properties of LFSR-based keystream

While designing cryptosystem it becomes imperative for cryptographers to consider suitable criteria for keystream generator to be used in cipher. Some of these design criteria are large linear complexity, large period and good statistical properties.
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a) Linear complexity:
It is defined as length n of shortest LFSR that can mimic the generated output [AE97].
It is an indication for how difficult a sequence might be to replicate. While a high linear complexity is a necessary condition, it is not a sufficient condition.

b) Period:
For an L stage LFSR, period is defined as the length of the stream, before it repeats itself. An LFSR with short period results in encryption of different parts of plaintext with same keystream, which causes severe weakness. Practically, the period should be long enough to accommodate entire plaintext without repeating the keystream. The longest period possible corresponds to the largest possible state space, which is produced by a maximal length tap sequence. Maximality of period guarantees good statistics. [ZYW91]

c) Statistical measures:
Once the sequence has been generated, it is required to assess it statistically, how well it is generated. Several statistical tests exist to determine the statistical behavior of the sequence. These include run test, rank test, frequency test, Fourier transform test, serial test, Lempel-Ziv complexity test and linear complexity test. [CB86] These tests generally check for random distribution, linear dependence among fixed length substrings, distribution of ones and zeroes in a sequence, the level of compression that can be carried out on tested sequence and whether a sequence is complex enough to be considered random.

LFSRs are notoriously insecure from a cryptographic standpoint because the structure of an n-bit LFSR can be easily deduced by observing 2n consecutive bits of its sequence using the Berlekamp-Massey algorithm [DUB09]. Although Properties like large period, large linear complexity and a good statistical behavior are necessary but are not sufficient condition for a stream cipher to be considered cryptographically secure. Due to the inherent linearity, LFSR based stream ciphers are susceptible to several general attacks including known plaintext attack [PP10], algebraic attack [VOR07], cache timing attack [LZH09], fast correlation attack [CAN05].
3.3.2 Nonlinear feedback shift register

Non-Linear Feedback Shift Registers (NLFSRs) have been proposed as an alternative to Linear Feedback Shift Registers (LFSRs) for generating pseudo-random sequences for stream ciphers. A Non-Linear Feedback Shift Register (NLFSR) consists of \( n \) binary storage elements, called bits. Each bit \( i \) has an associated state variable \( x_i \), which represents the current value of the bit \( i \) and a feedback function \( f_i \) which determines how the value of \( i \) is updated. A state of an NLFSR is an ordered set of values of its state variables \( (x_0, x_1, \ldots, x_{n-1}) \). At every clock cycle, the next state is determined from the current state by updating the values of all bits simultaneously to the values of the corresponding \( f_i \). NLFSRs have been shown to be more resistant to cryptanalytic attacks than LFSRs. However, construction of large NLFSRs with guaranteed long periods remains an open problem.

Cryptographically strong pseudo-random sequences are produced by combining more than one LFSR with some method to introduce nonlinearity. Three general methods of combining LFSRs employed to overcome the problem of linearity in LFSR-based stream ciphers are:

- Nonlinear combination generator
- Nonlinear filter generator
- Clock-controlled generator

3.3.3 Nonlinear Combination Generator

The key stream is generated by manipulating the outputs of several parallel LFSRs using a nonlinear Boolean function \( f \). The function \( f \) is called the combining function and maps one or more binary input variables to a binary output variable. The Boolean function must have a high algebraic degree, high nonlinearity and preferably a high order of correlation immunity. The keystream generated \( z \) is given by \( z = f(x_1, x_2, \ldots, x_n) \), where \( x_1, x_2, \ldots, x_n \) are the outputs of \( n \)-sub generators. General model for a nonlinear combination generator is shown in figure below.
If \( n \) maximum-length LFSRs with lengths \( l_1, l_2, \ldots, l_n \) are used together with the Boolean function \( f \), the linear complexity of the keystream is

\[
f(l_1, l_2, \ldots, l_n) = a_0 + a_1l_1 + \ldots + a_nl_n + \ldots + a_{12}l_2 \ldots l_n
\]

where \( a_0, a_1, \ldots, a_n \) are the coefficients of the algebraic normal form of \( f \).[WIN08]

### 3.3.4 Non Linear Filter Generator

A nonlinear filter generator uses a single maximum-length LFSR, and the keystream is generated as a nonlinear function \( f \) of the state of the LFSR.

The function \( f \) is called the filtering function. In this generator a single maximum length LFSR is used in contrast to the nonlinear combination generator where several LFSRs were used and different stages of single LFSR are used as input to the filtering function \( f \). If a nonlinear filter generator is constructed by using a maximum-length LFSR of length \( L \) and a filtering function \( f \) of nonlinear order \( m \) then the linear complexity of the keystream is at most:
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\[ I_m = \Sigma_{i=1}^{m}(i) \]  

In particular, here are some problems with nonlinear-feedback shift register sequences:

- There may be biases, such as more ones than zeros or fewer runs than expected, in the output sequence.
- The maximum period of the sequence may be much lower than expected.
- The period of the sequence might be different for different starting values.
- The sequence may appear random for a while, but then "dead end" into a single value.

(This can easily be solved by XORing the nonlinear function with the rightmost bit.)

On the plus side, if there is no theory to analyze nonlinear-feedback shift registers for security, there are few tools for cryptanalysis of stream ciphers based on them. Nonlinear-feedback shift registers can be used in stream-cipher design, but it should be used carefully.

3.3.5 Clock Controlled Generator

In clock controlled generators, the movement of data of one LFSR is controlled by the output of another LFSR. The register enabling clocking control is called as control register, and denoted as CR. The register which generates keystream according to the output sequence of CR is called as generator register, and denoted as GR. If \( a(i) \) represent the bit produced by CR and \( b(i) \) represent the bit produced by GR at instant \( i \), the output of the keystream generator at time \( i \) is given as

\[ u(i) = \Sigma_{k=1}^{i} a(k) \]  

[JJ09]

Since GR is clocked in an irregular manner, the output is the nonlinearly decimated sequence of a regularly clocked generator. General model for a nonlinear combination generator is shown in figure 3.5:
3.3.6 Boolean function

Cryptographically secure pseudorandom number generators are of vital importance for stream cipher design and LFSRs though not secure due to their inherent linearity, are commonly used as part of key stream generators in stream ciphers due to their good statistical properties, large periods and low implementation costs. Boolean functions are the building blocks of symmetric cryptographic systems. Boolean functions used in cryptographic applications have to satisfy various cryptographic criteria. Although the choice of the criteria depends on the cryptosystem in which they are used, there are some properties (balancedness, nonlinearity, high algebraic degree, correlation immunity, propagation criteria) which a cryptographically strong Boolean function ought to have. A Boolean function is said to be balanced if its truth table has equal number of ones and zeros. A Boolean function is said to be correlation immune of order $m$, if the output of the function is statistically independent of the combination of any $m$ of its inputs. The non-linearity of a Boolean function can be defined as the distance between the function and the set of all affine functions. In stream ciphers, they are usually used to combine the outputs to several linear feedback shift registers, or to filter (and combine) the contents of a single one. The sequence of their output, during a certain number of clock cycles, then produces the pseudo-random sequence that is used in stream ciphers.

3.3.7 S-BOX

An S-Box (Substitution-box) is a basic component of symmetric key algorithms used for substitution, that generally takes $m$ bits as input and transforms them into $n$ number of output bits, where $n$ is not necessarily equal to $m$.

$$S\text{-Box } S_2: \{0, 1\}^m \rightarrow \{0, 1\}^n$$

An $m \times n$ S-Box can be implemented as a lookup table with $2m$ words of $n$ bits each. Fixed tables are normally used, as in the DES, but in some ciphers the tables are generated dynamically from the key which performs substitution. These S-boxes are carefully chosen to resist linear and differential cryptanalysis [HEY02]. One obvious characteristic of the S-box is its size. An $m \times n$ S-box has $m$ input bits and $n$ output
Larger S-boxes, by and large, are more resistant to differential and linear cryptanalysis [SCI96]. On the other hand, larger the dimension $n$ (exponentially), larger the lookup table. Thus, for practical reasons, a limit of $n$ equal to about 8 to 10 is usually imposed. Another practical consideration is that the larger the S-box, the more difficult it is to design it properly.

Design Criteria of Good S-Box

- Balanced Component functions
- Non-linearity of Component functions high
- Non-zero linear combinations of Component functions balanced and highly non-linear
- High Algebraic degree

Nyberg, who has written a lot about the theory and practice of S-box design, suggests the following approaches [ROB95]:

- **Random**: Use some pseudorandom number generation or some table of random digits to generate the entries in the S-boxes. This may lead to boxes with undesirable characteristics for small sizes (e.g., $6 \times 4$) but should be acceptable for large S-boxes (e.g., $8 \times 32$).
- **Random with testing**: Choose S-box entries randomly, then test the results against various criteria, and throw away those that do not pass.
- **Human-made**: This is a more or less manual approach with only simple mathematics to support it. It is apparently the technique used in the DES design. This approach is difficult to carry through for large S-boxes.
- **Math-made**: Generate S-boxes according to mathematical principles. By using mathematical construction, S-boxes can be constructed that offer proven security against linear and differential cryptanalysis, together with good diffusion.

This chapter has elaborated upon stream ciphers and had a closer look on various techniques of stream cipher design. Due to their distinct properties, stream ciphers are suitable for several applications. Most notably, they are usually faster and have a lower hardware complexity than block ciphers. They are also appropriate when buffering is limited, since the digits are individually encrypted.
and decrypted. Moreover, synchronous stream ciphers are not affected by error-propagation.
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Chapter 4
Analysis of Existing Stream Ciphers

Stream ciphers are cryptographic primitives that ensure the confidentiality of communications. This chapter is intended to provide an insight of several stream cipher proposals found in literature. The existing stream ciphers can roughly be classified as ciphers either optimized for software implementation or optimized for hardware implementation. In the former case, the ciphers typically require few CPU instructions to compute one key stream bit. In the latter case, they tend to be based on operations which can easily be realized in hardware. A third class of stream ciphers is realized by using block ciphers as building blocks. The cipher feedback mode, output feedback mode and counter mode that were introduced in Chapter 2 are examples of stream ciphers derived from block ciphers. Even though many stream ciphers have been proposed over the years, there are considerably fewer well-investigated ones. The security of many proposed stream ciphers is unknown, and many stream ciphers have been broken. Different stream ciphers dealt in this chapter have been part of high profile stream cipher projects like eSTREAM [ECR10] and NESSIE [NES12].
4.1 SOBER family of stream ciphers

SOBER, a contrived acronym for seventeen octet byte enabled register, is a family of stream ciphers, widely used in embedded devices and was originally proposed by G. Rose in 1998. The SOBER family ciphers include SOBER [ROS198], SOBER-II [ROS298], S16, S32 [ROS00], SOBER-t8, SOBER-t16, SOBER-t32 [ROS398] and SOBER-128 [HR032]. SOBER [ROS198] first member of the family, is a software stream cipher that was designed with the intent of meeting the essentials of embedded applications such as voice encryption in wireless telephones which place severe constraints on the amount of processing power, program space and memory available for software encryption algorithms. Several variants of SOBER have been developed to strengthen its security or to be suitable for 16-bit and 32-bit processors. When various weaknesses were found in the original design of SOBER[6], it was superseded by SOBER-II and two SOBER variants: S16 and S32 [ROS498]. The analyses of SOBER-II found attacks that are specific to the overall structure of the cipher, rather than exploiting a weakness of the individual components used in the cipher.

S16 copies the structure of SOBER-II [ROS498] and is an enhancement of it to 16-bit wide arithmetic, while S32 is an extension of the design principles of SOBER to 32-bit wide arithmetic [ROS398, HR00] and its structure is different from SOBER-II’s and S16’s. Nevertheless, there were opportunities for strengthening SOBER-II and S16 that could not be ignored. Consequently, three new versions based on 8-bit, 16-bit and 32-bit operations, called the t-class of SOBER ciphers [HR00] were developed as a substitute to SOBER-II, S16 and 32-bit version. The synchronous stream ciphers SOBER-t16 and SOBER-t32 were submitted to the NESSIE program [BL11]; as a stream cipher for 128-bit key and 256-bit key strength respectively, though both ciphers were found to fall short of the stringent NESSIE requirements but according to final NESSIE security report released in Feb 2003, there were only four stream cipher primitives which were considered during the phase II: BMGL [ZJZ09], SNOW [EJ00], SOBER-t-16 and SOBER-t-32 [HR00]. Subsequent to NESSIE, SOBER-128 [HR032] is an enhanced version of SOBER-t32. The modifications directly address the concerns arising in the analyses of the t-class ciphers. The 128-bit key strength proposed for SOBER-128 is reduced from the 256-
bit key strength proposed for SOBER-32 to ensure that SOBER-128 provides far in excess of the stated security level. SOBER-128 was developed as a very conservative stream cipher, but with innovative (and flawed) message integrity functionality [HR032].

In the recent past enhancements to sober 128 have been developed in the form of NLS, NLSv2, SHANNON, TURING, and BOOLE.

### 4.1.1 Description of SOBER

The SOBER families of ciphers are based on the same principle and have almost similar structure. Nearly all SOBER family ciphers consists of three basic components [HR032]. There is a Linear Feedback Shift Register (LFSR), which uses a recursion formula to generate the stream of pseudo-random bits. Next a Non-Linear Function (NLF) combines these words in a non-linear way to produce the NLF-stream $v_n$. Finally, the so-called stuttering produces the keystream $r_i$ by decimating the NLF-stream in an irregular fashion.

![Block structure of SOBER family ciphers](image)
4.1.1.1 Linear Feedback Shift Register (LFSR)

The SOBER family cipher's LFSR's are typically based on recurrence relation over the Galois Field of order 2 GF (2^w), W ∈ {8, 16, and 32}, the output sequence (of bits) is defined by

\[ S_{n+k} = C_k \cdot S_{n+k-1} + C_{k-1} \cdot S_{n+k-2} + \ldots + C_1 \cdot S_{n+1} + C_0 \cdot S_n \] [ROS398]

Where \( S_n \) is the n-th output of the sequence, the constant coefficients \( c_i \), \( 0 \leq i \leq k-1 \), are elements of GF(2), that is, single bits, and k is called the order of the recurrence relation.

The LFSR is typically represented by the polynomial

\[ P_f(x) = x^k + c_{k-1} x^{k-1} + c_{k-2} x^{k-2} + \ldots + c_1 x + c_0 \] [ROS398]

Where \( P_f(x) \) indicates that multiplication and addition are over GF(2).

The length of the LFSR is 17, with every register containing one word, resulting in an internal memory of 544 bits. The contents of LFSR at time \( t \) is called the state of the LFSR and is denoted by a vector \( S_t \)

\[ S_t = \langle s_0, s_1, s_2, \ldots, s_{16} \rangle = \langle r_0, r_1, r_2, \ldots, r_{16} \rangle \]

The next state of the LFSR is calculated by shifting the previous state one step, and calculating a new word \( s_{t+17} \) as a linear combination of the words in the LFSR. The word \( s_{t+17} \) is calculated as follows:

\[ s_{t+17} = s_{t+15} \oplus s_{t+14} \oplus \alpha \cdot s_t \]

With \( \alpha \) being a constant.

4.1.1.2 Non-Linear Function (NLF)

The non-linear function plays a vital role in strengthening the security of SOBER family by deterring the various attacks, that linear feedback and stuttering are susceptible to. The purpose of the NLF is to disguise the linearity in the LFSR stream. After every cycle of the LFSR, the NLF combines words from the register in a non-linear function; the outputs form the NLF stream \( v_t \).
The Non-Linear Function (NLF) at any instance of time $t$, combines five values denoted $s_n, s_{n-1}, s_{n-2}, s_{n-3}, s_{n-16}$ from certain positions of LFSR state, using a technique involving the rotation of partial sums and calculates one output, called $v_t$. This output can be written as:

$$v_t = (f(s_t \equiv s_{t-16}) \oplus s_{t-11} \oplus s_{t-6} \oplus K) \oplus s_{t-13}.$$  \[HR00\]

In above equation, $K$ is a key dependent constant used in t-class and succeeding ciphers of family and is derived immediately after the secret session key is loaded, $\equiv$ denotes addition modulo $2^4$, $\oplus$ represents bitwise XOR and $f$ is a non-linear function.

The function $f$ serves three purposes [EJ02]. Firstly, it removes the linearity in the least significant bit and adds significant non-linearity to the remaining bits. Secondly, it ensures that the addition of $r_0$ and $r_16$ does not commute with the addition of $r_1$ and $r_e$. Thirdly, it ensures that every bit of the output of the NLF depends on every bit of $r_0$ and $r_e$. XORing the value of Konst into the NLF has two purposes. Firstly, it increasing the complexity of any attack (excluding exhaustive key search) as there are now $2^{16}$ possible NLF functions. Secondly, the Konst is XORed (rather than added) so as to lower the probability of the addition of $r_1$ commuting with the addition of $r_0$ and $r_6$. There is still a small probability that the operations will commute, but this probability is low and relies on the value of Konst.

The interior design of the function $f$ used in case of SOBER-t16 and SOBER-t32 of is pictured in Figure 4.2[ROS98]. First the input is partitioned into a high part containing the 8 most significant bits, and a low part containing the remaining bits. The high part addresses an SBOX with $W$ bits of output. The 8 most significant bits are directly taken as the f-function output, whereas the least significant part of the SBOX output is first XORed to the low part from the input.
4.1.1.3 Stuttering

Stuttering has been considered as the most ad-hoc part of the design of the SOBER family ciphers [ROS98], but still appears in almost every variant of SOBER except SOBER 128 and offers the best increase in security. It introduces irregular decimation in the output produced by the NLF to avoid the reconstruction of the state particularly by correlation attack. In these implementations, occasional words of nonlinear output are used to determine the inclusion of other words in the output stream. When the generator is started, the first output word is taken to be used as a stutter control word (SCW) [BCL03]. Each stutter control byte is broken into pairs of bits called dibits, with the least significant pair of bits being used first. The dibits provide the cipher with instructions regarding how many times to cycle the LFSR, whether to output an NLF output, and how this value is included in the key stream. When all dibits in the SCW have been used, the LFSR is clocked once and a new SCW is read from the output of the NLF.
There are four possible values for each of the two-bit stutter controls[ROS00]. These determine the output from the stream generator as follows:

(0, 0) The register is cycled but no output is produced.

(0, 1) The register is cycled, and the nonlinear output XOR the constant C becomes the output of the generator. The register is then cycled again.

(1, 0) The register is cycled twice, and the (second) nonlinear output becomes the output of the generator.

(1, 1) The register is cycled, and the nonlinear output XORed with the complement of constant C becomes the output of the generator.

4.1.2 Comparative Analysis of Sober Family Members

This section carries out an analyses based on the design features like keying the stream cipher, byte order considerations, memory requirements, key strength, polynomials used, 1.FSR over GF ($2^w$), and security issues.

4.1.2.1 Keying the Stream Cipher

a) Byte Order Considerations

SOBER, SOBER II, S16, S32, SOBER t-8, t-16 and t-32 utilize native processor operations on integer data items, but are expected to accept keys which are simply strings of bytes, and to produce a stream of bytes as output for encryption purposes.[ROS00]. To ensure compatibility between implementations running on different processors, a translation between native byte ordering and external byte ordering is necessary. Since all internet standards are defined using “big-endian” byte ordering[IEE85], in which the most significant byte of a multi-byte quantity appears first in memory, this is what is chosen for SOBER, SOBER II, S16, S32, SOBER t-8,16.

On “little-endian” machines, the key and the words of the output stream must be byte reversed before being loaded or XORed into the buffer, respectively.
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In contrast SOBER-128 is entirely based on 32-bit word operations internally [HR032], but the external interface is specified in terms of arrays of bytes. Conversion between 4-byte chunks and 32-bit words is done in “little-endian” fashion irrespective of the byte ordering of the underlying machine. This is a break with the tradition of previous members of the SOBER family.

b) Key Loading

The SOBER family ciphers are designed for applications in wireless telephony. Loss of synchronization haunts such applications a great deal. In order to avert such calamitous loss, one solution adopted by GSM system is to have each encrypted frame implicitly numbered with a frame key, and the stream cipher re-keyed for each frame with the secret session key and the frame key. SOBER supports such a two tier keying structure [ROS198]. S16 shares this two-level keying structure. S32 was not designed to support such a two tier keying structure [ROS00]; All t-class ciphers and SOBER 128 have been designed to support the two-tiered keying structure in addition to the standard mode of operation [HR032]. The cipher is keyed and re-keyed by using operations that transform the values in the register under the influence of key material. Two principle operations are employed:

- Include( X ): adds the word X to r_{15} modulo 2^n; w={8,16,32}.

- Diffuse(): cycles the register and this operation clocks the register, obtains the value by XORing the output of the NLF with r_4. Table 4.1 gives a comparison of key length, bit operation and memory requirements in bytes of different variants of SOBER family.

Table 4.1: The Key length, bit operations and memory requirements of SOBER family ciphers

<table>
<thead>
<tr>
<th>Cipher</th>
<th>w-bit Operation</th>
<th>Max Key Length (bits)</th>
<th>Memory (bytes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOBER</td>
<td>8</td>
<td>128</td>
<td>54</td>
</tr>
<tr>
<td>S-16</td>
<td>16</td>
<td>194</td>
<td>108</td>
</tr>
</tbody>
</table>
4.1.2.2 Linear Feedback Shift Register over GF ($2^n$)

The LFSRs of SOBER, SOBER-II, SOBER-t8 are over GF ($2^8$); the LFSRs of S16, SOBER-t16 are over GF ($2^{16}$)[ROS00]. The LFSRs of S32, SOBER-t32, and SOBER-128 are over GF ($2^{32}$). The length of S32 is 9 stages and the lengths of the others are all 17 stages. Table 4.2 compares the irreducible polynomials used by SOBER family ciphers and their hexadecimal representation.

Table 4.2: The irreducible polynomial used in SOBER family ciphers

<table>
<thead>
<tr>
<th>Cipher</th>
<th>Irreducible Polynomial</th>
<th>Hexadecimal Representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOBER</td>
<td>$X^9 + X^8 + X^3 + X^2 + 1$</td>
<td>0x14D</td>
</tr>
<tr>
<td>S-16</td>
<td>$X^{16} + X^4 + X^2 + X^6 + X^9 + X^7 + X + 1$</td>
<td>0x150D7</td>
</tr>
<tr>
<td>S-32</td>
<td>$X^{22} + (X^{24} + X^{16} + X^8 + X + 1)/(X^9 + X^5 + X^2 + 1)$</td>
<td>0x165656565</td>
</tr>
<tr>
<td>SOBER t8</td>
<td>$X^9 + X^8 + X^3 + X^2 + 1$</td>
<td>0x14D</td>
</tr>
<tr>
<td>SOBER t16</td>
<td>$X^{16} + X^4 + X^2 + X^6 + X^9 + X^7 + X + 1$</td>
<td>0x150D7</td>
</tr>
<tr>
<td>SOBER t32</td>
<td>$X^{22} + (X^{24} + X^{16} + X^8 + X + 1)/(X^9 + X^5 + X^2 + 1)$</td>
<td>0x165656565</td>
</tr>
<tr>
<td>SOBER 128</td>
<td>$X^{17} + X^{15} + X^7 + X^6 + 1$</td>
<td>0x170D</td>
</tr>
</tbody>
</table>

LFSR of various variants of SOBER are updated according to the recurrence relation shown in Table 4.3:
Table 4.3: The feedback function of SOBER family ciphers

<table>
<thead>
<tr>
<th>Cipher</th>
<th>Feedback Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>SOBER</td>
<td>( S_{n+17} = 206 \oplus s_{n+15} \oplus s_{n+4} \oplus 99 \oplus s_n )</td>
</tr>
<tr>
<td>8-16</td>
<td>( S_{n+17} = 138216 \oplus s_{n+15} \oplus s_{n+4} \oplus 673 \oplus s_n )</td>
</tr>
<tr>
<td>8-32</td>
<td>( S_{n+9} = 6327 \oplus s_{n+4} \oplus 2 \oplus s_n )</td>
</tr>
<tr>
<td>SOBER t8</td>
<td>( S_{n+17} = CE16 \oplus s_{n+15} \oplus s_{n+4} \oplus 6316 \oplus s_n )</td>
</tr>
<tr>
<td>SOBER t16</td>
<td>( S_{n+17} = E8216 \oplus s_{n+15} \oplus s_{n+4} \oplus 673 \oplus s_n )</td>
</tr>
<tr>
<td>SOBER t32</td>
<td>( S_{n+17} = s_{n+15} \oplus s_{n+4} \oplus C2DB2 \oplus 316 \oplus s_n )</td>
</tr>
<tr>
<td>SOBER 128</td>
<td>( S_{n+17} = s_{n+15} \oplus s_{n+4} \oplus 0 \oplus s_n )</td>
</tr>
</tbody>
</table>

4.2 Py family of Stream Ciphers

The stream cipher Py (Roo) analyzed in this chapter was one of these candidates in profile 1 stream cipher category. After initial analysis of less than a year 28 ciphers were promoted in phase 2 including Py. But some attacks were reported against it and to improve these shortcomings a new version Pyppy was introduced but that was also susceptible to some attacks. The eSTREAM committee eliminated Py from phase 3 but the report [EST12] says that “Py and its variants demonstrate a promising approach that might offer exceptional performance. Unfortunately, however, there is sufficient analysis [IOMK07, PPS05, and WP06] to suggest that the submitted versions of the cipher demonstrate a weakness in the design.”

To overcome the deficiencies in the previous variants of the Py, the designers had tweaked these ciphers and proposed three new ciphers TPy, TPypy, TPy6. Even though these tweaked variants have solved the problems of the previous known attacks against this family but new attacks were also reported against these new variants. In a new proposal Paul, Preneel & Sekar have introduced two new variants RCR-32 and RCR-64 and claimed it to be secure against any attack known for Py and its previous variants. But most of the claimed attacks against tweaked versions i.e.
TPy. TPpypv6 were claimed as non-attack by the designers of these ciphers. This chapter has attempted to analyze the design and security specifications of P cipher and its variants to assess the reliability of these ciphers and get a better understanding for the design of a stream cipher that is more secure as well as efficient. This chapter studies the design specifications, implementation details and security attacks of Py cipher and its variants.

4.2.1 Design Specifications of Py family

The main component in the design of Py (Roo) family of ciphers is rolling arrays. A rolling array is vector whose units are cyclically rotated and every rotation shifts its entries by one location. Some additional basic operations are performed as part of the array rotation. A very important property of the rolling array is that if the same entry is accessed in two consecutive steps then a different content will be generated. This property is very useful for increasing the speed of mixing the internal state of the cipher. In the Py (Roo) stream cipher and its other variants two rolling arrays have been used and both affect each other by their operation. Permutation and swap operations are performed on one array and then the update operation accesses the other entries. One rolling array is a permutation P of all 256 byte values and other is an array Y of 260 words of 32 bits [BS05]. All the entries are rotated and oldest entries is updated. In this way indirect access is performed that add a large amount of complexity to the mixing process that make it complex for a cryptanalyst to follow.

4.2.1.1 Py (Roo)

Py (pronounced Roo) is a synchronous stream cipher designed in response to eSTREAM project call. The main component of this cipher design is rolling arrays. It also uses various other ideas from many other ciphers, like permutation and variable rotation. To some extent Py is similar to RC4 as it also uses the technique of random scuffle [PPS05]. In Py all the array elements are also rotated in every round. The main strength of this cipher Py is its speed. It is 2.5 times faster than RC4. It takes less than 2.9 Cycles/byte on Pentium-III. Py is a stream cipher designed especially for very fast and secure encryption. It is intended for use with keys of upto 256 bits (32 bytes) and initial vector (IV) of upto 128 bits (16 bytes) but it can also be used with large keys of
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upto 256 bytes and IV sizes upto 64 bytes. The stream generated for a given pair of key and IV is restricted to length of upto 264 bytes.

In the design of Py cipher two rolling arrays have been used. One array P is of 256 bytes that contains a permutation of all the values from 0.... to 255 and second array Y is an array of size 260 where each word is of 32 bit and are indexed as -3.... to 256. Both the arrays rotated in each step of cipher and two output words computed [BS05]. This word is updated by mixing two words of Y into it, where two words are indirectly selected from P and then variable rotation is performed on it. In this way the word is rotated by a number of bits that is calculated from another entry of P.

Attacks on Py

Paul, Preneel and Sekar found a statistical bias in the distribution of the output words that can be used to construct a distinguisher that can work with 283.2 random keys/IVs [PPS06]. In that attack, the key stream can be distinguished from random with 289.2 outputs. Later on Crowley improved this attack by using hidden Markov model by a factor of about 216 in the number of samples [CRO06]. By using this model a distinguishing attack can be made against Py with 272 given bytes of output.

4. Py6Py6 is a variant of Py with reduced internal state size. In this smaller variant of Py, the value of the Permutation P is reduced to a smaller size of 64 and Y to 68 entries. The word size of Y remains unchanged to 32 bits. This variant was proposed to achieve fast initialization with the speed remains the same as the speed of Py. The smaller size of internal states allows a much faster key setup and IV setup that is very attractive for encryption of short streams. This variant has smaller rolling arrays, thus its key setup and IV setup are much faster than of Py, and take 796 and 1464 cycles, respectively. The total number of cycles required by the key and IV setups is thus smaller than the key setup of RC4, and the stream generation is about 2.5 times faster than RC4.Py6 differs from Py in the implementation that in this variant the difference free set had to be replaced by a difference free set modulo 64 and modulo 68. However, there cannot be 10 numbers in such a difference free set, thus in this variant the difference free set contains only the six values that are used as indices to the array P [BS05]. Also, in the generation of the permutation P the internal permutation cannot be used, thus it is removed from one location, and some rotations by eight bits are
replaced by rotations by six bits in order to ensure full mixture of the data. As the indices in this variant are shorter, the length of the generated streams is restricted to 240.

**Attacks on Py6**

As the design of Py6 is same as the Py the attacks which are applicable to Py are also applicable to Py6. Except those attacks that are applicable to Py, distinguishing attacks were reported against Py6 with 268 data and comparable time by Paul and Preneel [PP06].

4.2.1.2 **Pypy (Roopy)**

Distinguishing attacks were reported against Py by exploiting some statistical bias in the design of Py. To overcome these shortcomings in the design of Py, a new improved version Pypy was proposed by the designers of Py. It takes every second word of the stream of Py (starting from the second word) and half of the outputs are discarded. i.e., the first output of the two outputs at each step is discarded [BS06]. Though, slower than Py, it is still about 1.5 times faster than RC4. Pypy follows the same structure, as of Py in terms of key setup, IV setup and implementation. The only difference being that the first output of the two outputs at each step is discarded.

**Attacks on Pypy**

The IV setup of Py and Pypy are same. Wu and Preneel showed that there is serious flaw in the IV setup of Py and Pypy. In these ciphers, two key streams can be identical for every 216 IV’s for IV’s with special difference. In this way key recovery attacks can be made against the ciphers Py, Pypy, Py6 with chosen IVs [HB06]. This attack was subsequently improved by Isobe et al. They showed that 128 bit key can be recovered with a time complexity of $2^{48}$ [I0K07]. To overcome the deficiencies in the design of Py, Py6, and Pypy, the designers withdrew them and introduced three new modified or tweaked version of these ciphers that are TPy, Tpy6 & TPypyp.

4.2.1.3 **TPy, Tpy6 & TPypyp**

TPy, Tpy6 & TPypyp came into existence as a result of major limitations of equivalent IV’s found in all members of Py family. TPy, Tpy6 & TPypyp are the enhanced
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versions of Py, Py6 & Pyp). Since the key setup & stream generation remain unaltered in the new design, both characteristics are same as of the previous version [BS07]. The tweaked IV setup may be very slightly slower than the original, as the modification is very small. The authors of Py claimed that there are no equivalents IVs in Py. When looking at the IV setup, and considering the two loops that mix the IV into EIV (on which the new attack is based), it becomes clear that the authors of Py, when tried to improve the IV setup, added the second loop in order to mix the IV better into the internal state. However, this extra mixing was a poor choice, as if only the first loop was proposed, the IV setup would not have the equivalent IVs problem.

To overcome this problem the IV setup of all the three members of the Py family were tweaked. In the tweak of Py and Pyp, the second mixing loop of the IV were modified such that it will not lead to equivalent IVs, by ensuring that it is invertible (following the suggestion of [PPS06]), in a way that prefer over removing this second loop. The final loop of the IV setup was changed slightly, also in order to ensure invertibility. In TPy6, unlike in Py6, the EIV rolling array is also doubled in size to iv size*b*2. As a result, it limits the keys of TPy6 to be up to 64 bytes, and the IVs to be up to 32 bytes (both are larger than the minimal and recommended sizes). [BS07]

Attacks on TPy, Tpy6 & TPypy

In [SPP071] Sekar, Paul and Preneel published distinguishing attacks on Py, Pypy, TPy and TPypy with data complexities $2^{281}$ each. In [SPP072] Sekar, Paul and Preneel showed new weaknesses in the stream ciphers TPy and Py. Exploiting these weaknesses distinguishing attacks on the ciphers are constructed where the best distinguisher requires $2^{268.6}$ data and comparable time. In [SPP073] Sekar, Paul and Preneel mounted distinguishing attacks on TPy6 and Py6 with $2^{224.6}$ data and comparable time each. Further in [SPP074] Sekar, Paul and Preneel detected related-key weaknesses in the Py family of ciphers including the strongest member TPypy. Under related keys they shown that a distinguishing attack on TPypy with data complexity $2^{193.7}$ which is lower than the previous best known attack on the cipher by a factor of $2^{88}$. It was also shown in this paper that the above attack also works on the other members TPy, Pypy and Py. Later in [BS08], the designers of Py Cipher have denied the attacks on TPy family especially on TPypy.
4.2.1.4 RCR-32 & RCR-64

In the process of getting a secure cipher Paul, Preneel & Sekar proposed two new ciphers RCR-32 and RCR-64 that are derived from TPy & TPypy respectively. The key and IV setup of the RCR-32 and RCR-64 are identical with TPy and TPypy. The only change in the design of these ciphers have been made that variable rotation of quantities is replaced with constant rotation [SPPD74].

Attacks on RCR-32 & RCR-64

These new variants were claimed to be secure from all attacks that have been made against previous version of the Py family. Any attack has not been reported against these ciphers till date.

Table 4.4 gives a comparative study of encryption speeds of all variants of Py stream cipher and Table 4.5 presents the complexities of attacks on various variants of Py stream cipher.

Table 4.4: Speed of Py and its variant Ciphers in cycles/bytes on Intel Pentium-III processor

<table>
<thead>
<tr>
<th>CIPHER</th>
<th>SPEED</th>
</tr>
</thead>
<tbody>
<tr>
<td>Py &amp; TPy</td>
<td>2.80</td>
</tr>
<tr>
<td>Py6 &amp; TPpy</td>
<td>2.80</td>
</tr>
<tr>
<td>Pypy &amp; TPypy</td>
<td>4.58</td>
</tr>
<tr>
<td>RCR-32</td>
<td>4.45</td>
</tr>
<tr>
<td>RCR-64</td>
<td>2.70</td>
</tr>
<tr>
<td>RC4</td>
<td>7.30</td>
</tr>
</tbody>
</table>

Table 4.5: Attacks on the Py-family of stream Ciphers

(It shows the complexity of attacks and X denotes that the attack does not work)

<table>
<thead>
<tr>
<th>Attacks</th>
<th>Py6</th>
<th>Py</th>
<th>Pypy</th>
<th>TPy6</th>
<th>TPy</th>
<th>TPypy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paul et al.</td>
<td>X</td>
<td>2^{88}</td>
<td>X</td>
<td>X</td>
<td>2^{89.2}</td>
<td>X</td>
</tr>
<tr>
<td>Crowley</td>
<td>X</td>
<td>2^{72}</td>
<td>X</td>
<td>X</td>
<td>2^{72}</td>
<td>X</td>
</tr>
<tr>
<td>Preneel-Paul</td>
<td>2^{88.6}</td>
<td>X</td>
<td>X</td>
<td>2^{88.6}</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Isobe et al.</td>
<td>X</td>
<td>2^{24}</td>
<td>2^{24}</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Sekar et al.</th>
<th>X</th>
<th>$2^{281}$</th>
<th>$2^{281}$</th>
<th>X</th>
<th>$2^{281}$</th>
<th>$2^{281}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sekar et al.</td>
<td>X</td>
<td>$2^{258.6}$</td>
<td>X</td>
<td>X</td>
<td>$2^{258.6}$</td>
<td>X</td>
</tr>
<tr>
<td>Sekar et al.</td>
<td>$2^{224.6}$</td>
<td>X</td>
<td>X</td>
<td>$2^{224.6}$</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Sekar et al.</td>
<td>X</td>
<td>$2^{193.7}$</td>
<td>$2^{193.7}$</td>
<td>X</td>
<td>$2^{193.7}$</td>
<td>$2^{193.7}$</td>
</tr>
<tr>
<td>Preneel -Wu</td>
<td>X</td>
<td>$2^{24}$</td>
<td>$2^{24}$</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Though Py and its variants used a promising approach that can deliver high performance, analysis have proved susceptibility of these ciphers towards different attacks like distinguishing attack, key recovery attack and chosen IV attack. TPypxy is considered to be strongest candidate over the entire family. Even though security claims have been made by Preneel et al. [SP073] and Sekar et al. [SP075] against TPypxy but the designers have already specified that this cipher can only be assumed secure for $2^{64}$ bytes of key stream and hence counter claim by designers to prove it secure is also satisfactory [BS08]. No other attack which is more powerful than these attacks and of less complexity has been reported against TPypxy till date. Therefore the TPypxy can be treated as secure cipher till any other claim or cryptanalysis comes against it.

Analysis of Nonlinear feedback shift register (NLFSR) based Stream ciphers

This Section of the chapter gives a detailed discussion of various NLFSR based stream ciphers and presents a comparative analysis of these ciphers. Different ciphers analysed include DRAGON stream cipher, NL.$Sv2$ and GRAIN-128 stream ciphers.

4.3 DRAGON stream cipher

K. Chen, M. Henricksen, W. Millan, J. Fuller, L. Simpson, E. Dawson, H. Lee and S. Moon developed a 32-bit word based stream cipher called Dragon [CHE04]. It is based on a non-linear feedback shift register in conjunction with a non-linear filter function with memory to produce keystream in blocks of 64 bits. Dragon can be executed either with a key and IV-size of 128 bits or a key and IV-size of 256 bits. The nonlinear state update function, which is called the function $F$, takes six state words (192 bits) as input and produces six words (192 bits) as output. Among the
output words of \( F \) function, two words are used as new state words and two words are produced as a keystream.

### 4.3.1 Specification of Dragon

Dragon stream cipher is constructed using a single word based 1024-bit nonlinear feedback register (NLFSR), a nonlinear state update function, and a 64-bit internal memory. Dragon is implemented with two sizes of key and initialization vector (IV) of the size of 128 or 256 bits and produces a 64-bit output per round. The nonlinear state update function \( F \), takes six 32-bit words (192 bits) as input and produces six 32-bit words (192 bits) as output. Figure 4.3 gives a detailed structure of function \( F \) and denotes the input words as \{a, b, c, d, e, f\} and the output words as \{a', b', c', d', e', f'\}. Among the output words of \( F \) function, two words are used as new state words and two words are produced as a keystream. The function \( F \) has two component functions \( G \) and \( H \) constructed by using two explicitly non-linear \( 8 \times 32 \) S-boxes, which are called as \( S1 \) and \( S2 \). Suppose that the 32-bit input \( x \) is split into four bytes such as \( x = x_0\|x_1\|x_2\|x_3 \) where \( x_i \) denotes a single byte and \( \| \) denotes a concatenation. Each byte \( x_i \) is passed through an \( 8 \times 32 \) S-box and the four 32-bit outputs are combined using binary addition.

A network of modular and binary additions is used for diffusion in the \( F \) function. It can be divided to three parts: pre-mixing, substitution, and post-mixing. In Figure 4.3, \( \oplus \) represents exclusive-or (XOR) and \( \equiv \) represents addition modulo \( 2^{32} \).
Dragon can be used with two different key and initialisation vector lengths: 128-bit and 256-bit. The 256-bit key and initialisation vector is denoted as K and IV respectively and the 128-bit key and initialisation vector is denoted as k and iv respectively. Dragon has a simple keying (and rekeying) strategy using the key and the publicly known initialisation vector. The 1024-bit internal state is divided into eight 128-bit words, labelled W0 to W7and is initially filled by concatenating the key and the initialisation vector with their bitwise sum and its complement such that W= K || K☉IV || K ⊕ IV || IV. The state initialisation process makes extensive use of the F function and involves 16 iterations of the F function. The use of existing components for both initialisation and keystream generation simplifies analysis and increases implementation efficiency.
Dragon possesses a NLFSR of 1024 bit size, which is divided into thirty-two 32-bit values, \( B_i \), \( 0 < i < 31 \). At each round six words from the internal state are used as input to the F function. The words of the first round are taken from the positions 0, 9, 16, 19, 30 and 31, which form a Full Positive Difference Set (FPDS)[HEN05]. Furthermore, the 64-bit memory counter M acts as a counter during keystream generation. The counter M is initialized during the initialization process. Each round of the keystream generation results in output of 64 bits of keystream called k and B and M are updated.

4.3.2 Security of Dragon

Englund and Maximov in [EM05] describe a distinguishing attack on Dragon, which is supposed to be the first proposed attack on Dragon stream cipher. According to Englund and Maximov, two versions of a distinguishing attack on Dragon were found. The first scenario requires a computational complexity of \( O(2^{187}) \) and needs memory only \( O(2^{12}) \). However, the second scenario has a lower time complexity around \( O(2^{155}) \), but requires a larger amount of memory \( O(2^{86}) \). These attacks show that Dragon does not provide full security and can successfully be broken much faster than the exhaustive search, when a key of 256 bits is used.
In response to this attack, the designers of Dragon in [DAW12] state that the attack mentioned in [EM05] is only possible if the designers' restriction on keystream length is relaxed to allow the generation of enormous amounts of keystream under a single key-IV pair. The amount of keystream required is $2^{97}$ times the $2^{64}$ bit maximum recommended.

Dragon is believed to possess good statistical properties as it has passed all pertinent statistical tests provided by CRYPT-X[HLW97]. Based on the size of its NLFSR and COUNTER, Dragon is expected to have a have a period of about $2^{582}$ bits. Also Dragon is designed to avoid weak keys. The internal state is a non linear feedback shift register that avoids fixed point through its use of a counter. Therefore all-zero state, which is a problematic in many LFSR based stream ciphers, does not produce any weak keys.

4.4 Grain 128:

Specific cryptographic primitives were considered essential for hardware based applications where resources are limited. eSTREAM called for submissions in two categories, hardware and software. Grain 128 was specifically designed for eSTREAM [RM08] submission in hardware profile and it was selected in the final phase of eSTREAM competition.

Grain V0 [HJM05] was originally designed for the eSTREAM submission but some weaknesses were found in the design. A distinguishing attack using the concept linear sequential circuit approximation was reported by Khazaei, Hassanzadeh and Kiaei [KSH05]. Barbein, Gilbert and Maximov [BGM06] also mounted a key recovery attack. In view of these two attacks, the original design slightly modified and feedback polynomial of NFSR and keystream function was modified and designers of Grain presented the new Grain cipher as Grain V1.

But even after these modifications, the design was attacked by Canniere, Kucuk and Preneel [CKP08] by exploiting the weakness in initialization algorithm. This attack was further strengthened by Lee et al. [LY08] by exploiting the same weakness of related key and proposed a key recovery attack against Grain V1. A new attack, called
Dynamic Cube attack [DIS12] has been also reported against the Grain VI that can recover 80 bits key fully.

In view of these attacks and due to rapid advancement of hardware technology, the possibility of exhaustive key search attack on 80 bit primitives in the near future, a new version that uses 128 bit key called Grain 128 was introduced by the designers of Grain.

### 4.4.1 Design Specifications of Grain 128:

The basic building blocks of all the variants of Grain stream cipher are same. Grain is a bit oriented synchronous stream cipher. It uses one NFSR and one LFSR with a filter function to combine the output of these shift registers. The general structure of Grain has been shown in figure 4.5.

![Figure 4.5: General structure of Grain Stream](image)

In case of Grain 128, NFSR and LFSR are of 128 bit length each has been used. These two registers provide an internal state of 256 bits.

**Feedback polynomial of LFSR**

\[ f(x) = 1 + x^{17} + x^{19} + x^{58} + x^{99} + x^{121} + x^{128} \]

**Feedback polynomial of NFSR**
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\[ g(x) = 1 + x^{27} + x^{34} + x^{73} + x^{102} + x^{128} + x^{147} + x^{206} + x^{361} + x^{641} + x^{67} + x^{369} + x^{606} + x^{146} \]

The filter function is

\[ h(x) = x_0x_1 + x_2x_3 + x_4x_5 + x_6x_7 + x_8x_9 \]

Where the variables \( x_0 \) to \( x_8 \) respectively correspond to the tap position \( b_{-12}, s_{4+1}, s_{4+2}, s_{4+3} \), \( s_{4+1}, b_{4+2}, s_{4+3}, s_{4+4}, s_{4+6} \), and \( s_{4+8} \).

The keystream function is defined as:

\[ z_i = \sum_{j=1}^{n} b_{i+j} + h(x) + s_{i+1} \]

Where \( A = \{2, 15, 36, 45, 64, 73, 89\} \)

4.4.2 Key Initialization of Grain:

The Grain cipher is initialized before generating the key streams. The 128 bit secret key is filed in the NFSR and first 96 bits of LFSR are loaded with the IV \([11M08]\). The remaining bits of LFSR are padded with all ones. The cipher is clocked 256 times before actually generating the keystream. The clocking flush out all the values previously stored in the shift registers and only random values are stored in the two shift registers. The key initialization of Grain has been shown in figure 4.6.

Some weakness in key initialization of Grain 128 was found by Kucuk \([KUC06]\) and in view of these observations, the padding by all ones was changed and only last 31 bits of LFSR were filled with ones and rightmost bit was filled with zero to overcome this weakness.
4.4.3 Attacks on Grain 128:

The design principles of Grain V1 and Grain 128 are same except that Grain V1 is a 80 bit cipher and grain 128 is a 128 bit stream cipher. The attacks which are applicable to Grain V1 are also applicable for grain 128 due to this similarity in design.

Lee et al. [LY08] proposed a key recovery attack that requires 226.59 chosen IVs, 231.39 keystream bits and 227.01 computations to recover the whole key of 128 bits. A fault attack that induces 24 consecutive faults in the LFSR to recover the 128 key within a span of a few minutes was proposed by Berzati et al. [BA09]. A fault attack based on NFSR was proposed by Karmakar and Chowdhury [KSC11] that requires a number of faults ranging from 56 to 256 in NFSR and requires a time complexity of $O(2^{21})$ and space complexity of $O(2^{22})$ to recover the secret key. The dynamic Cube attack was also proposed against Grain 128 by Dinur and Shamir [DIS11] that can reduce the key recovery time in comparison to exhaustive key search attack by a factor of $2^{28}$.

4.5 NLSV2:

NLSV$_2$ [HIP07] is the most advanced member of the SOBER family of stream cipher. It is a modified and advanced version of Non Linear Sober (NLS). NLS was
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submitted to eSTREAM in both the profiles 1 and 2 but two major attacks were reported against this design. A linear distinguishing attack was proposed by Chou and Pieprzyk that was based on a linear approximation of NFSR and NLF. The second attack called crossword puzzle attack was also proposed by Cho and Pieprzyk. It was an improved attack based on the first attack. In view of these attacks and suggestions, an improved version of NLS [HP06] called NLSV₂ was presented by the designers of NLS. The Konst variable is periodically updated in comparison to NLS where Konst remain constant during keystream generation and dependent on the key.

NLSV₂ is a software oriented synchronous stream cipher that also provides message authentication functionality and it was submitted in eSTREAM competition in profile 1A category. NLSV₂ provides 128 bit security and performs 32 bit operations similar to NLS.

**4.5.1 DESIGN SPECIFICATIONS OF NLSV₂**

NLSV₂ is very much similar to previous versions of SOBER family ciphers SOBER 128 and NLS except some changes but the design rationale is similar. In this section, the design specification of NLSV₂ has been discussed:

**4.5.2 Keystream Generation:**

The key stream is generated with the help of three components namely nonlinear feedback shift register (NFSR), a nonlinear filter (NLF) and a counter. The cipher is based on 32 bit operations and 32 bit sized words.

At any time, the state of the NFSR is denoted by $S_i = (r_i[0], r_i[1], \ldots, r_i[16])$ and its initial state is represented by $S_0 = (r_0[0], r_0[1], \ldots, r_0[16])$.

The update function of NFSR is represented by these equations:

1. $r_{i+1}[i] = r_i[i+1]$, for $i = 0, 1, \ldots, 15$
2. $r_{i+1}[16] = f(r_i[0]<<<19) + (r_i[15]<<<9) + Konst \oplus r_i[4]$
3. if $t = 0$ (modulo $f/16$), then
   a. $r_{i+1}[2]$ is modified by adding $t$ (modulo $2^{32}$)
   b. Konst is changed to the output of NLF
The output of NLF at t=0 is not used as a keystream word, where \( f \) is a constant integer \( 2^{16} + 1 = 65537 \).

The function \( f \) is defined as \( f(w) = S\text{-Box} \left( w_{n+1} \right) \oplus w \) where \( w_{n+1} \) is the most significant 8 bits of 32 bit word \( w \).

The output of the NFSR is fed to NLF to produce 32 bit output word denoted as \( V \).

The NLF generates the output words as:

\[
V = NLF(S) \oplus (r_0 \oplus [16 \oplus (r_1 + r_{13}) \oplus (r_6 + \text{Kunst})]
\]

### 4.5.3 Attacks on NLSv2:

Cho and Pieprzyk (CP041) proposed Crossword Puzzle Attack on NLSv2 that requires \( 2^{13} \) observations to mount the distinguishing attack by using a bias in the NFSR and combining with correlation between 29 and 30 bits of S-Box. This distinguisher fails the claim of designers that at least \( 2^{80} \) observations are required to mount a distinguishing attack.

In Table 4.6, a comparative analysis of the performance of NLFSR based stream ciphers is presented. These values were calculated on a Pentium M machine with a processor speed of 1700MHz and variant input values.

#### TABLE 4.6: Performance Analysis of NLFSR Stream Ciphers

<table>
<thead>
<tr>
<th>Cipher Primitive</th>
<th>Key</th>
<th>IV</th>
<th>Keystream setup</th>
<th>Keystream encryption (40 Bytes)</th>
<th>Keystream encryption (576 Bytes)</th>
<th>Memory Requirements (in bytes)</th>
<th>Through put</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLSv2</td>
<td>128</td>
<td>128</td>
<td>777.31</td>
<td>103.51</td>
<td>180.59</td>
<td>2,196</td>
<td>5.59</td>
</tr>
<tr>
<td>DRAGON</td>
<td>128</td>
<td>128</td>
<td>113.98</td>
<td>83.20</td>
<td>32.35</td>
<td>4,994</td>
<td>11.74</td>
</tr>
<tr>
<td>GRAIN-128</td>
<td>128</td>
<td>96</td>
<td>18.01</td>
<td>59.54</td>
<td>33.67</td>
<td>256</td>
<td>11.56</td>
</tr>
</tbody>
</table>

(* denotes hardware based stream cipher with a gate count)
In this chapter, an analysis of existing stream ciphers introduced in high profile stream cipher events like eSTREAM and NESSIE is presented. This chapter discusses at length the members of SOBER family of stream ciphers and performed an analysis on the basis of various parameters like byte order considerations, memory requirements, key strength, polynomials used, LFSR over GF \((2^n)\), and security issues. Next an analysis of Py family of stream ciphers is presented, which include Py stream cipher and it tweaked variations. The tweaked versions were essentially introduced once the basic design was found susceptible to various cryptanalytic attacks. The analysis is performed on the parameters like speed and complexities of various attacks on different variants of the Py stream cipher. The second half of this chapter is dedicated to stream ciphers based on Nonlinear feedback shift register. Different NLFSR based stream ciphers discussed in this section include DRAGON, NLSv2 and GRAIN-128. Dragon has been especially built for 32-bit architectures, also bearing in mind the importance of a strong and agile key schedule. The cipher uses the minimum number of operations to ensure security, yet maintains a high level of efficiency. Dragon is believed to provide considerable level of security in terms of cryptanalytic attacks that have been reported on it. NLSv2 is the nonlinear version of the SOBER family of stream ciphers and provides the additional functionality of Message Authentication capability (MAC). Towards the end of the chapter, GRAIN-128 stream cipher is analysed.
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Chapter 5
BOKHARI: A New Software Oriented Stream Cipher

Traditionally the realm of stream cipher design has focused on linear feedback shift registers (LFSRs), which are well studied and satisfy common statistical criteria but due to their inherent linearity, they become susceptible to several cryptanalytic attacks. The new stream cipher designs are more inclined towards the non-linear feedback functions used in conjunction with non-linear filter, non-linear combination generator or irregular clocking to instill nonlinearity in the generated keystream.

The BOKHARI stream cipher is a new proposed stream cipher dedicated to software applications and is designed for a secret key that is up to 128 bits in length. The design is inspired by the design of both SOBER-128 [HR12] which was one of the four candidates to make to phase II of NESSIE program and a reduced version of the well-known stream cipher DRAGON [CHE04]. BOKHARI is constructed from a non-linear feedback shift register (NLFSR) and a Non Linear Filter (NLF) and
BOKHARI: A new software oriented stream cipher employs two functions $f_1$ and $f_2$ for the initialization and generation of key stream. Figure 5.1 shows a graphical representation of the structure of BOKHARI stream cipher.

Changeover from SOBER-t16

1. The BOKHARI stream cipher is based on a nonlinear feedback shift register (NLFSR) instead of an LFSR used in SOBER-t16.
2. Since the support for odd-length keys and initialization vectors significantly complicate the code [HPR], BOKHARI is designed to only support keys and IVs that are multiples of 4 bytes in contrast to SOBER-t16, which uses multiples of 2 bytes. Keys and IVs of odd-length can always be padded by the user.
3. "Konst" is set to a non-zero value during key loading, so as to avoid poor diffusion.
4. Chattering has been removed. Though it added to the security but was computationally expensive and exposed cipher to side channel attacks [HPR].

5.1 Design Specifications

BOKHARI is a software oriented stream cipher constructed using an NLFSR, a Non-linear filter and two state update functions $f_1$ and $f_2$. In addition BOKHARI makes use of an S-Box designed by ISRC. Following is a detailed description of various components of BOKHARI stream cipher.

5.1.1 State Update Function

BOKHARI uses two state update functions $f_1$ and $f_2$. The $f_1$ function is a modified version of well-known stream cipher DRAGON and $f_2$ function is similar to that used in SOBER-t16. The $f_1$ function is used in key setup and is a reversible mapping of 64 bits (four 16-bit words) to 64 bits. It takes four 16-bit words as input and produces four 16-bit words as output. In Table 1 the input words are denoted {a, b, c, d} and the output words {a', b', c', d'}. The $f_1$ function has four component functions denoted $G_1$, $G_2$, $G_3$, $G_4$ as described below. The $G$ function provides algebraic completeness [KD79] and high non-linearity.
A network of modular and binary additions is used for diffusion in the \( f_1 \) function. It can be divided into three parts: pre-mixing, substitution, and post-mixing.

### Table 5.1: Structure of the \( f_1 \) function

<table>
<thead>
<tr>
<th>Input ( {a, b, c, d} )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pre-mixing Layer:</strong></td>
</tr>
<tr>
<td>1. ( b = b \oplus c ); ( d = d \oplus a );</td>
</tr>
<tr>
<td>2. ( a = a \oplus d ); ( c = c \oplus b );</td>
</tr>
<tr>
<td><strong>S-box Layer:</strong></td>
</tr>
<tr>
<td>3. ( d = d \oplus G_1(c) ); ( b = b \oplus G_2(a) );</td>
</tr>
<tr>
<td>4. ( a = a \oplus G_3(d) ); ( c = c \oplus G_4(b) );</td>
</tr>
<tr>
<td><strong>Post-mixing Layer:</strong></td>
</tr>
<tr>
<td>5. ( b' = b \oplus c' ); ( d' = d \oplus a' );</td>
</tr>
<tr>
<td>6. ( a' = a \oplus d' ); ( c' = c \oplus b' );</td>
</tr>
</tbody>
</table>
| **Output \( \{a', b', c', d'\} \) |}

#### 5.1.2 G Function

The \( G \) function is based on an 8x16 bit s-box which is a combination of skipjack s-box and an s-box tailor designed by the information security Research Centre (ISRC) at the Queensland University of Technology [IR12]. The ISRC S-box was constructed as eight mutually uncorrelated, balanced and highly non-linear single bit functions, \( all \) and \( al \), to form virtual 16x16 s-boxes. The \( G \) function consists of four components \( G_1, G_2, G_3 \) and \( G_4 \) as defined below. The 16-bit input is broken into two bytes \( (x = x_0|\ x_1) \). Each byte is passed through an 8 x 16 s-box and the two 16-bit outputs combined using binary addition.

**G function is defined as:**

\[
G_1(x) = all(x_0) \oplus al(x_1)
\]
\[
G_2(x) = al(x_0) \oplus all(x_1)
\]
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\( (x) = a\{H}(x_0) \oplus aL(x_1) \)

\( (x) = aL(x_0) \oplus aH(x_1) \)

The \( f_2 \) function is a part of Non Linear Filter (NLF) of BOKHARI. The \( f_2 \) function has a 16 bit input word \( x = (x_1 x_0) \). Here \( x_1 \) and \( x_0 \) represent the upper and lower bytes of 16-bit input word and "||" denotes the concatenation of blocks. The s-box used is same as the one used in \( f_1 \).

5.1.3 Initialization

BOKHARI is keyed using a secret key and \( t \)-byte session key. The internal state is initially filled by the first 17 Fibonacci numbers by setting \( r_0 = 1 \) and \( r_2 = 1 \) and computing \( r_i = r_{i-1} + r_{i-2} \) for \( 2 \leq i \leq 16 \). Fibonacci numbers are used only because of the ease of generation. The value of \( \text{KONST} \) is initially set to \( 0x6996 \) called \( \text{INITKONST} \). The state initialization makes extensive use of the \( f_1 \) function.

5.1.3.1 NLFSR

BOKHARI uses an NLFSR of length 17 with each register element containing a 16-bit word. The state of the NLFSR at time \( t \) is denoted \( s_1 \ldots s_{17} \). The new word is generated by shifting the previous state one step and updating the state of the most significant word according to the following equation:

\[ S_{t+1} = f_1 (s_{16} \oplus s_1 \oplus s_4 \oplus s_7) \]

The register is updated as follows:

\[ R[0] = R[1]; R[1] = R[2]; \ldots; R[15] = R[16]; R[16] = S_{t+1} \]

The \( f_1 \) function used in NLFSR is the feedback function that takes four 16-bit words as input and produces four 16-bit words as output. In Table 5.1 the input words are denoted \( \{a, b, c, d\} \) and the output words denoted as \( \{a', b', c', d'\} \). The input word \( a, b, c, d \) are assigned the values at \( \text{Tap position} \{0, 4, 15, 17\} \) of the NLFSR.
5.1.3.2 The Non-linear filter (NLF)

At time $t$, the nonlinear filter (NLF) takes five words $s_t$, $s_{t-1}$, $s_{t-6}$, $s_{t-13}$, $s_{t-18}$ from the NLFSR states and the constant $Konst\alpha$ as the input and produces the output $v_t$. The nonlinear filter consists of function $f_2$, three adders and XOR addition. The function $f_2$ translates a single word input into a single word output. The output is generated by the following equation:

$$v_t = ((f(x) \boxplus s_{t-13}) \boxplus s_{t-1}) \boxplus Konst) \boxplus s_{t-13}$$

The function $f_2$ uses an S-box with an 8-bit input and a 16-bit output. The S-box is a combination of Skipjack S-box and an S-box tailor designed by the Information Security Research Centre (ISRC) at the Queensland University of Technology [11R12]. The input $x$ to the function $f_2(x)$ is split into two strings, $xII$ and $xI$.

5.1.3.3 The S-Box
The S-Box used in BOKHARI stream cipher is a combination of the Skipjack S-box and an S-box tailor designed by Information Security Research Center (ISRC) at Queensland University of Technology (QUT) and is employed in functions $f_1$ and $f_2$.

In case of function $f_1$, the 16 bit input ‘a’ is divided into two parts $a_{11}$ and $a_{1}$. SBox is fed with an input $a_{11}$. The eight most significant bits (MSBs) of the output of the SBox are equal to the output of the Skipjack S-box and the eight least significant bits (LSBs) of the output of the SBox are equal to the output of the S-box constructed by the ISRC. These two 16 bit outputs are then XORed with each other and fed back to function $G$.

In case of function $f_2$ used in the NLF part of the cipher, the 16 bit input is processed in the similar fashion as in $f_1$. The only difference is that the eight MSBs of the output of $f_2$ is the output of the skipjack S-box, while the eight LSBs are obtained by XORing the eight bits of the output of the ISRC S-box with the LSBs of the input.

### 5.1.4 Key stream generation

Principle operation employed for keying and rekeying of BOKHARI are:

**Include ($X$):** This operation adds the word $X$ to $r_{15}$ modulo $2^{16}$

**Diffuse ($\ominus$):** This operation clocks the register, obtains the output $v$ of the NLF and replaces the value of $r_{14}$ with the value of $(r_{14} \ominus v)$.

All keys must be multiple of 4 bytes in length; keylen is the length of the key in bytes. Eight 16-bit variables $a$, $b$, $c$, $d$, $a'$, $b'$, $c'$, $d'$ act temporary placeholders for register contents and outputs of function $f_1$. This algorithm uses the values in “k[ ]” to transform the current status of the register.

**Input = \{k[], keylen\}

1. Convert \{k[\]\} into $kwl = \text{keylen/4}$ words and store in an array “kw[\]” of $kwl$ "big-endain" words:
2. For each $i$, $0 \leq i \leq (kwl-1)$, Include (kw[i]) and apply Diffuse $\ominus$.
3. $a=r_0$; $b=r_8$; $c=r_{15}$; $d=r_9 \oplus r_4 \oplus r_{15}$.
4. \{$a', b', c', d'$\} = $f_1$ (a, b, c, d).
5. $r_{i0} = a' \oplus b' \oplus c' \oplus d'$.

6. Apply Diffuse() 17 more times.

The register is initialized to first 17 Fibonacci numbers.

$$
\begin{align*}
   r_0 &= r_{i-1} - r_{i-2} \\
   r_i &= r_{i-1} - r_{i-2} \\
   &\quad \text{for } 2 < i < 16.
\end{align*}
$$

And value of constant is set to the word 0x6976 (called INITKONST) in contrast to SOBER-t16 that uses an all zero word as the initial value of Konst. The cipher applies Loadkey($K[i], 0$), which includes the session key bytes into the register and diffuses the information throughout the register. Again in BOKHARI, keylen is not included in the register as used in SOBER-t16; instead the function f1 is used to ensure strong nonlinearity and distinct initial states. Once the key is diffused, the register is clocked and value of NLF is calculated. Konst is set to this new value. The values at NLF/SR tap sets are stored in temporary placeholders {a, b, c and d} and passed to the function f1 that calculates the output by performing sufficient transformations of the values stored in these variables. The Diffuse() operation is applied 17 times in order to ensure that every bit of inputs effects every bit of resulting register state in a nonlinear fashion. If the cipher is going to be rekeyed for each of multiple frames, then the 17 word state of register (which is called the initial key state) can be saved at this point for later use and the key discarded. However for shorter keys, the key could be saved and the keying procedure repeated as necessary, trading additional computation time for some extra memory. If the cipher is not being used with a frame key, then the cipher produces a key stream with the register starting in the initial key state. However, if the cipher uses a frame key, then the cipher first resets the register state to the saved initial key state and loads the n-byte frame key $frame[0], ..., frame[n-1]$ using Input($frame[], n$). The state of the register following the re-keying is taken as the initial state and the cipher produces a key stream with the register starting in this state.

5.2 Security Claims

Any attack on BOKHARI stream cipher is believed to have a complexity greater than an exhaustive key search, though no mathematical proof of security is claimed. A brief Analysis of several attacks on BOKHARI stream cipher is mentioned below.
5.2.1 Correlation Attack

The feedback function of the stream cipher is highly nonlinear through the use of SBox and a network mesh of addition and XOR preceded and followed by some pre-mixing and post-mixing. The nonlinearity of the feedback function and the selection of taps for the output filter function should adequately disguise any short distance correlations. The regular modification of the state should enhance this effect for long term correlations.

5.2.2 Guess and determine attacks

The existence of Guess and Determine attack relies on the tap sets rather than individual NLF and NLFSR operations. [HR03] The taps selected for BOKHARI were such that they could resist Guess and Determine attacks. The tap set used in NLFSR state update function {0, 4, 15, and 17} and Nonlinear filter {0, 1, 6, 13, 16} form a full positive difference set (FPDS) that prevents Guess and Determine attacks.

5.2.3 Distinguishing Attacks

If the output sequence of a stream cipher can be statistically distinguished from a random sequence, then the cipher is not strong enough for cryptographic applications. BOKHARI is designed with complex initialisation and update function. It has no linear masking and therefore immune to this type of distinguishing attacks. [CHJ02]

5.3 Weak Keys

Weak keys are those keys that bypass some operations of the cipher. That is, the operations have no effect in the calculation of the feedback or the output keystream. BOKHARI is designed to avoid weak keys. Since the internal state is an NLFSR and value of \textit{KONST} is set to non zero, therefore the all zero state is not is avoided. While it is easy to bypass the pre-mixing phase in a single iteration of the \textit{F} function by having repetitive inputs such as all zeros or all ones, it is only possible for the first of the 17 iterations of \textit{F} in the key setup. Also, selected values are limited to the first four inputs of the \textit{F} function, as the feedback input takes the value of final output $v_w$. The network of \textit{G} and \textit{H} functions ensure that the initial states which bypass the pre-mixing phase cannot bypass any other operations in \textit{F}. It is believed that the above design features provide a strong guarantee that there are no weak keys for Dragon.
5.4 Statistical Analysis

Key streams generated by BOKHARI stream cipher have been analysed using NIST statistical suite [KD79]. The NIST test battery consists of 15 statistical tests. These tests check the input sequence for randomness, linear complexity, patterns and several other statistical properties exploited in crypt-analytical attacks. No bias was found by any of the 17 tests included in the NIST suite. The key stream generated by BOKHARI is reported to have properties of random bit streams and sufficient tolerance pertinent to these attacks.

Table 5.2: Statistical Analysis

<table>
<thead>
<tr>
<th>Statistical test</th>
<th>P-value (BOKHARI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>0.064721</td>
</tr>
<tr>
<td>Block frequency</td>
<td>0.515168</td>
</tr>
<tr>
<td>Cumulative sum- Forward</td>
<td>0.371755</td>
</tr>
<tr>
<td>Cumulative sum- Backward</td>
<td>0.307124</td>
</tr>
<tr>
<td>Runs</td>
<td>0.183759</td>
</tr>
<tr>
<td>Long Runs of Ones (M=1000)</td>
<td>0.447910</td>
</tr>
<tr>
<td>Rank</td>
<td>0.658201</td>
</tr>
<tr>
<td>Spectral DFT</td>
<td>0.894390</td>
</tr>
<tr>
<td>Non Overlapping Templates (m=9, b=00000000001)</td>
<td>0.315012</td>
</tr>
<tr>
<td>Overlapping Template</td>
<td>0.271304</td>
</tr>
<tr>
<td>Universal (L=7, Q=1280)</td>
<td>0.621864</td>
</tr>
<tr>
<td>Approximate Entropy (m=10)</td>
<td>0.531830</td>
</tr>
<tr>
<td>Random Excursions (x=1)</td>
<td>0.871063</td>
</tr>
<tr>
<td>Random Excursions Variant (x=-1)</td>
<td>0.418520</td>
</tr>
<tr>
<td>Linear Complexity (M=500)</td>
<td>0.741940</td>
</tr>
<tr>
<td>Serial (m=5)</td>
<td>0.428531</td>
</tr>
</tbody>
</table>
ENT Tests:
BOKHARI Stream Cipher was tested on ENT test suite and the recorded results are given in Table 5.3 and found totally unbiased. The tests were run on an input file containing 10400 samples and the output recorded that the input sequence was totally uncorrelated (-0.038915), entropy was recorded as 1.196567, which is optimum and arithmetic mean value of data byte was found to be 47.0118 which is totally random.

<table>
<thead>
<tr>
<th>Test</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entropy</td>
<td>1.196567</td>
</tr>
<tr>
<td>Compression rate &lt;Input file: 10400 bytes&gt;</td>
<td>85%</td>
</tr>
<tr>
<td>Chi square distribution &lt;10400 samples&gt;</td>
<td>1224599</td>
</tr>
<tr>
<td>Arithmetic mean value</td>
<td>47.0118</td>
</tr>
<tr>
<td>Monte Carlo value</td>
<td>4.00000</td>
</tr>
<tr>
<td>Serial Correlation coefficient</td>
<td>-0.038915</td>
</tr>
</tbody>
</table>

5.5 Memory requirements:

Storage requirements include 1,024 bytes to store a non-linear SBox containing 256 entries with each entry being a 16 bit word and 1,024 bytes to store the multiplication table with 256 entries, therefore a total of 2,048 bytes to store the internal state. Further storage of 140 bytes is required for the register of length 17 words and a four byte Konst. BOKHARI has memory requirements totaling 2,188 bytes. This is suitable for even very constrained environments.

BOKHARI stream cipher was run on an Intel (R) Core (TM) i7-3770 @3.40 GHz machine and compiled with gcc. The performances were obtained by taking the average of multiple runs.
In this chapter, a new software oriented stream cipher based on a secret key of length 128 bits is presented. This chapter gives an insight of the design details of BOKHARI stream cipher and assessment of its security. It is believed that any attack on BOKHARI has a complexity greater than exhaustive key search. This chapter also provides the statistical analysis of the new cipher and source code of BOKHARI written on a gcc compiler can be found at the end of this thesis as Appendix II.
Conclusion

Chapter 6
Conclusion

In this thesis, the theory and practice of symmetric-key cryptology is discussed. Cryptographic algorithms provide mathematical tools for achieving several important security objectives in electronic communications. Among the most important of these objectives is ensuring privacy of the message exchange. Privacy can be achieved by using both symmetric and asymmetric techniques. Though, in the areas where the highest level of security, high throughput capacity and low implementation costs are of the utmost importance, there is no alternative to symmetric systems and to stream ciphers, in particular.

Stream Ciphers were widely used without any standard design. Now a day's stream ciphers have attracted attention of scientific community and several attempts were made to standardise it but it these are still in nascent stage. For the construction of stream ciphers, the toolbox of good, well documented strategies is not as rich as block ciphers. Most theoretical results are concerned with Boolean combining functions or nonlinear filters.
In this thesis, the basic design structure and philosophy of Stream cipher design is discussed and an analysis on the available stream cipher designs and cryptanalytic attacks on these ciphers is carried out. This whole investigation gives an insight about the state of the art of stream cipher design, which is a pre-requisite for efficient and secure stream cipher design.

The main contribution of this thesis is a proposal of a new stream cipher named a "BOKHARI stream cipher" that has been successfully tested on different statistic tests and with the available knowledge of cryptanalytical attacks and it has been found to be secure against any such weakness.

Future Work

This work leaves room for interesting problems for future work. The usage of key and IV makes BOKHARI a good candidate to be used in constrained devices. The integration of Message Authentication Code (MAC) in BOKHARI stream cipher can be a vital enhancement to the existing design. MAC implemented in two phases: MAC accumulation and Mac finalisation.
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Source Code of BOKHARI Stream Cipher

Appendix II
/@Bokhari.c source code in gcc compiler.
@Faheem Masoodi
*/

#define N 17
#define CONSTC 0x6996
#define WORDSIZE 16
#define WORD unsigned short

/* multiplication tables */
#include "multab.h"
#include "sbox.h"

WORD Initial[N]; /* Initial contents of shift register -- key schedule */
WORD R[2*N]; /* Working storage for the shift register */
WORD konst; /* key dependent non-linear function */
WORD *rp; /* current offset in sliding window buffer */

/* external interface declarations */
void bokhari_key(unsigned char key[], int keylen);
void bokhari_genbytes(unsigned long frame, unsigned char buf[], int nbytes);

/* FOLD is how many register cycles need to be performed after combining the
 * last byte of key and non-linear feedback.
 */
#define FOLD N /* how many iterations of folding to do */
#define KEYP 15 /* where to insert key words */
#define FOLDP 4 /* where to insert non-linear feedback */
#define INITKONST 0x6996
/* end of bokhari header */

#define XOR_LAYER(d1, s1, d2, s2) 
   d1 ^= s1; \
   d2 ^= s2; ;

#define ADD_LAYER(d1, s1, d2, s2) 
   d1 += s1; \
   d2 += s2;

#define SBOX_LAYER(G, d1, s1, d2, s2) 
   d1 ^= G1(s1); \
   d2 ^= G2(s2);

#define bokhari_UPDATE(a, b, c, d) 
   XOR_LAYER(b, c, d, a) \
   ADD_LAYER(d, s1, d2, s2);
ADD_LAYER(a, d, c, b) \
SBOX_LAYER(G1, d, c, b, a) \ 
SBOX_LAYER(G2, a, d, c, d,) \ 
ADD_LAYER(b, c, d, a) \ 
XOR_LAYER(a, c, c, b)

/* cycle the contents of the shift register */
define cycle(R, rp) \\
{ 
  *rp = rp[N] = MUL0xED82(rp[15]) ^ rp[4] ^ MUL0xED73C(*rp); 
  if (++rp == &R[N]) \ 
    rp = R; \ 
}

/* Return a non-linear function of some parts of the register. 
* The positions of the state bytes form a maximal span full positive 
* difference set, and are 0, 1, 6, 13, 16. */
define nltap(R, rp) \\
  ((nltap_t = *rp + rp[16]), \ 
   (((sbox[nltap_t >> 8] & OxFF) + rp[1] + rp[6]) \ 
     konst) + rp[13])

/* Definition of G function*/
define G1(x) \ 
  sbox[x & OxFF] ^ \ 
  sbox[(x >> 8) & OxFF]
define G2(x) \ 
  sbox[x & OxFF] ^ \ 
  sbox[(x >> 8) & OxFF]
define G3(x) \ 
  sbox[x & OxFF] ^ \ 
  sbox[(x >> 8) & OxFF]
define G4(x) \ 
  sbox[x & OxFF] ^ \ 
  sbox[(x >> 8) & OxFF]

/* definition of function f1. the specified four arguments are 
0,4,15 and 17 where 17=0^4^15 */
define bokh_nlfsr_update(R, rp)\ 
  )))

/* load some key material into the register */
static void loadkey(unsigned char key[], int keylen)
{
    register WORD nltap_t;
    int i;

    /* start folding in key, odd byte first if there is one */
    if ((keylen & 1) != 0)
    {
        if (&rp[KEYP-N] < R)
            rp[KEYP] += key[0];
        else
            rp[KEYP-N] = rp[KEYP] = rp[KEYP] + key[0];
        cycle(R, rp);
        if (&rp[FOLDP-N] < R)
            rp[FOLDP] ^= nltap(R, rp);
        else
            rp[FOLDP-N] = rp[FOLDP] = rp[FOLDP] ^ nltap(R, rp);
    }
    for (i = keylen & 1; i < keylen; i += 2)
    {
        if (&rp[KEYP-N] < R)
            rp[KEYP] += (key[i] << 8) + key[i+1];
        else
            rp[KEYP-N] = rp[KEYP] = rp[KEYP] + (key[i] << 8) + key[i+1];
        cycle(R, rp);
        if (&rp[FOLDP-N] < R)
            rp[FOLDP] ^= nltap(R, rp);
        else
            rp[FOLDP-N] = rp[FOLDP] = rp[FOLDP] ^ nltap(R, rp);
    }

    /* also fold in the length of the key */
    if (&rp[KEYP-N] < R)
        rp[KEYP] += keylen;
    else
        rp[KEYP-N] = rp[KEYP] = rp[KEYP] + keylen;

    /* now diffuse */
    for (i = 0; i < FOLD; ++i)
    {
        cycle(R, rp);
        if (&rp[FOLDP-N] < R)
            rp[FOLDP] ^= nltap(R, rp);
        else
            rp[FOLDP-N] = rp[FOLDP] = rp[FOLDP] ^ nltap(R, rp);
    }

    /* calculate initial contents of the shift register */
}

void
bokhari_key(unsigned char key[], int keylen)
{
    register WORD nltap_t;
    int i;

    /* fill the register with fibonacci numbers */
    R[0] = R[1] = 1;
    for (i = 2; i < N; i++)
        R[i] = R[i-1] + R[i-2];

    /* initialise the pointers and start folding in key */
    rp = R;
    konst = 0;
    loadkey(key, keylen);

    /* save state and key word for nonlinear function */
    cycle(R, rp);
    konst = nltap(R, rp);
    for (i = 0; i < N; i++)
        Initial[i] = rp[i];

    /* set KONST to new value */
    static void
    bok_genkonst()
    {
        WORD newkonst; // provide cycle uts arguments

        do {
            cycle(c->R);
            newkonst = nltap(c);
        } while ((newkonst & 0xFF000000) == 0);
        konst = newkonst;
    }

    /* Fold in the per-frame key */
    void
    bokhari_seckey(unsigned char seckey[], int seckeylength)
    {
        register int i;

        /* copy initial contents */
        for (i = 0; i < N; i++)
            R[i] = Initial[i];
        rp = R;

        loadkey(seckey, seckeylength);
    }
/* XOR pseudo-random bytes into buffer */

#define XORWORD(p,v) (p[0] ^= ((v) >> 8), p[1] ^= (v), p += 2)

void
bakhari_gen(unsigned char *buf, int nbytes)
{
    unsigned char *endbuf;
    register WORD t = 0;
    register WORD nltap_t;

    /* assert((nbytes & 1) == 0) */
    endbuf = &buf[nbytes];
    while (buf < endbuf)
    {

        cycle(R, rp);

        XORWORD(buf, t);
    }
}

/* encrypt/decrypt a frame of data */

void
bokhari_genbytes(unsigned long frame, unsigned char *buf, int nbytes)
{
    unsigned char framebuf[4];

    framebuf[0] = (frame >> 24) & 0xFF;
    framebuf[1] = (frame >> 16) & 0xFF;
    framebuf[2] = (frame >> 8) & 0xFF;
    framebuf[3] = (frame) & 0xFF;
    bokhari_seckey(framebuf, 4);
    bokhari_gen(buf, nbytes);
}

#ifdef TEST
#include <stdio.h>
#include <string.h>
#include "hexlib.h"

/* test vectors */
typedef unsigned char uchar;
typedef unsigned long word32;
uchar *testkey = (uchar *)"test key 128bits";
word32 testframe = 1L;
uchar testbuf[20];
WORD testkonst = 0x4b09;
char *testout =
    "36 c3 df a3 d1 63 41 45 01 34 05 13 8f 69 da 5e 21 45 44
t"
char *zeros =
    "00 00 00 00 30 00 00 03 00 00 00 00 00 00 00 00 00 00 00";
#define ITERATIONS 999999
char  *iterout = "11 31 c2 5c d6 37 58 8f 6f b1 77 65 04 2d f4 69 47 f2 e570";
uchar bigbuf[1024*1024];

void
test_bokhari(void)
{
    long i;

    /* test encryption */
bokhari_key(testkey, strlen((char *)testkey));
    printf("%14s: %04x\n", "konst", konst);
    if (konst != testkonst)
        printf("Expected %04x, got %04x.\n", testkonst, konst);
bokhari_genbytes(testframe, testbuf, sizeof testbuf);
    hexprint("testbuf", testbuf, sizeof testbuf);
    hexcheck(testbuf, testout, sizeof testbuf);
    /* test decryption */
bokhari_key(testkey, strlen((char *)testkey));
bokhari_genbytes(testframe, testbuf, sizeof testbuf);
    hexprint("decrypted", testbuf, sizeof testbuf);
    hexcheck(testbuf, zeros, sizeof testbuf);
    /* test iteration */
bokhari_key(testkey, strlen((char *)testkey));
bokhari_genbytes(testframe, testbuf, sizeof testbuf); for (i = 0; i < ITERATIONS; ++i) {
    bokhari_key(testbuf, 16);
    bokhari_gen(testbuf, sizeof testbuf);
}
    hexprint("iterated", testbuf, sizeof testbuf);
    hexcheck(testbuf, iterout, sizeof testbuf);
}

void
time_bokhari(void)
{
    word32 i;

    bokhari_key(testkey, strlen((char *)testkey));
    for (i = 0; i < 100; ++i)
        bokhari_genbytes(i, bigbuf, sizeof bigbuf);
}

void
lsb_bokhari(void)
{
    register int i;

    bokhari_key(testkey, 8);
    for (i = 0; i < 1024; ++i)
        cycle(R, rp);
for (i = 0; i < 1024; ++i) {
    cycle(R, rp);
    printf("%lx", (unsigned long)(*rp & 0x1));
}
printf("\n");
}
#endif

int main(int ac, char **av) {
    int n;
    uchar key[16];
    int keysz;
    word32 hook;

    if (ac == 2 && strcmp (av[1] , "-test") == 0) {
        test_bokhari();
        return nerrors;
    }
    if (ac == 2 && strcmp (av[1] , "-time") == 0) {
        time_bokhari();
        return 0;
    }
    if (ac == 2 && strcmp (av[1] , "-lsb") == 0) {
        lsb_bokhari();
        return 0;
    }

    if (ac >= 2)
        hexread(key, av[1], keysz = strlen(av[1]) / 2);
    else
        hexread(key, "0000000000000000", keysz = 8);
    sscanf(ac > 1 ? av[1] : "01000", "%lx", &hook);
    sscanf(ac >= 3 ? av[2] : "00000000", "%d", &n);
    bokhari_key(key, keysz);
    if (n > sizeof bigbuf) n = sizeof bigbuf;
    bokhari_genbytes(hook, bigbuf, n);
    hexbulk(bigbuf, n);
    return 0;
}
#endif
#include "stdlib.h"
main(int ac, char **av) {
    int i, j;
    int n;
    char c;
    WORD state1, state2;
    uchar key[16];

    sscanf(ac > 1 ? av[1] : "0^", "%x%c", &n, &c);
    for (i = 0; i < 2500; ++i) {
        /* random key */
for (j = 0; j < sizeof key; ++j)
    key[j] = random() & 0xFF;
bokhari_key(key, sizeof key);
bokhari_seckey("\0\0\0\0", 4);
state1 = R[(r+n)%N];
bokhari_seckey("\0\0\0\1", 4);
state2 = R[(r+n)%N];
printf("0x%04x\n",
    c == '^' ?
    state1 ^ state2
    :
    (state1 - state2) & 0xFFFF);