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Abstract

Recently, the demand for visualizing radiation distribution has been growing in various

fields. A Compton camera, which is one of the gamma-ray imaging device, features large

energy range from a few hundreds keV to several MeV. In this study, we have developed

two types of Compton camera aiming at applications for environmental measurement and

nuclear medicine.

Since the nuclear disaster in Fukushima Daiichi nuclear power plant, the radiation

hotspots in environment have been a serious problem. In order to obtain the radiation

distribution in wide-area effectively, we developed the handheld Compton camera for en-

vironmental gamma-ray measurement. The camera consists of Ce-doped Gd3Al2Ga3O12

(Ce:GAGG) scintillator and multi-pixel photon counter (MPPC) arrays and features high

sensitivity even for high energy gamma ray such as 662 keV from 137Cs. By utilizing newly

developed depth of interaction (DOI) identification technique in the scintillator block, we

successfully improved the angular resolution. The angular resolution and the intrinsic effi-

ciency of the handheld Compton camera for 662 keV were around 8◦ (FWHM) and 0.43%,

respectively. Through several imaging tests using point sources, we evaluated the imaging

capability of the camera for not only 137Cs source but various other gamma-ray emit-

ting sources. Based on these results, we have conducted field tests in Namie, Fukushima

with the handheld Compton camera. As a result, we have confirmed that the camera can

localize hotspots in a short time typically within 10 min.

On the other hand, we also applied a Compton camera to the field of molecular imag-

ing in nuclear medicine. The purpose of the development is to replace current modalities

such as SPECT and PET by extending energy range over 1 MeV, which may realize more

precise diagnostic imaging with reduced costs in the near feature. For this purpose, we

have also developed the medical Compton camera which focuses on improvement of the

angular and spatial resolutions. One of the key feature of the medical Compton camera

was its compactness of 5× 6× 11 cm3, which enables flexible measurement depending on

demand for various situations. The typical angular resolution and intrinsic efficiency of

the medical Compton camera for 662 keV gamma rays were 4.2◦ (FWHM), that is equal

to the spatial resolution of around 3 mm at a distance of 4 cm from the detector, and

0.06%, respectively. In this study, the 3-D image reconstruction method based on max-

imum likelihood expectation maximization (MLEM) algorithm was also developed. By

adopting multi-angle data acquisition method, we showed that imaging performance of

the camera is significantly improved, such that angular resolution and sensitivity becomes

3-dimensionally uniform over the region of interest (ROI). By using the medical Compton



camera, various 3-D imaging tests were conducted. In the uniform plane source imag-

ing of 137Cs under the data-acquisition condition of 12-angles, the configuration of the

square source was reconstructed 3-dimensionally and the uniformity of the reconstructed

image became around ±10%. Moreover, by using multiple energy and extended gamma-

ray sources, we confirmed the capability of 3-D imaging both through the experiment and

simulation for quantitative evaluation. Finally, as pre-clinical evaluation the first imaging

test with a living mouse by the medical Compton camera using multiple tracers was con-

ducted. The three different tracers of 131I (364 keV), 85Sr (514 keV), and 65Zn (1116 keV)

were injected into an 8-weeks-old mouse and the data was taken from 12-angles. With the

total integration time of 2 hours, we confirmed that each tracer was accumulated correctly

as expected on the target organs, such as thyroid (131I), bone (85Sr), and liver (65Zn)

based on 3-D image. The result indicates the achievement of 3-D multi-color imaging and

the feasibility of newly in vivo imaging by Compton camera.

2



Contents

1 Introduction 9

2 Radiology Imaging 12

2.1 Environmental imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.1.1 Mechanical collimation method . . . . . . . . . . . . . . . . . . . . . 12

2.1.2 Compton camera in environmental measurement . . . . . . . . . . . 15

2.2 Medical imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2.1 Single photon emission computed tomography (SPECT) . . . . . . . 18

2.2.2 Position emission tomography (PET) . . . . . . . . . . . . . . . . . . 18

2.2.3 Compton camera in medical field . . . . . . . . . . . . . . . . . . . . 20

3 Principle of Compton camera 23

3.1 Basic physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.1.1 Interaction of photons in materials . . . . . . . . . . . . . . . . . . . 23

3.1.2 Compton kinematics . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3.2 Factors governing Compton Camera performance . . . . . . . . . . . . . . . 26

3.2.1 Angular resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3.2.2 Detection efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.3 Hit patterns of gamma ray in Compton camera . . . . . . . . . . . . . . . . 36

3.4 Image reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.4.1 Simple back projection (SBP) . . . . . . . . . . . . . . . . . . . . . . 37

3.4.2 Maximum Likelihood Expectation Maximization (MLEM) . . . . . . 37

4 Compton camera for environmental measurement 41

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.2 Materials . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.2.1 Scintillator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.2.2 Multi-pixel photon counter (MPPC) . . . . . . . . . . . . . . . . . . 42

4.3 Depth of interaction (DOI) . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.3.1 non-DOI Compton camera . . . . . . . . . . . . . . . . . . . . . . . 43

1



4.3.2 DOI technique for the handheld Compton camera . . . . . . . . . . 44

4.4 Geometric configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.5 Readout system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.6 Data analysis for event selection . . . . . . . . . . . . . . . . . . . . . . . . 49

4.7 Simulator of the DOI Compton camera . . . . . . . . . . . . . . . . . . . . 50

4.8 Image reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.8.1 Image projection methods . . . . . . . . . . . . . . . . . . . . . . . . 53

4.8.2 MLEM algorithm for the DOI Compton camera . . . . . . . . . . . 53

4.9 Detector performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.9.1 Position response of the scintillator . . . . . . . . . . . . . . . . . . . 54

4.9.2 Energy response . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.9.3 Signal to noise ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.9.4 Counting rate performance . . . . . . . . . . . . . . . . . . . . . . . 60

4.9.5 Angular resolution for various directions . . . . . . . . . . . . . . . . 62

4.9.6 Detection efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.10 Imaging performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.11 Field tests in Fukushima . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.12 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.13 Chapter summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5 Three-dimensional image reconstruction 74

5.1 Extending MLEM algorithm to 3-D imaging . . . . . . . . . . . . . . . . . . 74

5.2 Data acquisition method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.3 Imaging performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.3.1 Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.3.2 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

6 Compton camera for medical imaging 87

6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

6.2 Development of medical Compton camera . . . . . . . . . . . . . . . . . . . 88

6.2.1 Study for improving the angular resolution . . . . . . . . . . . . . . 88

6.2.2 Design of medical Compton camera . . . . . . . . . . . . . . . . . . 88

6.3 Detector performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6.3.1 Position response of the scintillator . . . . . . . . . . . . . . . . . . . 91

6.3.2 Energy response . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6.3.3 Evaluation of image resolution . . . . . . . . . . . . . . . . . . . . . 97

6.3.4 Detection efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

6.4 Optimization of image reconstruction for the medical Compton camera . . . 102

6.4.1 Dependence on the number of data acquisition angle . . . . . . . . . 102

2



6.4.2 Positional dependence of spatial resolution and intensity in 12-angles

data acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.4.3 Uniformity for multi-energy imaging . . . . . . . . . . . . . . . . . . 109

6.5 Imaging performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.5.1 Double source imaging . . . . . . . . . . . . . . . . . . . . . . . . . . 109

6.5.2 Imaging of uniform line source . . . . . . . . . . . . . . . . . . . . . 110

6.5.3 Imaging of a uniform plane source . . . . . . . . . . . . . . . . . . . 113

6.5.4 Multi-color imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

6.5.5 Quantitative estimation for multi-color imaging . . . . . . . . . . . . 121

6.6 Small-animal imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

7 Conclusion 134

A Energy and temperature calibration 136

B Position calibration 138

3



List of Figures

1.1 Outlook of the COMPTEL onboard Compton Gamma-ray Observatory . . 10

1.2 Sensitivities of the hard-X and Gamma-ray detectors . . . . . . . . . . . . . 10

2.1 Dose rates map around the Fukushima Daiichi Nuclear Plant . . . . . . . . 14

2.2 Schematic view of collimators . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3 Photograph and field performance of ASTROCAM . . . . . . . . . . . . . . 17

2.4 Schematic diagram of PET . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.5 Spatial resolution across SPECT and PET . . . . . . . . . . . . . . . . . . . 20

2.6 Multi-color mouse imaging using GREI . . . . . . . . . . . . . . . . . . . . 21

3.1 Dominant interaction process of photons . . . . . . . . . . . . . . . . . . . . 24

3.2 Diagram of Compton scattering . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.3 The angular distribution of Compton scattering . . . . . . . . . . . . . . . . 25

3.4 Basic concept of Compton camera . . . . . . . . . . . . . . . . . . . . . . . 26

3.5 Relationship between Compton scattering angle θ and E1 . . . . . . . . . . 27

3.6 Parameter definition in calculating position uncertainty . . . . . . . . . . . 28

3.7 Contribution of the geometrical uncertainty . . . . . . . . . . . . . . . . . . 30

3.8 Contribution of the energy uncertainty . . . . . . . . . . . . . . . . . . . . . 32

3.9 Doppler broadening effects as a function of proton number . . . . . . . . . . 33

3.10 Doppler broadening effect in GAGG scintillator for 200 keV and 662 keV

gamma rays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.11 Contribution of the Doppler broadening effect in GAGG . . . . . . . . . . . 35

3.12 Hit patterns in Compton camera . . . . . . . . . . . . . . . . . . . . . . . . 36

3.13 MLEM reconstruction images . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.14 Intensity of reconstructed image . . . . . . . . . . . . . . . . . . . . . . . . 40

4.1 Photograph of 8× 8 MPPC array . . . . . . . . . . . . . . . . . . . . . . . . 43

4.2 Resistive charge division network . . . . . . . . . . . . . . . . . . . . . . . . 44

4.3 Schematic view of of the DOI method . . . . . . . . . . . . . . . . . . . . . 46

4.4 Photographs of the DOI Compton camera. . . . . . . . . . . . . . . . . . . 47

4.5 Photograph of Ce:GAGG array . . . . . . . . . . . . . . . . . . . . . . . . . 48

4



4.6 Read-out diagram of the DOI Compton camera . . . . . . . . . . . . . . . . 49

4.7 Flow chart of event selection . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.8 2-D energy spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.9 Scintillator configuration in Geant4 simulation . . . . . . . . . . . . . . . . 52

4.10 Equisolid angle and stereographic projection image . . . . . . . . . . . . . . 54

4.11 The position response of the scintillators in the scatterer . . . . . . . . . . . 55

4.12 The position response of the scintillators in the absorber . . . . . . . . . . . 56

4.13 The number of hit events by each layer . . . . . . . . . . . . . . . . . . . . . 57

4.14 1-D energy spectra of the scatterer . . . . . . . . . . . . . . . . . . . . . . . 58

4.15 ARM distribution w/ and w/o back-scatter events . . . . . . . . . . . . . . 60

4.16 Hit pattern of multiple-scattering event . . . . . . . . . . . . . . . . . . . . 61

4.17 ARM distribution w/ and w/o multiple-scattering events . . . . . . . . . . 61

4.18 Counting rate performance . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.19 Comparison of ARM between DOI and non-DOI Compton cameras . . . . 64

4.20 Intrinsic efficiency of the DOI Compton camera . . . . . . . . . . . . . . . . 65

4.21 Experimental MLEM imaging results of a point source . . . . . . . . . . . . 67

4.22 Experimental MLEM imaging results of two point sources . . . . . . . . . . 68

4.23 Source configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.24 Energy spectra of multiple source measurement . . . . . . . . . . . . . . . . 69

4.25 Multiple sources image . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.26 Examples of gamma-ray images and energy spectrum taken in field test in

Fukushima . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.1 Diagram of the 3-D MLEM reconstruction . . . . . . . . . . . . . . . . . . . 75

5.2 Schematic geometry of sensitivity map . . . . . . . . . . . . . . . . . . . . . 76

5.3 3-D sensitivity map of the handheld Compton camera . . . . . . . . . . . . 77

5.4 Configuration of the single-angle data acquisition . . . . . . . . . . . . . . . 77

5.5 Configuration of the multi-angle data acquisition . . . . . . . . . . . . . . . 78

5.6 3-D MLEM imaging result of the simulated single-angle measurement . . . 79

5.7 1-D profiles of single-angle MLEM imaging on simulation . . . . . . . . . . 79

5.8 3-D MLEM imaging result of the simulated multi-angle measurement . . . . 80

5.9 1-D profiles of multi-angle MLEM imaging on simulation . . . . . . . . . . . 80

5.10 MLEM imaging result of the pattern 1 . . . . . . . . . . . . . . . . . . . . . 82

5.11 MLEM imaging result of the pattern 2 . . . . . . . . . . . . . . . . . . . . . 83

5.12 MLEM imaging result of the pattern 3 . . . . . . . . . . . . . . . . . . . . . 83

5.13 3-D MLEM imaging result of the experimental single-angle measurement . . 84

5.14 1-D profiles of single-angle MLEM imaging . . . . . . . . . . . . . . . . . . 84

5.15 3-D MLEM imaging result of the experimental multi-angle measurement . . 85

5.16 1-D profiles of multi-angle MLEM imaging . . . . . . . . . . . . . . . . . . . 85

5



6.1 Angular resolution of the DOI and the medical Compton camera . . . . . . 89

6.2 Configuration of the medical Compton camera on Geant4 . . . . . . . . . . 90

6.3 Detector configuration of the medical Compton camera . . . . . . . . . . . . 91

6.4 The position response of the scintillators in the scatterer . . . . . . . . . . . 92

6.5 The position response of the scintillators in the absorber . . . . . . . . . . . 93

6.6 Energy spectra of the medical Compton camera . . . . . . . . . . . . . . . . 95

6.7 Temperature dependence of energy resolution . . . . . . . . . . . . . . . . . 96

6.8 Optimization of the energy range E1 . . . . . . . . . . . . . . . . . . . . . . 96

6.9 ARM distribution of the medical Compton camera . . . . . . . . . . . . . . 98

6.10 The evaluation of the spatial resolution using a 137Cs point source . . . . . 99

6.11 Distance dependence of angular resolution . . . . . . . . . . . . . . . . . . . 100

6.12 Energy dependence of angular resolution . . . . . . . . . . . . . . . . . . . . 100

6.13 Distance dependence of detection efficiency . . . . . . . . . . . . . . . . . . 101

6.14 Energy dependence of detection efficiency . . . . . . . . . . . . . . . . . . . 101

6.15 Comparison of the number of data acquisition angle . . . . . . . . . . . . . 103

6.16 Spatial resolutions as a function of number of data acquisition angle . . . . 104

6.17 Imaging results of 137Cs diffuse source . . . . . . . . . . . . . . . . . . . . . 105

6.18 NMSE value as a function of number of data acquisition angle . . . . . . . . 106

6.19 Spatial resolution as a function of the number of iteration . . . . . . . . . . 107

6.20 Schematic geometry to evaluate positional dependence . . . . . . . . . . . . 107

6.21 Spatial resolution and relative intensity as a function of the position . . . . 108

6.22 MLEM imaging result of the double 137Cs sources measurement . . . . . . . 110

6.23 Schematic view of geometry of the line source measurement . . . . . . . . . 111

6.24 MLEM imaging results of the 137Cs line source . . . . . . . . . . . . . . . . 112

6.25 The spatial resolution of line source as a function of the distance . . . . . . 113

6.26 Geometries of plane source imaging . . . . . . . . . . . . . . . . . . . . . . 115

6.27 2-D slices of the plane source image as measured in the pattern-1 . . . . . . 116

6.28 Imaging results in the pattern-1 . . . . . . . . . . . . . . . . . . . . . . . . . 117

6.29 2-D slices of the plane source image as measured in the pattern-2 . . . . . . 118

6.30 2-D imaging results in the pattern-2 . . . . . . . . . . . . . . . . . . . . . . 119

6.31 Uniformity and spatial resolution as a function of iteration number . . . . . 120

6.32 Photograph of syringe phantoms . . . . . . . . . . . . . . . . . . . . . . . . 122

6.33 Energy spectrum of multi-color gamma-ray measurement . . . . . . . . . . 122

6.34 MLEM imaging results of multi-color measurement . . . . . . . . . . . . . . 123

6.35 X profile of the multi-color phantom imaging result . . . . . . . . . . . . . . 123

6.36 Comparison of MLEM images on various event statistics . . . . . . . . . . . 124

6.37 Comparing the event number used for image reconstruction . . . . . . . . . 126

6.38 Comparing intensity of reconstructed image . . . . . . . . . . . . . . . . . . 127

6



6.39 Images reconstructed by escape events . . . . . . . . . . . . . . . . . . . . . 128

6.40 Experimental evaluation of the number of event and the intensity . . . . . . 129

6.41 Energy spectrum for a mouse imaging . . . . . . . . . . . . . . . . . . . . . 129

6.42 Results of 2D slice of mouse imaging . . . . . . . . . . . . . . . . . . . . . . 130

6.43 2-D montage of the mouse image . . . . . . . . . . . . . . . . . . . . . . . . 131

A.1 Temperature coefficient of MPPC arrays . . . . . . . . . . . . . . . . . . . . 137

B.1 2-D position map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

7



List of Tables

2.1 Isotopes released from Fukushima Daiichi nuclear power plant . . . . . . . . 13

2.2 Typical SPECT radioisotopes . . . . . . . . . . . . . . . . . . . . . . . . . . 18

4.1 Characteristic of Ce:GAGG and other scintillators . . . . . . . . . . . . . . 42

4.2 Scintillator configuration of the non-DOI Compton camera . . . . . . . . . . 45

4.3 Scintillator configuration of the DOI Compton camera. . . . . . . . . . . . . 47

4.4 Format of the list-mode data stored in the Compton camera . . . . . . . . . 48

4.5 Energy resolution of the DOI Compton camera . . . . . . . . . . . . . . . . 59

4.6 Influence of back-scattering events . . . . . . . . . . . . . . . . . . . . . . . 59

4.7 The number of hit pixel for 662 keV gamma rays . . . . . . . . . . . . . . . 60

4.8 Energy cut regions for multi-source imaging . . . . . . . . . . . . . . . . . . 66

5.1 Source positions for the image response measurements . . . . . . . . . . . . 81

5.2 Spatial resolutions as measured for pattens 1−3 . . . . . . . . . . . . . . . . 82

6.1 Scintillator configuration in the medical Compton camera. . . . . . . . . . . 90

6.2 Energy cut conditions for the medical Compton camera . . . . . . . . . . . 94

6.3 RI tracers used for multi-color imaging . . . . . . . . . . . . . . . . . . . . . 121

6.4 Features of radioactive tracers in mouse imaging . . . . . . . . . . . . . . . 127

6.5 Comparison of the intensity of the radioactive tracers . . . . . . . . . . . . 132

8



Chapter 1

Introduction

Recently, the demand for gamma-ray imaging is growing in various fields including astron-

omy, nuclear medicine, homeland security, and environmental survey. However, accurate

imaging of gamma ray is difficult because, unlike optical light, gamma ray can not be

focused by using lenses or mirrors, thus a number of imaging techniques have ever been

studied and developed. Compton camera, that is the imaging devices utilizing the Comp-

ton kinematics, is one of the promising detectors for imaging in wide energy range from

hundred of keV to MeV gamma rays.

The first concept of Compton imaging was proposed by Schø̈enfelder in 1975 for the

gamma-ray astronomy. In fact, the most successful application of Compton camera in

space was the imaging Compton telescope (COMPTEL) as shown in Fig. 1.1, which

was onboard Compton Gamma-Ray Observatory (CGRO) launched in 1991 [1, 2, 3, 4].

COMPTEL was the first Compton telescope which conducted observation on satellite or-

bit. COMPTEL consisted of liquid scintillator and inorganic scintillator NaI(Tl), charac-

terized by high background rejection performance. In consequence, COMPTEL succeeded

in achieving significant contributions in MeV gamma-ray astronomy such as providing the

information of the distribution of 26Al [5]. As shown in Fig. 1.2, COMPTEL achieved

the highest sensitivity in the MeV energy region although over 20 years has past since

then. As another accomplishment of Compton camera in astronomy, Ge detector based

Compton camera succeeded in detecting Crab Nebula in 2011 [6].

Not only in the space experiments but in various other fields, the Compton camera has

vast potential to revolutionize the conventional gamma-ray imaging. For example, in the

radiography and X-ray CT system, we can obtain 2-D black-and-white image but energy

information is completely lost. In contrast, the Compton camera makes 3-D multi-color

imaging possible by estimating the direction of incident gamma rays based on Compton

kinematics. In this study, we aimed to apply the Compton camera particularly to the fields

of environmental radiation measurement and nuclear medicine. This thesis provides the

9



Figure 1.1: Outlook of the COMPTEL onboard Compton Gamma-ray Observatory [1].

Figure 1.2: Sensitivities of the hard-X and Gamma-ray detectors on board astronomical
satellites [4].
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development of the Compton cameras which are suitable for each application, the imaging

reconstruction, and experimental study for practical use in each fields. The structure of

the thesis is as follows; Chapter 2 describes motivations and background studies in each

fields. In chapter 3, basic interactions of gamma ray and principles of a Compton camera

are summarized. In chapter 4, development, performance verification, and field tests of

our handheld Compton camera for environmental measurement are described. In chapter

5, we studied 3-D reconstruction algorithm aimed at medical use. Chapter 6 report on

the medical Compton camera from a standpoint of development, verification of its basic

and imaging performances, and the results of small animal imaging. Finally, in chapter 7

we summarized and concluded our studies.
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Chapter 2

Radiology Imaging

2.1 Environmental imaging

After the Japanese nuclear disaster in 2011, a large number of radioactive isotopes were

released from Fukushima Daiichi nuclear power plant as shown in Fig. 2.1. Although

several years have already passed since the accident, the residual radiation still remains

a serious problem in Fukushima. Table 2.1 shows the amounts and characters of typical

radioactive nuclides which were released to the environment. Among various types of

isotopes emitted into the atmosphere soon after the accident as shown in Table 2.1, the

dominant radioisotopes still remaining in the environment are 137Cs and 134Cs, as of 2016.

Now the air dose rate has conventionally been measured by using dosimeters spot by spot.

If we can quickly obtain the information of dose level as images over wide field of view

(FOV), it may help in finding the radioactive hotspots within short time and this can

reduce the exposure in decontamination operation. In order to identify such hotspots in

environment, several imaging devices have been developed and commercialized since 2011

in Japan. In this section, typical imaging devices used for environmental measurement

are introduced with its advantages and weaknesses.

2.1.1 Mechanical collimation method

One of the simplest gamma-ray imaging technique is the mechanical collimation method.

The distribution of the source can be projected onto the detector by each photons which

passed the collimator from a certain direction. The configuration of collimator directly

affects imaging performances such as spatial resolution and efficiency. Fig. 2.2 shows two

examples of typical collimator.

A pinhole collimator, which has an small circular hole like shown in Fig. 2.2 (a),

magnifies the object as a function of the distance to the object and takes an advantage of

providing high resolution images. The spatial resolution of pinhole collimators, Rpinholle,

12



Table 2.1: Isotopes released from Fukushima Daiichi nuclear power plant [7]

Isotopes amount of emission[Bq] disintegration decay time
242Cm 1.0×1011 α 162.8d
238Pu 1.9×1010 α 87.7y
240Pu 3.2×109 α 6537y
239Pu 3.2×109 α 24065y
241Pu 1.2×1012 αβ− 14.4y
132I 1.3×1013 β− 2.3h
135I 2.3×1015 β− 6.6h
133I 4.2×1016 β− 20.8h
131I 1.6×1017 β− 8d

129mTe 3.3×1015 ITβ− 33.6d
127mTe 1.1×1015 ITβ− 109d
131mTe 5.0×1015 β− 30h
132Te 8.8×1016 β− 3.204d
91Y 3.4×1012 β− 58.5d
89Sr 2.0×1015 β− 50.5d
90Sr 1.4×1014 β− 29.1y
99Mo 6.7×109 β− 66h
140Ba 3.2×1015 β− 12.7d
143Pr 4.1×1012 β− 13.6d
127Sb 6.4×1015 β− 3.9d
129Sb 1.4×1014 β− 4.3h
147Nd 1.6×1012 β− 11d
134Cs 1.8×1016 β− 2.1y
137Cs 1.5×1016 β− 30y
239Np 7.6×1013 β− 2.4d
141Ce 1.8×1013 β− 32.5d
144Ce 1.1×1013 β− 284.3d
95Zr 1.7×1013 β− 64d

133Xe 1.1×1019 β− 5.2d
103Ru 7.5×109 β− 39.3d
106Ru 2.1×109 β− 368.2d
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Figure 2.1: Dose rates map around Fukushima Daiichi Nuclear Plant as of November 5,
2011 [8]

can be theoretically calculated by

Rpinhole =

√
(
a

b
× Rdetector)2 + (

a + b

b
× d)2 (2.1)

where, the parameters a, b, d, and Rdetector denote distance between the collimator and

the detector, distance between the collimator and the source, diameter of the pinhole, and

the resolution of the detector, respectively. On the other hand, the pinhole collimator has

poor sensitivity because almost all photons are wasted and not reached on the detector

surface. Hence, pinhole collimators are often used for proximity imaging such as small

organs [9, 10, 11].

As another typical collimator, a parallel multihole collimator which has many holes

arranged in parallel like shown in Fig. 2.2 (b) has also been widely used for a gamma-

camera [12, 13]. With a parallel multihole collimator, the image size and the count rates

do not largely depend on the distance to the object. The parallel multihole collimator

resolution Rmultihole is given by

Rmultihole = d × le + b

le
(2.2)

where, the parameters b, d, and le denote distance between the collimator and the source,

diameter of the holes, and the effective length of the collimator holes, respectively.
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Figure 2.2: Schematic view of collimators of (a) pinhole camera and (b) parallel multihole
collimator.

In general, the gamma camera with a collimator has the advantage of simple structure,

however, the energy range of gamma ray that can be measured is limited to low energy

because the collimator is almost transparent to high-energy gamma rays. Furthermore, in

order to reduce the background contamination, the weight of the collimator-based gamma

camera tends to become large by adopting thick a collimator and shields especially for

stopping high-energy gamma ray.

In order to obtain gamma-ray distribution images, several gamma cameras based on

these mechanical collimators have ever been developed and commercialized [14]. In par-

ticular, in order to identify radiation hotspots in environment a gamma camera based on

the semiconductor detector was produced by Hitachi [15, 16]. It consists of CdTe detector

with the size of 4× 4× 0.5 cm3 and a pinhole collimator made of tungsten, and the camera

weights 15.9 kg (40 kg with internal additional shields). The camera features good energy

resolution of ∼2% at 662 keV and the practical spatial resolution of 0.68 m at a distance of

5m was confirmed. Although the sensitivity of the gamma camera is not high under low

dose late circumstances, this camera is conversely able to work in high dose environment

such as in the nuclear power plant up to several-hundred mSv/h.

2.1.2 Compton camera in environmental measurement

In contrast to collimation method, a Compton camera estimates the source direction by

utilizing the Compton kinematics. Although imaging process of Compton cameras is more

complex compared to collimator-based gamma cameras, it is possible to develop a device

in lightweight because Compton cameras do not require heavy shields to determine the

directions of incident sub-MeV gamma rays. Note, in this context, that portability can be

one of the key advantages of the device in the actual environmental survey. Furthermore,
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Compton camera in general has a wide FOV of 180◦ compared to the collimation camera

FOV of typically ∼60◦.

Several Compton cameras for environmental measurement have ever been developed.

The Polaris-H, which consists of 3D-position-sensitive pixelated CdZnTe (CZT) detector,

has been developed in Michigan University for measurements at nuclear power plants

[17, 18, 19]. The CZT detector size is 20× 20× 15 mm3, and the total device weights

about 4 kg. In the detector, the depth of interaction (DOI) can be determined by using

the time profiles of the cathode and anode signals [20], so that the detector provides 3-D

interaction position information. This DOI method improves the angular resolution. The

Polaris-H has excellent energy resolution of ∼1% (FWHM) at 662 keV, and the angular

resolution is typically ∼20◦ (FWHM) for all 4π directions. As reference of sensitivity, the

Polaris-H has the ability to image a 137Cs point source producing ∼30 nSv/h within 5 min.

Another Compton camera based on Ge detectors has also been commercialized [21, 22].

It consists of two high-purity Ge (HPGe) detectors implemented in a DSSD configuration.

The angular resolution for 662 keV gamma ray is about 4◦.

Furthermore, some Compton cameras have been developed in Japan for gamma-ray

imaging in the field of Fukushima. One of the representative device is the Si/CdTe semi-

conductor Compton camera, whose product name is ASTROCAM (Fig. 2.3 (left)). The

ASTROCAM is developed on the technologies of JAXA’s Si/CdTe Compton camera for

space development [23, 24, 25, 26]. The detector in a standard model consists of 8 layers

of Si detectors and 4 layers of CdTe detectors, of which size is 5× 5 cm [27]. The weight

of camera unit is approximately 8−13 kg depending on specifications. As well as other

semiconductor based Compton camera described above, it has good energy resolution of

2.2% (FWHM) for 662 keV gamma rays. The angular resolution and efficiency were 5.4◦

(FWHM) and 0.16 cps/MBq at 1 m, respectively. Tests of ASTROCAM have also been

performed several times in Fukushima. Fig. 2.3 (right) shows an example image of field

tests taken in the 20 km zone of the nuclear plant with an exposure time of 30 min.

In addition to these devices, there are several other Compton cameras for environmen-

tal imaging in Fukushima such as the Ce:GAGG scintillator based Compton camera [28]

and the Gamma-I which consists of CsI (Tl) scintillators with 16 PMTs [29].

In the circumstances of relatively low dose rates under a few dozen μSv/h, high sen-

sitivity of detector is required for imaging within practicable measurement time. In this

aspect, Compton cameras tend to be more profitable than collimator-based gamma cam-

eras.
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Figure 2.3: (Right) Photograph of the ASTROCAM, and (left) an example demonstration
in the 20 km zone of the Nuclear Plant with exposure time of 30 min [27].

2.2 Medical imaging

As well as the environmental measurement, the demand for radiology imaging has also in-

creased in medical field, especially for diagnostic imaging. Nuclear medicine, which utilizes

gamma-ray emitting radioisotopes (RI) to have physiological information or information

of lesions such as cancer and Alzheimer’s disease, is one of the important branch of re-

cent diagnosis. In contrast to the traditional imaging modalities such as X-ray imaging,

computed tomography (CT) and magnetic response imaging (MRI) provide configuration

images, in nuclear medicine diagnosis functional images of lesion can be obtained thus it

produces a beneficial effect on early detection and treatment of diseases.

The nuclear medicine diagnosis is conducted by administering RIs into the patient

body. Radiation detectors, surrounding the patient body, then detect gamma rays emitted

from tumors to reconstruct an image. The used RIs differ from measuring function or

target organs, and by its property these are divided into two categories; single-photon

emitters and positron emitters. The single-photon emitting RIs emit a gamma ray which

arises from electron capture (EC) or isomeric transition (IT). On the other hand, the

positron emitting RIs produce a positron. The positron subsequently arises annihilation

with an electron, generating a pair of 511 keV gamma rays which are emitted in 180◦

opposing directions.

In order to obtain precise and accurate information of these RI tracers distribution,

instruments capable of visualizing the radionuclides have an important role. Here, repre-

sentative imaging modalities for nuclear medicine are introduced in terms of image mech-

anism, advantages and disadvantages.
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Table 2.2: Typical SPECT radioisotopes
Radioisotopes Energy [keV] Decay time purpose

99mTc 141 6.0 h
123I 159 13.2 h
131I 364 8.04 d
201Tl 135/167/71 72.9 h
133Xe 81 5.24 d
111In 171/245 2.83 d

2.2.1 Single photon emission computed tomography (SPECT)

Single photon emission computed tomography (SPECT) is the first method which can

obtain tomographic images of biological distribution of radioactive medicines. SPECT

images the 3-dimensional gamma-ray distribution by collecting data based on gamma

camera from multiple angles. As the name indicates, SPECT is aimed at imaging single-

photon emitters. The radioactive tracers which are typically used for SPECT are listed in

Table. 2.2. The performances of the SPECT depend on the data collection condition such

as the number of detectors, collimator type, sampling angle and interval, trajectory of the

detector, and data collection time. In particular, the collimator has very important role in

the performance of spatial resolution and sensitivity. In general, parallel hole collimator is

applied: it is important to select suitable collimator considering target organ, measurement

time, and data-collection method. The resultant image is reconstructed from the collection

of projection data from multiple angles.

The first experiment of SPECT was conducted by Kuhl and Edwards in 1963 [30]. Dur-

ing 1970s and 1980s, rotating-camera SPECT systems were evaluated by several groups,

and not only hardware but data processing methods to improve the images were proposed

[31, 32, 33].

SPECT can provide various targeting abilities because it images single-photon emitters.

However, since SPECT utilizes the mechanical collimator the energy of tracers for SPECT

imaging is restricted to low range under ∼300 keV as shown in Table 2.2. In addition, the

spatial resolution and the sensitivity of SPECT are not so good, so that many attempts

to improve the imaging performances have been conducted in the latest SPECT studies.

2.2.2 Position emission tomography (PET)

As well as the SPECT imaging, positron emission tomography (PET) is one of the repre-

sentative imaging modality in recent nuclear medicine. PET is the system which obtains

positional information of the source by detecting back-to-back paired 511 keV annihilation

gamma rays from positron-emitting radioisotopes such as 11C, 13N, 15O, and 18F. These
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Figure 2.4: Schematic diagram of PET [34].

RIs are labeled to natural metabolites such as glucose and distributed inside the body

through biochemical reaction. The typical PET detector consists of a number of detec-

tion units which are arranged in a ring structure as shown in Fig. 2.4. In contrast to

SPECT, PET utilizes the coincidence events and the existence probability of each event

is represented as a line of response (LOR) connecting the two interaction positions. The

spatial resolution of PET depends on three factors: detector-related effects, positron range

which is the positron-travel distance before annihilation, and photon non-collinearity be-

cause of the momentum for an emitted positron. The effects of positron range and photon

non-collinearity are also described in Fig. 2.4.

The first positron emitter imager was proposed by Browenall and Sweet in early 1950s

[35]. In recent years, in order to improve detector performance of PET various technologies

have been applied. DOI measurement is one of the important technology for achieving a

high spatial resolution over the entire FOV. The principles and various techniques in pre-

vious studies are described in section 4.3.2. Time of Fright (TOF) is another technique for

improving the PET image quality. The TOF technique identifies the interaction position

by utilizing the difference of arrival time of two gamma rays [36]. The TOF technique is

effective to improve signal to ratio of reconstructed images, rather than image resolution.

Comparing with SPECT, one of the most important advantage of PET imaging is a

much higher sensitivity by approximately 2−3 orders, that is because PET does not require

physical collimators. Furthermore, PET imaging also provides good spatial resolution.

Fig. 2.5 shows the typical spatial resolution across various SPECT and PET applications.

For existing clinical application, SPECT and PET have the spatial resolution of around

10 mm and 5 mm, respectively. In addition, superior quantitative performance is also a
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Figure 2.5: Spatial resolution across clinical and preclinical SPECT and PET images [37].

big advantage of PET imaging.

2.2.3 Compton camera in medical field

Although SPETCT and PET have been widely used and achieved valuable results in

nuclear medicine, the radioactive tracers which are available for each modalities are re-

stricted in the aspect of energy: SPECT only images tracers emitting low energy gamma

rays of under ∼400 keV and PET can image only coincident gamma rays of 511 keV from

positron-emitting source. On the other hand, Compton camera features very wide energy

range, so that Compton camera can be a new promising detector that makes it possible

to utilize various other radionuclides which have never been applied. Furthermore, this

advantage of wide energy range enables the simultaneous imaging of multiple radioactive

tracers which emit gamma rays of different energy. The simultaneous color imaging pro-

vides not only more detailed information of lesions at diagnosis, but perception that which

element is relevant to a specific function at once [38].

The first use of Compton cameras in medical field was proposed in 1970s [39]. Since

then, several attempts to utilize the Compton camera in nuclear medicine have been

conducted [40, 41, 42, 43, 44, 45]. The semiconductor based Compton camera named

GREI carried out multi-source imaging experiments [46, 47]. It consisted of two double-

sided germanium (Ge) detectors. The dimensions of the active volume of Ge crystals are

39× 39× 10 mm3 and 39× 39× 20 mm3 for the scatterer and the absorber, respectively.

The strip pitch is 3mm for both detectors. The absolute efficiency of the first GREI for

662 keV gamma ray emitted from 15 mm away is approximately 0.01%, and in the GREI-I

I the sensitivity was improved by 2.3 times. In 2013, Motomura et al. proposed two-

and three-dimensional mouse images injected three different types of radioactive tracers

of 65ZnCl2,
85SrI2 and 131I at the same time (Fig. 2.6) [38]. Furthermore, Munekane et

al. applied the GREI to a biodistribution assay of Zn complexes [48].

Another approach for small animal imaging was also conducted by the Si/CdTe Comp-

ton camera which was developed by JAXA and University of Tokyo. Takeda et al. reported

development the Si/CdTe Compton camera for medical imaging use and reconstruction

method [49, 50]. Furthermore, they also provide the experimental results of imaging mul-
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Figure 2.6: Multi-color mouse imaging using GREI [47].

tiple radiopharmaceuticals such as 131I (364 keV) and 85Sr (514 keV) injected into a living

mouse. Although significant imaging results for both 131I and 85Sr were obtained, its mea-

surement time of mouse imaging amounted to 6 hours. Long exposure is mainly due to

relatively low sensitivity of the Si/CdTe camera. The detection efficiency for 356 keV at a

distance of 10 cm was improved up to 3.4× 10−4% in the latest Si/CdTe Compton camera

[25], while that of the existing clinical SPECT is typically approximately 100× 10−4%.

Hence, improving the sensitivity becomes one of the problems to be solved for practical

use.

In addition to these semiconductor-based Compton cameras, a Compton camera using

implementing the gaseous detector, called the electron-tracking Compton camera (ETCC),

was also developed by Kyoto University [51, 52, 53, 54, 55]. The ETCC consisted of two

detectors; micro-time projection chamber (μ-TPC) based on the proportional gaseous

pixel chamber as the scatterer and pixel scintillator detector such as GSO [56] or LaBr3

[57] as the absorber. The most distinctive feature of the ETCC is the recoil electron

tracking and restricting the direction of incident photon on the arc. From this effect,

the ETCC can provide good signal to noise ratio even under low statistics. The typical

spatial resolution measured at 511 keV was 11 mm (FWHM) at a distance of 10 cm from

the detector. Kabuki et al. reported application the ETCC to small animal imaging: it

imaged the head and thyroid gland of mice using double tracers of 18F-FDG (511 keV)

and 131I ions (365 keV) [57] under the measurement time of 16 hours.

Thus Compton imaging is promising for largely expanding the field of nuclear medicine

and these Compton cameras provide significant experimental results in small animal imag-
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ing, but comparing with existing modalities there still remains challenging to be improved

in practical use of a Compton camera. The one is poor sensitivity and long acquisition

time. The detection efficiency of Compton cameras described above is still worse than

that of SPECT or PET. Hence significant improvement of sensitivity is required for prac-

tical applications. In addition, image reconstruction method is far from being matured

compared to current modalities such as PET. This is because the complexity of image

reconstruction from Compton events, so that the performances of Compton imaging such

as imaging accuracy and quantitativity is not enough compared to that of other devices.

In order to achieve clinical use, these problems have to be overcome.
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Chapter 3

Principle of Compton camera

3.1 Basic physics

3.1.1 Interaction of photons in materials

When photons in sub-MeV and MeV energy range interact with materials, the interaction

of photons is classified into three processes; photoelectric absorption, Compton scattering,

and electron-pair production. Fig. 3.1 shows dominant interaction process by photon

energy and atomic number of the material.

In the photoelectric absorption process, incident gamma ray provides its all energy to

an orbital electron, and then the orbital electron is ejected from the orbit as photoelectron.

The photoelectric absorption process dominantly occurs especially at low energy range

such as under 100 keV. The cross section of the photoelectric absorption has a relation

with the energy of incident gamma ray Eγ and the atomic number Z described below:

σf ∝ Zn

E3.5
γ

(3.1)

where, n has a value of 4−5 depending on Eγ .

As the energy of incident gamma ray increase, the dominant process gradually shifts

from photoelectric absorption to Compton scattering. Fig. 3.2 shows a diagram of Comp-

ton scattering. The Compton scattering is an elastic scattering between a photon and

an electron, so that a gamma ray is scattered to a different angle from incident direction

after depositing a part of energy to the recoil electron. Assuming the recoil electron before

scattering has no momentum, based on law of conservation of energy and momentum the

energy of scattered gamma ray E′

γ is represented as

E′

γ =
Eγ

1 +
Eγ

mec2
(1 − cos θ)

(3.2)
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Figure 3.1: Dominant interaction process of photons in material [58].

where, θ is the scattered angle of the photon. The cross section of Compton scattering is

given by Klein-Nishina formula:

dσC

dΩ
=

r2
e

2

(
E′

γ

Eγ

)2(Eγ

E′

γ

+
E′

γ

Eγ
− sin2 θ

)
(3.3)

where re=e2/mec
2 (2.8×10−13 cm) represents the classical electron radius. The calculated

distribution of differential scattering cross section for various energy is shown in Fig. 3.3.

In addition, the cross section of Compton scattering is proportional to the atomic number

Z

σC ∝ Z (3.4)

When the energy of incident gamma ray exceeds twice of rest mass energy of elec-

tron mec
2, electron-pair production process comes to occur. In electron-pair creation

process, incident photon vanishes in the atomic Coulomb field, and produces an electron

and positron pair. The cross section of electron-pair production depends on Z as follows,

σp ∝ Z2 (3.5)

3.1.2 Compton kinematics

A Compton camera is a detector which aims to image gamma rays in the energy range from

about a few hundred keV to several MeV, so that Compton scattering effect is dominant.

Fig. 3.4 shows an example diagram of Compton scattering event in the Compton camera.

A Compton camera generally consists of two detectors, often referred to scatterer and

absorber. An incident gamma ray that has the energy of Eγ is first Compton scattered at

the scatterer providing a part of energy E1 to recoil electron, and then scattered photon
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Figure 3.2: Diagram of Compton scattering
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Figure 3.3: The angular distribution of Compton scattering calculated by Klein-Nishina
formula
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Figure 3.4: Basic concept of Compton camera.

is absorbed at the absorber depositing energy E2. Using these observed quantities, the

scattering angle θ is calculated as

cos θ = 1 − mec
2

E2

+
mec

2

E1 + E2

(3.6)

Eγ = E1 + E2 (3.7)

Fig. 3.5 shows that the relationship between Compton scattering angle θ and energy

deposit E1 for various incident gamma ray which has different energies Eγ . From θ and

the information of interaction positions, the direction of each incident gamma rays can be

constrained within a cone which has the vertex at the scattered position, that is called

Compton cone. Therefore, accuracy of determination of energy and interaction position

in the detector directly influence the performance of Compton camera.

3.2 Factors governing Compton Camera performance

The performance of Compton camera is generally characterized by two important param-

eters: angular resolution and detection efficiency. This section describes these parameters

in detail.
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Figure 3.5: Relationship between Compton scattering angle θ and energy deposit E1 for
various incident gamma ray which has different energies Eγ .

3.2.1 Angular resolution

The angular resolution is one of the parameters which defines the imaging performance

of Compton camera. In the evaluation of the angular resolution, the value of Angular

Resolution Measure (ARM) is conventionally used. ARM is defined as the difference

between actual scattered angle and reconstructed angle from measured information. As

shown in Fig. 3.4, the incident gamma ray is first scattered at the position p1 giving the

recoil electron energy E1 and then absorbed at the position p2 depositing its energy E2.

The value of ARM is defined as following equation:

ARM ≡ θk − θg (3.8)

where, θk represents the angle which is calculated from energy deposits (E1, E2) in the

detector and θg represents the geometrical angle between the real direction of incident

gamma ray and measured interaction positions (p1, p2);

cos θg =
|−−→p0p1||−−→p1p2|−−→p0p1 · −−→p1p2

(3.9)

Although in ideal θk equals to θg, measured energy and positional uncertainty in the

detectors causes the degradation of the angular resolution. The angular resolution of
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Figure 3.6: Parameter definition in calculating position uncertainty.

Compton camera is usually defined by the full-width at half-maximum (FWHM) of the

ARM distribution. The reasons causing the uncertainty of the angular resolution are

divided into three components: position uncertainty, energy uncertainty, and the Doppler

broadening effect. In what follows, we discuss each elements.

Effect of positional uncertainty

The positional uncertainty where incident gamma ray interacts in the detector introduces

an uncertainty of θg. The accuracy of position determination is generally defined by a

pixel size of the detector, and the effect of the positional uncertainty largely depend on

the detector geometry of the Compton camera. In order to estimate the contribution

of the positional uncertainty to the angular resolution, we assume a geometry as shown

in Fig. 3.6. An incident gamma ray emitted from p0 = (x0, y0, z0) first scattered at

p1 = (x1, y1, z1) and then fully absorbed at p2 = (x2, y2, z2). The scattered angle θ can be

represented by

θg = arctan

√
(x1 − x2)2 + (y1 − y2)2

|z1 − z2| (3.10)

Because θ is a function of xi, yi, and zi (i = 1, 2), the uncertainty of θ is calculated as

bellow:

σ2
θ =

∑
i=1,2

{(
∂θ

∂xi

)2

σ2
xi

+

(
∂θ

∂yi

)2

σ2
yi

+

(
∂θ

∂zi

)2

σ2
zi

}
(3.11)

=
cos4 θ

(z1 − z2)2
{(L2

1 + L2
2) + tan2 θ(Δz2

1 + Δz2
2)} (3.12)

where, L1 and L2 represent the pixel size of the scatterer and the absorber in both x

and y directions, respectively. The term of |z1 − z2| in equation (3.12) is comparable
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to the average distance of two interaction positions in the scatterer and the absorber.

The distance approximately depends on the detector distance d, hence equation (3.12)

indicates that the contribution of geometrical uncertainty decreases with the increasing d.

Fig. 3.7 shows the calculated uncertainty of angular resolution caused by the geometrical

uncertainty under various pixel sizes. As obviously seen in Fig. 3.7, the angular resolution

becomes smaller as the distance of |z1−z2| becomes larger. In addition, the thick detector

may cause considerable degradation of the angular resolution at certain range of scattering

angle. Therefore, in designing the Compton camera, the positional determination accuracy

of the detector in depth direction directly influences the angular resolution.

Effect of Energy uncertainty

The energy uncertainty introduces the uncertainty of θk in equation (3.8). The scattering

angle θk can be expressed as equation (3.6) with energy deposits E1 and E2. Hence, the

uncertainty of θ caused by the energy uncertainty is calculated as follows:

σ2
θk

=
∑
i=1,2

{(
∂θk

∂Ei

)2

(ΔEi)
2

}

=

{
mec

2

sin θ

1

(E1 + E2)2

}2

(ΔE1)
2 +

{
mec

2

sin θ
(

1

(E1 + E2)2
− 1

E2
2

)

}2

(ΔE2)
2

(3.13)

where,

θk = arccos

{
1 − (

mec
2

E2

− mec
2

E1 + E2

)

}
(3.14)

Then, by approximating E1 + E2 by the energy of incident gamma ray Eγ , σ2
θ can be

represented as a function of θ and Eγ :

σ2
θ =

(
mec

2

sin θ

)2

· (ΔE)2 ·
{

1

E4
γ

+
1

E4
γ

(1 − (1 +
Eγ

mec2
(1 − cos θ))2)2

}
(3.15)

where, ΔE is the energy resolution which is approximately proportional to
√

E. Fig.

3.8 shows the contribution of the energy uncertainty to the angular resolution under as-

sumption of the energy resolution of 7% and 10% at 662 keV. Obviously, higher energy

gamma ray results in the better angular resolution. Furthermore, the impact of the energy

uncertainty to the angular resolution depend to a large part on the scattering angle. In

other word, even within the same detector, the angular resolution can change significantly

depending on scattering angle of each event. Thus, in order to reduce the contribution

of the energy uncertainty to the angular resolution, it is useful to improve the energy
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Figure 3.7: The uncertainty of angular resolution caused by the detector geometrical uncer-
tainty. The pixel dimensions of the scatter and the absorber are (top) 2× 2× 10 mm3 and
2× 2× 10 mm3, (center) 2× 2× 10 mm3 and 2× 2× 2 mm3, and (bottom) 2× 2× 4 mm3

and 2× 2× 2 mm3, respectively.
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resolution of the detector and select the optimum scattering angle by detector geometric

configuration.

Doppler broadening effect

Even in the ideal detector which has no positional and energy uncertainties, the ARM

always has finite width due to the momentum of scattered electron. This is known as

Doppler broadening effect. In real detector, the electron before Compton scattering has

momentum by nuclear or molecular orbit, thus Doppler broadening effect actually de-

termines the theoretical limit of the angular resolution that can achieved with Compton

cameras.

Because Doppler broadening is caused by scattered electron momentum, the degree of

Doppler broadening effect depends on materials of the scatterer and the energy of incident

photons. Fig. 3.9 shows the contribution of Doppler broadening effect to the angular

resolution as a function of proton number. As can be seen from this figure, the Doppler

broadening effect has a tendency to become large with increasing atomic number (Z), and

also depends on periodicity; alkaline-earth materials have the smallest contribution and

noble gases have the largest influence.

For describing the Doppler broadening, Klein-Nishina formula is insufficient and a more

precise Compton cross section which includes the effect of electron initial momentum is

required. Whereas Ribberfors [60] and Brusa et al. [61] analytically provide precise cross

section model, here we estimated the Doppler broadening effect by using Monte Carlo

simulation toolkit Geant4 described in section 4.7. In the simulation, gamma rays were

irradiated to an ideal material which has no uncertainty both in positional and energetic,

and the energy deposit in the material when Compton scattering occurs was recorded

by each scattering angle. Fig. 3.10 shows the energy fluctuation ΔE′

γ·DP by Doppler

broadening effect in the case of one of the inorganic scintillator Ce-doped Gd3Al2Ga3O12

(Ce:GAGG) that is described in section 4.2.1 for 662 keV gamma rays. As the scattering

angle becomes large, the degree of energy fluctuation also increases. This is because the

larger momentum transfer of incident photon becomes, the more E′

γ is affected by the

fluctuation caused by initial momentum of orbital electron.

By utilizing the FWHM value in Fig. 3.10 as ΔE′

γ·DP , we estimated the contribution

to angular uncertainty caused by the Doppler broadening effect. The influence of Doppler

broadening effect to the angular resolution can be calculated as follows. Assuming that

the effect of Doppler broadening propagates to the energy of the scattered photon E′

γ , the

degree of influence is converted to the uncertainty of scattered angle θ caused by energy
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Figure 3.8: The uncertainty of angular resolution caused by energy uncertainty. The
energy resolution was assumed as (top) 10% and (bottom) 7%.
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Figure 3.9: Doppler broadening effects as a function of proton number [59].

fluctuation of E′

γ . Using Eγ and E′

γ , the θ is given by

θ = arccos

{
1 − mec

2(
1

E′

γ

− 1

Eγ

)

}
(3.16)

Hence, the Doppler broadening effect can be represented as

σ2
θ·DP =

(
∂θ

∂E′

γ

)2

(ΔE′

γ·DP )2

=

{
1

Eγ

(
1 +

Eγ(1 − cos θ)

mec2

)}4

(mec
2)2

1

1 − cos2 θ
(ΔE′

γ·DP )2

(3.17)

Fig. 3.11 shows the calculated result of the contribution of Doppler broadening effect

in Ce:GAGG scintillator based on equation (3.17) for various energy of incident gamma

rays. From this figure, it is confirmed that the angular resolution becomes significantly

worse with increasing the scattering angle. For example, in Ce:GAGG scintillator, for

662 keV gamma ray the angular resolution caused by Doppler broadening effect is smaller

than 2◦ (FWHM) within the scattering angle range of less than 90◦, however, it increases

to approximately 4◦ (FWHM) if scattering angle is around 140◦.
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Figure 3.11: Contribution of the Doppler broadening effect in GAGG.

3.2.2 Detection efficiency

Another important factor which determines the performance of Compton camera along

with the angular resolution is the detection efficiency. In general, there are two types

of detection efficiency; absolute efficiency (εabs) which contains the effect of geometry

between the source and the detector and intrinsic efficiency (εint) which is defined as the

detection ability to incident events. Assuming the ideal situation of a point source which

isotropically emits gamma rays, both efficiencies have the relation as

εabs =
Ω

4π
εint, (3.18)

where Ω represents the solid angle of the detector viewed from the source.

As described in section 3.3, all events which interact with the detector can not be

necessarily applied for imaging. In developing and evaluating our Compton camera, we

defined the efficiency by the events which passed the event selection and used for image

reconstruction. Furthermore, in a Compton camera the detection efficiency complexly

depends on various factors, such as the probability of Compton scattering in the scatterer,

solid angle between the scatterer and the absorber, the probability of absorption in the

absorber, and the effect of multiple scattering, so that it is not easy to derive it based

on theoretical formula. Therefore, in this study we use the Monte Carlo simulation for

calculating the detection efficiency.

35



Figure 3.12: Typical hit patterns of gamma rays in Compton camera

3.3 Hit patterns of gamma ray in Compton camera

Although Compton camera utilizes Compton scattering events, there are various interac-

tion patterns of gamma rays in the scatterer and the absorber and the patterns are not

always ideal for reconstruction. Fig. 4.16 shows typical hit patterns of gamma ray in a

Compton camera. Fig. 4.16 (a) is preferable event which is first scattered in the scatterer

and then absorbed in the absorber. On the other hand, in the measured data there are

also events that interact in other hit patterns like Fig. 4.16 (b)−(d). Fig. 4.16 (b) shows

so-called escape event that scattered gamma ray does not fully be absorbed and a part of

gamma ray escapes outside of the absorber. Fig. 4.16 (c) shows the back-scattering event

which is firstly scattered in the absorber and then absorbed in the scatterer. As one of

the representative technique in order to eliminate this back-scattering events, COMPTEL

utilized Time of Fright (TOF) information and identified the order of interaction. The

large distance between the scatterer and the absorber of 1.5 m makes the use of TOF

information possible in COMPTEL, achieving good discrimination performance [2]. Fig.

4.16 (d) is multiple-scattering event that a gamma ray is scattered more than twice in

the scatterer and/or the absorber. If the detector can read out the signals individually,

the multiple-scattering events are correctly identified. On the other hand, in the case of

using centroid method for position determination, the multi-scattering event in the same

detector block is difficult to be discriminated.

These events cause false reconstruction and deteriorate signal to noise ratio on recon-

structed image, so that event selection of measured data is very important. The detail

study for event selection in our Compton cameras is described in section 4.6.
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3.4 Image reconstruction

For gamma-ray imaging, not only detector performance but also image reconstruction

method is important, so that many groups develop the reconstruction algorithm for Comp-

ton camera. In this section, we describe basic theory of the reconstruction algorithms ap-

plied in this study. Smith [62] provides an overview of existing reconstruction algorithms

for Compton imaging. The reconstruction algorithms are divided into two major meth-

ods: analytical approach and statistical approach. Although many algorithms used to be

based on the direct analytical approach because of the computational limitation in the

past, recently the studies based on the statistical approach have been also general thanks

to improvement of computational performance. In this study, we focused the statistical

method aiming to improve imaging quality such as the quantitative accuracy. Here, we

introduce the general concept of the reconstructed algorithms which used in this study.

3.4.1 Simple back projection (SBP)

The simple back projection (SBP) image reconstruction, in which the trajectory of each

Compton cone is directly superposed in imaging space, is the simplest and the most basic

method for image of Compton camera. SBP is computationally easy and fast, however,

spatial resolution and signal to noise ratio of its image is not good because the rest of

trajectory remained as background. In this study, we consider the cone distribution which

is equal to the uncertainty of the cone determination.

Fig. 3.13 (a) shows the simulated result of the SBP image for a 137Cs point source

which is arranged at the center of FOV. The image is represented by the spherical surface

as described in section 4.8.1. Although the source position is correctly reconstructed, the

image contains substantial artifacts and the point source image spreads broadly. Hence

in order to obtain more accurate gamma-ray distribution image, advanced reconstruction

algorithm should be applied.

3.4.2 Maximum Likelihood Expectation Maximization (MLEM)

The Maximum Likelihood Expectation Maximization (MLEM) is one of the most widely

used reconstruction algorithm in the field of Compton camera. The MLEM method sta-

tistically estimates an image using projection data based on iterative calculation. The

MLEM method can be typically divided into two types according to the data set: bin-

mode and list-mode. In bin-mode, the measured position and energy data set are once

divided into bins and the size of measured data space is defined as the possible combi-

nation of the number of positions and energy bins. On the the other hand, in list-mode

each measured data is directly reconstructed event by event, so that its size is determined

by the number of measured events. In this study, we adopt list-mode MLEM because in
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reconstruction of Compton camera the total volume of data space of list-mode tends to

be much smaller than that of bin-mode. In addition, list-mode method has an advantage

that the accuracy of image produces no deterioration by discretization.

Wilderman et al. [63] translated the bin-mode MLEM algorithm into list-mode. More-

over, Zoglauer et al. [64] provided the list-mode MLEM algorithm as following equation:

λn
j =

λn−1
j

sj

N∑
i=1

tijvi∑
k tikλ

n−1
k

(3.19)

where, λn
j denotes the reconstructed image value after nth iteration, sj the probability

that a photon emitted from image pixel j is detected, vi the probability that an event

i comes from the image space, tij the probability that a photon emitted from imaging

pixel j is measured as the event i. Compared to the formulation in Wilderman et al. [63],

equation (3.19) contains the additional factor vi. The event has a non-zero probability

that it came from outside the imaging space, especially in the case that Compton events

with large cone sections in combination with small imaging space. The vi is the factor for

taking into account this effect in the reconstruction.

In the list-mode MLEM reconstruction, determining the parameters which describe

the response of the imaging system becomes key point for reconstruction accuracy. Exact

calculation of tij and sj, which have to take into account the position and energy uncer-

tainty of the detector, as well as Doppler broadening effect, is very complicated. Thus

Wilderman et al. [63] provides that the system matrix tij can be determined by back

projection cone which is calculated from measured data set of event i, which traces out a

conic section in the image space. This approach showed reasonable results, so that many

list-mode MLEM algorithms which were developed after that takes this method.

For an example of iterative algorithm, Fig. 3.13 shows the MLEM imaging results of
137Cs point source by different iteration number. As increasing the number of iteration,

we can clearly confirm that the spatial resolution of reconstructed image becomes better

and artifact is significantly reduced. As an example, Fig. 3.14 shows the intensity of

reconstructed image of a point source emitting 662 keV gamma rays as a function of the

number of iteration. The vertical axis denotes the integrated value of 80 pixels around

source position. The red and blue markers represent the source position of (θ, φ)=(0◦, 0◦)

and (45◦, 0◦), respectively, and the open symbols show the case of half intensity of the

closed symbols. Fig. 3.14 indicates that there is little fluctuation in the intensity values of

both positions after 10 iterations, and the convergent intensities of the reconstructed image

are consistent with real source intensities. Note that the appropriate number of iteration

changes depending on such as the configuration of imaging object and the amount of

statistics of measured data.
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Figure 3.13: MLEM reconstruction images after (a) 1 iteration (equal to SBP image), (b)
3 iterations, (c) 10 iterations, and (d) 50 iterations, respectively.
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Chapter 4

Compton camera for

environmental measurement

4.1 Introduction

Although a number of gamma cameras and Compton cameras have been proposed for the

purpose of environmental measurement to identify radiation hotspots after the Japanese

nuclear disaster, there are still problems such that long measurement time required due

to low detection efficiency and poor portability of heavy detectors. In this study, in order

to realize quick and accurate gamma-ray imaging in the field work, we developed the

handheld Compton camera consisting of inorganic scintillators of Ce:GAGG.

In this context, scintillator-based Compton camera has an advantage of high detection

efficiency especially for high energy gamma ray such as 662 keV from 137Cs, however, its

angular resolution becomes in general lower than that of the semiconductor based camera

because of the poor energy and position resolution. In order to overcome this situation, we

invented a new method of 3-D position identification in a scintillator array, which makes it

possible to significantly improve the resolution without reducing the detection efficiency.

In this chapter, the concept, development, and various simulation and experimental

studies of the environmental handheld Compton camera are proposed.

4.2 Materials

4.2.1 Scintillator

For the scintillators implemented in the Compton cameras, the performances such as

high energy resolution, precise position resolution, and appropriate density are required

in order to obtain good angular resolution and detection efficiency. In this respect, we

utilized Ce:GAGG scintillator [65, 66, 67, 68] both in the scatterer and the absorber. Table
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4.1 shows the properties of Ce:GAGG as compared with other representative inorganic

scintillators. Ce:GAGG features relatively large amount of luminescence and good energy

resolution of around 6% (FWHM) for 662 keV gamma ray. In addition, since Ce:GAGG

does not have hygroscopicity, good position resolution is expected by fabricating array

configuration. Other characteristics of high density, reasonable decay time, and no intrinsic

radioactivity are also advantageous for the detector of Compton cameras.

Table 4.1: Characteristic of Ce:GAGG and other scintillators.
NaI(Tl) CsI(Tl) Ce:LaBr3 Ce:GAGG

Density [g/cm3] 3.7 4.5 5.1 6.6
Light yield [photon/MeV] 45000 56000 75000 57000
Decay time [ns] 230 1000 30 88 (91 %) + 258 (9 %)
Peak emission [nm] 415 530 375 520
Hygroscopicity Yes Yes Yes No
Intrinsic radioactivity No No Yes No

4.2.2 Multi-pixel photon counter (MPPC)

For the photo-sensor receiving light from the scintillators, we use Multi-pixel photon coun-

ters (MPPCs), also known as silicon photomultipliers (SiPMs) provided by Hamamatsu

Photonics K. K.. MPPC is a semiconductor photodetector consisting of a number of

geiger-mode avalanche photodiode (APD) pixels [69, 70, 71]. When a photoelctron is gen-

erated, an avalanche takes place in a pixel and provides the output charge Q which is

given by

Q = C × (V − VBR), (4.1)

where C, V , and VBR denote the capacitance of the pixel, the impressed voltage, and the

breakdown voltage, respectively. The total output charge from an MPPC is proportional

to the number of the fired pixel. When the number of photoelectron is adequately smaller

than that of the pixel numbers, output charge is proportional to the number of photo-

electron. Because the MPPC is operated in geiger-mode, it has high gain of 105−106. In

addition, the MPPC is a thin detector compared to bulky photon multiplier Tube (PMT),

thus the compactness of the sensor enables flexible design of the Compton camera as well

as reducing amount of wasted material between the scatterer and the absorber.

For the use in handheld Compton camera, large area 8× 8 monolithic MPPC arrays are

particularly used. Fig. 4.1 shows a photograph of MPPC array consisting of the handheld

Compton camera. Each monolithic array is arranged in 4×4 channels of 3.0×3.0 mm2

effective area, and a whole MPPC array consists of 2×2 monolithic arrays. Thus, the

total size of the effective area is 24×24 mm2, and the size of APD pixel pitch is 50μm.
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Figure 4.1: Photograph of 8× 8 MPPC array used in the DOI Compton camera.

The print board also carries a resistive charge-division network, which compiles the

outputs from each 64 channels into four position encoded analog signals (denoted here as

p1 to p4). Fig. 4.2 provides configuration and resistive value of the network. When an

incident gamma ray is detected, the light outputs from the scintillator distributed several

neighboring MPPC channels. Then the charge from each channel is divided into four

signals in different weights depending on the channel position, so that by applying the

centroid method to the four signals the interaction position can be calculated. Using the

parameters in Fig. 4.2, we calculate the 2-dimensional interaction positions based on the

following equations:

X =
(p2 + p4) − (p1 + p3)∑4

k=1 pk

(4.2)

Y =
(p1 + p2) − (p3 + p4)∑4

k=1 pk

. (4.3)

4.3 Depth of interaction (DOI)

4.3.1 non-DOI Compton camera

In our previous study, we developed so-called non-DOI Compton camera in conjunction

with Hamamatsu Photonics K. K.. It is the first Compton camera developed by our team

and utilizes only two-dimensional information for position identification in the scintillator

block [72, 73, 74]. The non-DOI Compton camera also aims to apply the environmental

measurements in the field, hence the non-DOI Compton camera features its compactness

(14× 14× 15 cm3) and the total weight is only 1.9 kg. Table 4.2 shows the scintillator
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Figure 4.2: Resistive charge division network.

configuration of the non-DOI Compton camera. The angular resolution of the non-DOI

Compton camera is around 14◦ (FWHM) for 662 keV gamma rays. Although high sen-

sitivity is one of the great advantages of the camera, this performance of the angular

resolution is not good as compared with other cameras based on semiconductor detector.

This is especially due to the poor position resolution along thick scintillator length.

One of the simplest method to reduce the effect of the position uncertainty in the depth

direction is to expand the distance between the scatterer and the absorber as described

in section 3.2.1. However, the large distance also largely reduces the detection efficiency

for coincident events. Another approach for improving the resolution is the 3-D position

identification in the scintillator blocks. By obtaining not only 2-dimensional position

information but also depth-of-interaction (DOI) position, we can reduce the contribution of

the position uncertainty to the angular resolution without reducing the detection efficiency.

Hence, in this study we aimed to achieve good performances both in the resolution and

efficiency by applying the DOI method.

4.3.2 DOI technique for the handheld Compton camera

Historically, such DOI techniques have been studied and developed especially in the field

of PET imaging. In the PET imaging, the DOI identification makes it possible to pre-

vent degradation of the spatial resolution in the reconstructed image which arises from

parallax error, so that in the past various DOI-approaches have been proposed. One of

the most common method is pulse-shape discrimination called “phoswich”, which utilizes

different decay time constants of several types of scintillator [75, 76, 77]. Another ap-

proach is measuring pulse-height ratio of continuous scintillators by dual-ended readout

detectors [78, 79, 80, 81]. Other than those methods, the light sharing approaches by
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Table 4.2: Scintillator configuration of the non-DOI Compton camera
Parameter Value

SCATTERER
Crystal dimensions 1.5 mm× 1.5 mm× 5.0 mm
Array 15× 15 arrays, 2× 2 set
Layer 1 layer

ABSORBER
Crystal dimensions 1.5 mm× 1.5 mm× 10.0 mm
Array 15× 15 arrays, 2× 2 set
Layer 1 layer

DISTANCE 16 mm

changing reflector arrangement layer by layer [82, 83], and 6-side readout method with

photo-detectors [84, 85, 86] are also utilized for DOI identification.

In our study, we have developed a novel-design module with DOI capability using

MPPC arrays [87]. Fig. 4.3 shows the conceptual design of the DOI detector. The

scintillator block consists of a number of discrete crystals, and the MPPC arrays are

coupled at both ends of the scintillator block. Each scintillator pixel is divided by a

reflector such as BaSO4 and ESR in X-Y directions, shown as red line in Fig. 4.3. On the

other hand, in the Z direction the layer of air intervenes in the pixels. When an incident

gamma ray interacts in a certain scintillator pixel, the scintillation lights spread toward

both ends along with the reflector, and each layer of air reflecting a part of the light.

Thus the air layer contributes to making clear difference of light distribution depending

on the depth position of gamma-ray interaction. By applying the resistive charge division

network, the number of read-out channels which is need to read a scintillator block can

be reduced to eight channels (p1−p8). The X, Y , and Z (=DOI) interaction positions are

calculated based on the centroid method which is described as

X =
(p2 + p4 + p6 + p8) − (p1 + p3 + p5 + p7)∑8

k=1 pk

(4.4)

Y =
(p1 + p2 + p5 + p6) − (p3 + p4 + p7 + p8)∑8

k=1 pk

(4.5)

Z =

∑4
k=1 pk∑8
k=1 pk

. (4.6)

By applying this technique, we confirmed that the pixels can be 3-dimensionally re-

solved by 1 mm cubic for 662 keV gamma ray. See Kishimoto et al. [87] for more details.
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Figure 4.3: Schematic view of of the DOI method.

4.4 Geometric configuration

Based on the DOI method described above, we developed the brand-new handheld Comp-

ton camera, hereafter we call it the DOI Compton camera. Fig. 4.4 shows the overview

of the DOI Compton camera. The whole size of the camera is 16 cm× 15 cm× 15 cm and

its weight is 2.5 kg. The camera is composed of a gamma-ray detection unit, a signal

processing unit, and a USB 3.0 interface.

In the gamma-ray detection unit, the scatterer and the absorber are both constructed

of Ce:GAGG scintillators and 8× 8 MPPC arrays. Table 4.3 lists the configuration of

scintillator arrays of the DOI Compton camera. The scatterer is composed of two layers of

scintillator arrays and each layer is coupled to a MPPC array. Although the probability of

Compton scattering becomes large as the thickness of scintillator increases, the probability

of interaction in the scatterer after the first Compton scattering also increases as the thick

of the scatterer becomes large, so that the thickness of the scatterer has to be optimized.

The configuration of the scintillator arrays described below is reflected the simulation

results of optimization [88]. The pixel size of each crystal is 2.0 mm× 2.0 mm× 4.0 mm

and each pixel is separated by ESR reflector of 0.065 mm. On the other hand, in terms of

efficiency the absorber needs more thickness since it must absorb all energy of scattered

gamma ray. The total thickness of the absorber is 20.0 mm, and the DOI measurement

technique described above is applied in the absorber in order to prevent deterioration of

the angular resolution. Each crystal size in the absorber is 2.0 mm× 2.0 mm× 2.0 mm, and
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Figure 4.4: Photographs of the DOI Compton camera.

Table 4.3: Scintillator configuration of the DOI Compton camera.
Parameter Value

SCATTERER
Crystal dimensions 2.0 mm× 2.0 mm× 4.0 mm
Array 11× 11 arrays, 2× 2 set
Layer 2 layer

ABSORBER
Crystal dimensions 2.0 mm× 2.0 mm× 2.0 mm
Array 11× 11× 10 arrays, 2× 2 set
Layer 10 layer

DISTANCE 12.5 mm

there are 10 DOI layers. Fig. 4.5 shows the photograph of assembled scintillator array in

the absorber. As well as the scatterer, ESR reflectors are inserted between each pixel in

the X and Y directions, and the layer of air intervenes in the pixels in depth direction.

As shown in equation (3.12), the distance between the scatterer and the absorber also

strongly influences both the angular resolution and detection efficiency. Here, the distance

is set to 12.5 mm.

4.5 Readout system

Fig. 4.6 shows the read-out diagram of the DOI Compton camera. After passing through

the resistive charge division network on the MPPC board, the signals from all MPPC

arrays are fed into a signal processing unit through flexible flat cable (FFC). The signal

processing board is composed of an application-specific integrated circuit (ASIC), analog-

to-digital converter (ADC), programmable logic device (PLD), and a high-voltage power
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Figure 4.5: Photograph of Ce:GAGG array used in the absorber.

Table 4.4: Format of the list-mode data stored in the Compton camera. The number in
the parenthesis shows the size of each data [in unit of Byte].

header address time stamp Ch1 data Ch2 data Ch3 data Ch4 data
(3) (1) (4) (2) (2) (2) (2)

header address time stamp Ch1 Offset Ch2 Offset Ch3 Offset Ch4 Offset
(3) (1) (4) (2) (2) (2) (2)

supply (HVPS). The ASIC includes a pulse-shaping amplifier, baseline restorer circuit,

comparator circuit, and peak-hold circuit [73].

The unit of signals from an MPPC array is named a “block”, and a signal processing

board handles up to four block signals. As shown in Fig. 4.6, the camera has four signal

processing board, so that the readout system can read 16 MPPC arrays in total: eight

of them are used for the two layers of the scatterer and the rest of eight are for the

double-sided readout of the absorber.

When an incident gamma ray hits in a certain scintillator array, the information of

address (board and block number), time, and four channel data of the block after resistive

charge division network is measured and accumulated as list-formal data set. Table 4.4

shows the format of measured data set for an event. The whole data size for an measured

event transferred to a personal computer (PC) is 32 byte. The address information includes

the board and block number where the interaction occurs. With respect to each event

offset data is also taken and the value that subtracts the offset from the raw data channel

by channel is utilized for calculation.
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Figure 4.6: Read-out diagram of the DOI Compton camera.

4.6 Data analysis for event selection

In the DOI Compton camera, the event selection process is conducted after the measured

data is transferred to a PC. Fig. 4.7 shows the series of flow of event selection.

All events are firstly converted from raw data to energy and position data. The energy

information is calculated using the sum of the four channel data set in a block event by

event. Since the linearity of MPPC output degrades when the number incident photons

becomes large compared to the number of geiger-mode pixels, it is needed to convert the

channel data to energy information appropriately. We conducted the energy calibration

by each scintillator pixel, using energy referencing table. More details of energy calibra-

tion in the DOI Compton camera are described in appendix A. On the other hand, the

position information is calculated based on the position identification equation (4.2)−(4.6)

and the fired scintillator pixel is estimated with referencing the 3-dimensionally position

region table which was made by each block beforehand. The detailed flow of positional

identification is described in appendix B.

Then the coincidence events that one interacts in the scatterer array and the other

in the absorber array are selected based on the time information. The coincidence time

window can be changed in the software program, as the typical value set to 200 ns. The

detected two-hit events which are satisfied the time coincidence are next checked whether

they are satisfying the energy conditions. Fig. 4.8 shows an example of two-dimensional

energy spectrum for 662 keV gamma ray, in which the horizontal and vertical axes de-

note the energy deposit in the scatterer and the absorber, respectively. The bright spot

around E1� 200 keV reflects the concentration of back-scattering events. Because these

back scattering events cause the degradation of image quality, we aim to select only event

that (1) the total energy deposit in the scatterer and the absorber (E1+E2) matches the

concerned energy of incident gamma ray and (2) avoids the range of the back-scattering
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concentration. For example, when imaging 662 keV gamma rays, we apply the following

energy cut region as a default:

662 − 50 keV ≤ E1 + E2 ≤ 662 + 50 keV (4.7)

10 keV ≤ E1 ≤ 165 keV. (4.8)

By applying this energy window, the back-scattering events can be significantly re-

duced. On the other hand, multiple-scattering events in single scintillator array (see Fig.

4.16) can not be eliminated from the data set used for image reconstruction because we

utilize the centroid method. In addition, it is also difficult to distinguish the escape events

which meets the energy conditions by chance despite that the energy of incident gamma ray

is higher than the energy of interests. This arises from Compton scattering in the absorber

and escaping a part of the energy. Although these escape events can be distinguished in

the case that the energy of incident gamma ray is already known such as single-nuclides

measurement, when conducting different multi-energy nuclides measurement the effect of

the escape event has possibilities to become a problem. Hence, we will revisit this problem

in section 6.5.5.

In our Compton camera system, the SBP and MLEM images are updated every second

by referring the latest accumulated data over an arbitrary time using the events passed

coincidence analysis and energy cut process.

4.7 Simulator of the DOI Compton camera

In order to study the response of the Compton camera, we developed a Compton camera

simulator based on the Monte Carlo approach. For the simulator, we used the Geant4

4.9.6 software package [89] which is most standard in particle physics, nuclear physics,

accelerator design, and medical physics. The main purpose of developing the simulator

is to optimize the detector configuration and to search the physical interaction process in

the detector which is not able to be known by experimental measurement.

Fig. 4.9 shows the Ce:GAGG scintillator configuration of the handheld Compton

camera constructed by Geant4. The actual simulator replicates not only the active area

of scintillator detector but the surrounding passive materials such as MPPC arrays, which

consist of Si, glass epoxy board, and thin Cu board.

For the accurate simulation, it is essential to incorporate physical processes related to

Compton camera precisely. In Geant4, several models exist even for the same interaction

process, hence we have to apply appropriate model according to interested energy region.

The developed simulator also takes account of the Doppler broadening effect. By the

process of each event, this simulator provides the information of total energy deposit in
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Figure 4.7: Flow chart of event selection.

the scatterer and the absorber, pixel ID where interaction occurs in scintillator array, the

number of pixel that has energy deposit, and material ID where the first Compton scat-

tering happens. If the number of pixels which have energy deposit is more than two in the

scatterer or/and the absorber itself, the event means multiple-scattering event. Further-

more, by checking the material ID we can estimate whether the event is back-scattering

event or not. Since these parameters can not be obtained in actual measurement, it is very

meaningful to evaluate the influence of such events on the simulation. In the simulation,

the energy deposit and position information in the scintillator are determined without any

uncertainties. Hence appropriate energy and position resolution are considered according

to the actual detector response. We assume energy resolution of 8.0% for 662 keV gamma

ray, which reflects the actual measurement value of the detector (see section 4.9.2), and

the resolution is given in proportion to 1/
√

E depending on the energy deposit.
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Figure 4.8: 2-D energy spectrum of the DOI Compton camera. The brightest spot (around
E1 ∼ 200 keV) correspond to back-scattering events.

Figure 4.9: Scintillator configuration of the DOI Compton camera constructed using
Geant4 simulation.

52



4.8 Image reconstruction

4.8.1 Image projection methods

In Compton camera imaging, the image is conventionally projected on 2-D plane, which

is configured at the source position. However, in the case that the distance to the source

is unknown as is the case in the environmental measurement, it is extremely difficult to

assume the projection plane at appropriate position. For this reason, in imaging of the

DOI Compton camera we applied spherical projection in place of the plane projection.

The spherical projection is the method that is often used for fish-eye view. In the

spherical projection, there are several projection processes. For the projection of the DOI

Compton camera, two types of processes are incorporated and can be switched to each

other. The first one is equisolid angle projection that is represented by the following

formula:

r = 2f sin
θ

2
. (4.9)

In the equisolid angle projection, the area of image is proportional to the solid angle,

hence the solid angle can be calculated by the image area. The other one is stereographic

projection described as

r = 2f tan
θ

2
. (4.10)

The stereographic projection has an advantage that the image is more similar to a sense

of human sight in fish-eye imaging.

Fig. 4.10 shows the difference of the two projection process. Both method can image

hemispherically over the 180◦ field of view. In the following imaging of the DOI Compton

camera, we basically applied the equisolid angle projection method.

4.8.2 MLEM algorithm for the DOI Compton camera

Here, we describe specific MLEM reconstruction parameters in equation (3.19) for the

handheld Compton camera imaging. The system matrix tij and vi are calculated event by

event as following formula:

tij = exp
[
−1

2

( |Θj | − |θk|
σ

)2
]
× 1

sin |θk|
(4.11)

vi =
∑

j

tij, (4.12)

where Θj denotes the angle between the cone axis and the direction of the image pixel

j, θk the scattering angle calculated by the energy deposit, and σ the intrinsic angular

resolution of the Compton camera. The first factor represents the distribution of the

Compton cone, which arises from the angular determination uncertainty. We consider the
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Figure 4.10: (Left) An example of equisolid angle projection image, and (right) an ex-
ample of stereographic projection image.

distribution which corresponds to the angular resolution of the detector in the direction of

vertically intersecting the Compton cone. On the other hand, the last factor is normalizing

weight of each event regardless of the scattering angle. A circumference of the Compton

cone is proportional to sinθk, thus the last term makes the integral value of each Compton

cone equivalent weight.

The vi, which is the probability that an event i comes from the image space in equation

(3.19), is calculated by integrating the tij of the event i over the image region. The

factor of background bi is assumed to be zero in this study. Furthermore, we utilized

the sensitivity map sj which was estimated by the Geant4 simulator. In the simulator,

we irradiated a given number of gamma rays isotropically and calculated the absolute

detection efficiency at various representative positions on the imaging space. Then by

interpolating spline function two-dimensionally the sensitivity data over whole the imaging

region was developed. The sensitivity map differs by the energy of incident gamma ray,

so that we conducted the same estimation by each energy of interest of gamma ray.

4.9 Detector performance

4.9.1 Position response of the scintillator

Fig. 4.11 and Fig. 4.12 show the position response of the 2-D and 3-D position-sensitive

scintillator used in the scatterer and the absorber as measured for uniform irradiation of

662 keV gamma rays. Fig. 4.11 (top) and Fig. 4.12 (top) show the representative 2-D

profiles in both detectors consisting of the events whose energy is over 10 keV. Fig. 4.11

(bottom) and Fig. 4.12 (bottom) show the 1-D profiles in each direction. The results of
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Figure 4.11: The position response of the scintillators in the scatterer. (Top) The 2-D
segment map and (bottom) the 1-D profiles in X and Y directions.
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Figure 4.12: The position response of the scintillators in the absorber. (Top) The 2-D
segment map and (bottom) the 1-D profiles in X, Y , and Z directions.
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Figure 4.13: Experimental results of the number of hit events by each layer (left) before
energy cut and (right) after energy cut (equal to events used for image configuration).

peak-to-valley ratio evaluation became 25.4± 3.0 (X) and 22.7± 2.6 (Y ) in the scatterer,

and 9.6± 1.0 (X), 6.1± 0.6 (Y ), and 3.2± 0.1 (Z) in the absorber. From these results,

we can confirm that the crystal responses are clearly distinguished each other in both

two-dimension and depth direction.

Fig. 4.13 shows the distribution of the number of hit events by each layer. The

horizontal axis represents the layer positions in the depth direction, and the red and blue

bars denote the scatterer and the absorber layer, respectively. Fig. 4.13 (left) is the event

distribution with coincidence selection and before applying the energy cut. On the other

hand, Fig. 4.13 (right) is the distribution after applying the energy cut, which is equal to

the events used for image reconstruction. Because the coincidence probability is higher at

closer distance between the scatterer and the absorber, the hit events tend to concentrate

in the second layer of the scatterer and in the upper layer of the absorber as shown in

Fig. 4.13 (left). Furthermore, we can see that the event ratio in the second layer of the

scatterer and the first layer of the absorber decreases after adapting the energy cut. This

arises from rejection of the back-scattering event and restriction of the scattering angle by

the energy cut for the scatterer. The interaction position of back-scattering events largely

concentrate in these two layers, so that the effect of elimination of the back-scattering

events appears as decrease in these layers. In addition, the energy cut for the scatterer

also rejects a part of forward-scattering events which have more than certain scattering

angle according to the relationship shown in Fig. 3.5. This effect also arises dominantly

in closer distance between the scatter and the absorber.
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Figure 4.14: 1-D energy spectra irradiated from 137Cs point source at the center of FOV.
The blue and red lines represent the responses of the scatterer and the absorber, respec-
tively.

4.9.2 Energy response

Next, we evaluated the energy response of both the scatterer and the absorber. Fig. 4.14

shows the 1-D energy spectra of the scatterer and the absorber. These were irradiated by

a 137Cs point source at the center of FOV, and spectra were accumulated before taking

timing coincidence. Although 32 keV energy peak is clearly seen in the scatterer’s spec-

trum, it is not confirmed in that of the absorber. This is because that the 32 keV gamma

rays are fully absorbed in the scatterer and do not reach the absorber.

Table 4.5 shows the energy resolution of each layer for 662 keV gamma ray in both the

scatterer and the absorber. The averaged energy resolutions are 7.8% (FWHM) and 7.4%

(FWHM) in the scatterer and the absorber, respectively.

4.9.3 Signal to noise ratio

Although the event selection described in section 4.6 is applied for eliminating the events

except for ”true” Compton scattering event, we can not perfectly discriminate the noise

contamination due to multiple-scattering event, escape event, and a part of back-scattering

event as described in section 3.3 by the selection. Therefore, here we evaluated the signal

to noise ratio and impact of these events after the event selection by using the simulator.

First, we evaluated the effect of the back-scattering event. Although the energy cut for
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Table 4.5: Energy resolution of the DOI Compton camera for 662 keV gamma rays.
E resolution [%] E resolution [%]

The scatterer layer 1 7.8±0.5 The absorber layer 1 6.9±1.0
layer 2 7.7±0.6 layer 2 7.3±1.1

layer 3 7.8±1.2
layer 4 7.4±1.3
layer 5 7.4±1.1
layer 6 7.6±1.2
layer 7 7.5±1.5
layer 8 7.9±1.6
layer 9 7.2±1.7
layer10 6.9±2.0

Table 4.6: Influence of back-scattering events in the image reconstruction.

pure forward-scattering before energy cut after energy cut

forward-scatter 13761 13712 8178
back-scatter 0 5203 937
S/(S+N) [%] 100 72.5 89.7
resolution (FWHM) [◦] 8.0 9.0 8.3

the energy deposit in the scatterer intends to reject the back-scattering events, the events

used for image reconstruction still includes a slight back-scattering events. We compared

the influence of the back-scattering events before and after adapting the energy cut when

measuring 662 keV gamma ray from a 137Cs point source at the center of FOV. Table 4.6

shows the results in terms of the number of forward-scattering and back-scattering events,

its ratio, and the angular resolution which is estimated by using each events. Without

energy cut (i.e. only time coincidence selection), we can see that the ratio of the back-

scattering events to all events can be as high as 20% and the signal to noise ratio is

72.5%. On the other hand, by adapting the energy cut, although the total number of

events slightly decreases, the signal to noise ratio is improved to near 90% in the case

of center of the FOV. Fig. 4.15 shows the ARM distribution under each condition. The

angular resolutions in the case of only forward-scattering events, before the energy cut,

and after the energy cut are 8.0◦, 9.0◦, and 8.3◦, respectively. The back-scattering events

indeed cause the degradation of angular resolution, so that as this figure shows after the

energy cut the angular resolution improves to the value which is expected for using the

forward-scattering events only.

The other important noise factor is multiple-scattering events. In contrast to the back-

scattering events, the multiple-scattering events can not be discriminated by experimental
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Figure 4.15: (Left) ARM distribution of pure forward-scattering events. The angular
resolution obtained by FWHM of the ARM is 8.0◦, (center) ARM distribution before
adapting energy cut. The angular resolution obtained by FWHM of the ARM is 9.0◦, and
(right) after adapting energy cut. The angular resolution is 8.3◦.

Table 4.7: The number of hit pixel for 662 keV gamma rays.
The number of hit pixel scatterer [%] absorber [%]

1 88.1 32.4
2 10.3 38.1
3 1.40 20.5
4 0.157 6.87
5 0.0108 1.72

selection such as energy cut because the position information of multiple interaction in

the same scintillator block is lost at the step of readout. Fig. 4.16 and table 4.7 show

the number of scintillator pixel which has energy deposit when 662 keV gamma rays are

irradiated. The event referred to a single hit both in the scatterer and the absorber

denotes the ideal Compton scattering event, and other events are the multiple-scattering

events. Especially in the absorber, the ratio of the multiple-scattering is higher than that

of the single hit. These events also deteriorate the angular resolution. Fig. 4.17 shows

the comparison between the ARM distribution of pure scattering events and that includes

multiple-scattering events when imaging a 137Cs point source located the center of the

FOV. By the influence of multiple-scattering events, the angular resolution becomes worse

by nearly 1◦. For the evaluation of the DOI Compton camera, this multiple-scattering

effect is included both in the experimental and simulation performances.

4.9.4 Counting rate performance

In terms of the evaluation of the basic detector performance, tolerance to high counting

rate is also important. It defines the upper limit of the source intensity which can be

measured. We tested its performance by using 137Cs point sources. We used 3MBq 137Cs
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Figure 4.16: Hit pattern of multiple-scattering event (left) in the scatterer and (right) in
the absorber.

Figure 4.17: (Left) ARM distribution without multiple-scattering events. The angular
resolution obtained by FWHM of the ARM is 7.4◦, and (right) ARM distribution with
multiple-scattering events. The angular resolution obtained by FWHM of the ARM is
8.3◦.
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source and measured the counting rate when changing the distance between the detector

and the source. Fig. 4.18 shows the results of the counting rate: (top) is for the event before

taking the timing coincidence, and (bottom) is for that after adapting timing coincidence

and before energy selection to various timing coincidence windows. The horizontal axis

denotes the distance between the camera and the source, and the vertical axis denotes

the count rate measured with the DOI Compton camera. Without taking coincidence, the

ratio increases linearly as the source distance becomes small over all coincidence windows.

On the other hand, the ratio after taking timing coincidence is not linear in the range

under the distance of around 7mm. These results indicate the maximum counting rate

is limited by a process of coincidence selection, and its maximum rate is around 150 Hz.

They are mainly caused by the fact that the coincidence search on the software algorithm

can not handle too many events at the same time because of a finite processing speed.

Hence it depends on the performance of used PC such as CPU and memory.

In addition, as decreasing the coincidence time window we can see that the counting

ratio also becomes smaller than that in 200 ns in the linear region. It means that a part

of real coincidence events are lost under the timing window of less than 200 ns.

4.9.5 Angular resolution for various directions

Fig. 4.19 shows the comparison of the ARM distributions of the DOI and the non-DOI

Compton cameras for a 137Cs point source at the center of FOV, which are taken with

the same acquisition time. From this result, we can confirm that the angular resolution of

the DOI Compton camera is clearly improved compared to that of the non-DOI camera

because of the effect of the DOI identification. The experimental evaluated angular res-

olution of the DOI camera was 8.8◦ (FWHM) at the center of FOV, whereas that of the

non-DOI camera was around 14◦ (FWHM).

In addition, for the evaluation of the angular resolution in except the center of the

FOV, we also measured the ARM distribution. The measured configuration was (1) (θ,

φ)=(+45◦, 0◦), (2) (θ, φ)=(0◦, 0◦) (center of the FOV), and (3) (θ, φ)=(−45◦, 0◦). The

intensity of the 137Cs point source was 10 MBq and the distance to the source was 140 cm,

where the corresponding radiation dose was around 0.5μSv/h. The data acquisition time

here was 1 min for each datum point. In the results, the angular resolutions at each point

were (1) 7.9◦ (FWHM), (2) 8.8◦ (FWHM), and (3) 8.7◦ (FWHM), respectively. These

results suggest that even in the positions except the center of FOV we can obtain the

angular resolution of around 8◦ (FWHM). The imaging results of this experiment are

described in section 4.10.
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Figure 4.18: Counting rate performance of the DOI Compton camera (top) before taking
timing coincidence and (bottom) after adapting timing coincidence and before the energy
selection.
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Figure 4.19: ARM distributions of the DOI and non-DOI Compton cameras at θ = 0◦.
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Figure 4.20: The simulated and experimental intrinsic efficiency of the DOI Compton
camera as a function of source direction. The experimental efficiency was 0.43± 0.02 % at
θ = 0◦.

4.9.6 Detection efficiency

Fig. 4.20 shows the evaluation results of intrinsic efficiency of the DOI Compton cam-

era obtained by Geant4 simulation and a comparison to the representative experimental

values of the experiment in section 4.9.5, as a function of source direction θ (at φ=0◦).

The experimental intrinsic efficiency is 0.43± 0.02% at the center of FOV (θ=0◦), and

0.23± 0.02% at θ=±45◦. The three experimental plots correspond the each value under

the measurements which is described in section 4.9.5. These results are very consistent

with the simulation.

The results of the detection efficiency is higher than other gamma cameras. Indeed, the

detection efficiency of the DOI Compton camera is 0.71 cps/MBq at 1 m for 662 keV gamma

rays, whereas that of the ASTROCAM is 0.16 cps/MBq, for example. This performance

of high sensitivity provides a big advantage for the speedy measurements in the actual

field in Fukushima.

4.10 Imaging performance

Before the field tests, we evaluated the imaging performance of the DOI Compton camera

for various point sources. Fig. 4.21 shows the MLEM imaging results after 10 iterations in
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Table 4.8: Energy cut regions for multi-source imaging.
Target energy [keV] E1+E2 cut region [keV] E1 cut region [keV]

511 461 ≤ E1+E2 ≤ 561 10 ≤ E1 ≤ 150
662 612 ≤ E1+E2 ≤ 712 10 ≤ E1 ≤ 165
834 784 ≤ E1+E2 ≤ 884 10 ≤ E1 ≤ 170

the experiment of a 137Cs point source measurement described in section 4.9.5. From the

results, we confirmed that the reconstructed images correctly identify each source position.

Note that even in the short acquisition time of 1 min the DOI Compton camera can provide

informative images. Although the necessary event statistics obviously depends on such as

the distribution of the object, this result indicates preferable feature for the environmental

measurement.

Next, we compared the images of the non-DOI and the DOI Compton camera in order

to estimate the difference of the angular resolution not only by the FWHM of the ARM

distribution as described in section 4.9.5 but also by the images. Fig. 4.22 shows the

MLEM reconstructed images of two 137Cs point sources with the image of optical fish-eye

camera. The sources were separated by 10◦ each other, and the number of MLEM iteration

was 10. Fig. 4.22 (top) and (bottom) are the images taken by the non-DOI camera and

the DOI camera, respectively. As these figure shows, although in the image by the non-

DOI camera the two sources are not separated, in the image by the DOI camera they are

clearly resolved each other. These demonstration indicate that the DOI Compton camera

actually can resolve two sources 10◦ apart, as estimated in section 4.9.5.

Then we conducted multi-energy source imaging in order to evaluate the imaging

performance for various energy gamma rays. As shown in Fig. 4.23, we arranged three

different point sources of 22Na (511 keV), 137Cs (662 keV), and 54Mn (834 keV) at the

same time. The distance to each source was all 50 cm and the measurement time here was

30 min. Fig. 4.24 shows the results of 1-D (left) and 2-D (right) energy spectrum. The

three peaks of 511 keV, 662 keV, and 834 keV clearly resolved in the both results, hence

by applying energy regions suitable for each energy peak we visualized each source. The

energy cut conditions for each source are listed in table 4.8. Fig. 4.25 shows the SBP

and MLEM after 10 iterations imaging results. We have confirmed that even for multiple

energy sources the position of each source was correctly identified. On the other hand, on

the images of 511 keV gamma ray there is significant artifact around the center of FOV.

This is caused by the escape event which is mainly incoming from the 137Cs source and

accidentally meets the energy cut condition for 511 keV. The technique to remove the

escape events is required and we will revisit this problem in section 6.5.5.
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Figure 4.21: The MLEM imaging results taken by the DOI Compton camera under the
following source configurations: (left) (θ, φ)=(-45◦, 0◦), (center) (θ, φ)=(0◦, 0◦), and
(right) (θ, φ)=(+45◦, 0◦).

4.11 Field tests in Fukushima

Based on these basic performance verifications, the DOI Compton camera has been tested

several times in Namie, Fukushima. Fig. 4.26 (top) shows example images of field tests in

July 2014 [90]. From Fig. 4.26 (top, left), we can confirm that the dose of the ground in

the forest was uniformly high. In addition, Fig. 4.26 (top, right) indicates that the hotspot

spreads along the path and that because of the concentration of deciduous leaf the dose

level of the bush adjacent to the path becomes higher than that of other region. In this

situation, the air dose rate at the camera position was ∼4 μSv/h, and the dose rate in the

brightest hotspot corresponded to ∼10 μSv/h. Both images of Fig. 4.26 (top) were taken

with an acquisition time of 3 min. The tendency implicated from the imaging results well

matches the real dose distribution which was measured by a dosimeter afterwards.

Fig. 4.26 (bottom) shows the energy spectrum measured by the DOI Compton camera

during the imaging shown in Fig. 4.26 (top, right). Three photoelectric peaks clearly

appear at 662 keV (137Cs), 605 keV, and 796 keV (134Cs). When imaging Fig. 4.26 (top),

we selected only the events corresponding to 137Cs by setting the energy region. By

changing the used energy range, we can also obtain the distribution image of 134Cs.

From these field tests, we have confirmed that by using the DOI Compton camera

radiation hotspot images can be acquired in short time, even with strong background

contamination of around 5μSv/h.

4.12 Discussion

Through the results of basic performance evaluation, we demonstrated that the DOI

Compton camera has practical angular resolution of 8◦ (FWHM) and high intrinsic ef-
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Figure 4.22: The MLEM imaging results of two 137Cs point sources which are separated by
an angle of 10◦ measured by the non-DOI Compton camera (top) and the DOI Compton
camera (bottom).
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Figure 4.23: Source configuration of multiple sources measurement. 22Na was located at
(-45◦, 0◦), 137Cs at (0◦, 0◦), and 54Mn at (+45◦, 0◦).
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Figure 4.24: (Left) 1-D and (right) 2-D energy spectra after coincidence selection.

69



Figure 4.25: Results of multi sources imaging of (a) 511 keV (SBP), (b) 511 keV (MLEM),
(c) 662 keV (SBP), (d) 662 keV (MLEM), (e) 834 keV (SBP), and (f) 834 keV (MLEM).
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Figure 4.26: (Top) Examples of gamma-ray images measured in field test in Namie,
Fukushima based on the DOI Compton camera in July 2014. (Bottom) The energy
spectrum taken in the field test. The highlighted region denotes the energy utilized for
reconstructing the images.
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ficiency of over 0.4% for 662 keV gamma ray. Furthermore, in the field tests conducted in

the forest at Namie, we confirmed that the camera can detect hotspot of 3−15 μSv/h in

wide FOV typically with acquisition time of under 10 min. Compared to other imaging

detectors aiming at environmental measurement, sensitivity is excellent although angular

resolution is still modest. This high sensitivity feature makes it possible to provide almost

real-time gamma-ray images in parallel with data acquisition. Note that, in terms of ac-

tual field investigation for hotspot identification, the responsive measurements are very

advantageous. Furthermore, thanks to its light weight, our Compton camera can be easily

mounted on a commercially available drone so that gamma-ray image over wide area can

be taken from the air. This is especially important to survey on the forest and mountain

in which ground-based survey is difficult.

On the other hand, there are still some challenging aspects for the Compton cam-

era. In the case of insufficient statistics of the data, Compton camera has possibilities

of providing false images. The appropriate amount of statistics largely depends on the

source distribution, for example, it needs more large amount of measured data to obtain

intricate distribution of the source. Hence it is challenging to estimate most appropriate

measurement time for unknown measurement object, and the image reconstruction study

in the case of low statistics should be conducted evermore.

Nevertheless, the DOI Compton camera provides beneficial information for wide area

survey in short time. The achievement in this study is not restricted in the environmental

measurement in Fukushima and is expected to be also applied in other field such as

counterterrorism and national defense.

4.13 Chapter summary

In this chapter, we developed the DOI Compton camera for environmental measurement

in Fukushima so as to promote efficient decontamination operation. In this development,

we optimize the detector design by putting the highest priority on the portability and

efficiencies for the prompt measurement in the field of Fukushima. The main results in

this chapter are summarized as bellow:

• The DOI Compton camera achieved high detection efficiency of 0.71 cps/MBq at 1 m

for 662 keV gamma rays thanks to adequate thick of Ce:GAGG scintillator.

• By utilizing the DOI identification method, the angular resolution was significantly

improved. The typical angular resolution for 662 keV gamma ray is 8◦ (FWHM) at

the center of FOV.

• The Compton camera features compact size (14 cm× 15 cm× 16 cm) and light in

weight (2.5 kg).
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• These features enable quick and flexible measurement in the real field, where radi-

ation dose is mostly as low as ∼10 μSv/h level. Through the field tests in Namie,

Fukushima, we confirmed that radiation hotspot can be identified within a few min-

utes even with background contamination.

In the following chapters, we try to develop the medical Compton camera for molecu-

lar imaging based on the technical know-how of developing this environmental Compton

camera. In the medical use, not only high sensitivity but more precise measurement per-

formance and better spatial resolution are required as compared to the environmental

measurement use. Hence toward these improvement, in the chapter 5 we first extend the

image reconstruction method to 3-D imaging, and then in the chapter 6 we report the spe-

cific development of the medical Compton camera and its imaging performances, which

aims to achieve both high spatial resolution and high detection efficiency even with the

compact detector.
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Chapter 5

Three-dimensional image

reconstruction

Although Compton imaging is usually conducted 2-dimensionally as described in section

4.8.1, various attempts to extend the reconstruction algorithm to 3-D imaging have also

been reported [91, 50, 92, 93, 94]. For the use of medical imaging as described in chapter

6, we aim to obtain multi-color 3-D images covering wide energy range to maximize the

advantage of a Compton camera. Hence, in this chapter, we describe how to reconstruct

the 3-D imaging algorithm suited for small animal imaging, and demonstrate its imaging

performances based on both simulation and experiments.

5.1 Extending MLEM algorithm to 3-D imaging

First, we extended the 2-D MLEM reconstruction algorithm in section 4.8.1 to the 3-D

imaging space. In the 3-D MLEM reconstruction, the effect of the distance between the

detector and each voxel in the imaging space becomes significant. Hence, we added this

effect of distance to the system matrix tij when conducting the 3-D imaging. Fig. 5.1

shows schematic parameters used in the 3-D reconstruction. V1, V2, and θ denote the

scattering position, the absorbing position, and the scattering angle, respectively. The

system matrix tij is calculated voxel by voxel (Vj) over image region by considering the

effect of solid angle of the target voxel, which is associated with the distance-to-voxel

position, as follows;

tij = 2π(1 − |−−→V1S|√
|−−→V1S|2 + a2

) × exp
[
−1

2

( |Θj | − |θk|
σ

)2
]
× 1

sin θk

, (5.1)

where a denotes the half size of the imaging voxel, Θj denotes the angle between the

direction of the concerned image voxel j and the Compton cone axis, θk denotes the
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Figure 5.1: Diagram of the 3-D MLEM reconstruction.

scattering angle obtained by the energy information, and σ denotes the spatial resolution

of the detector given by σ = |−−→V1S| tan(Δθ), in which Δθ represents the intrinsic angular

resolution. The first term of equation 5.2 represents the effect of solid angle of the image

voxel seen from the camera, the second term represents a Gaussian distribution of the

cone surface considering the angular resolution of the detector, and the final term is a

weighting factor of each event.

Along with the extension of imaging space from 2-D to 3-D, the sensitivity map sj

also must be calculated 3-dimensionally. The sj which represents the probability in the

defined imaging region was determined based on the Geant4 as is the case of section 4.8.2.

In this study, we assumed the imaging space of 80 mm× 80 mm × 80 mm from the detector

surface. This size allows for small animal imaging measurement such as a mouse, from

the vertical angle to its body axis. Fig. 5.2 shows schematic geometry definition of the

sensitivity map. Under this configuration, Fig. 5.3 shows examples of 2-D profile slices

of the 3-D sensitivity map which was obtained by the DOI Compton camera for 662 keV

gamma ray: the image in the Z-X direction at Y= 0 mm (left) and that in the X-Y

direction at Z = 0mm (right), as shown in Fig. 5.2. In Fig. 5.3 (left), the probability

around X= 0 mm is slightly low due to the gap of the scintillator array (see Fig. 4.5 for
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Figure 5.2: Schematic geometry of sensitivity map.

the configuration of the scintillator array).

5.2 Data acquisition method

While the above reconstruction by a Compton camera can provide a useful 3-D gamma-ray

distribution, the spatial resolution in the vertical direction to the camera (Z direction in

Fig. 5.2) tends to deteriorate due to the lack of diagonal intersecting data [95]. In order

to compensate for the absence of this intersecting data, we propose a multi-angle data

acquisition method. Fig. 5.4 shows an example of conventional imaging situation for a

Compton camera, which we denote single-angle data acquisition method. On the other

hand, Fig. 5.5 shows an example of configuration of the multi-angle method. In the multi-

angle method, data is collected from multiple angles and then the image reconstruction is

conducted by combining all these data together based on the following algorithm:

For data sets Ωl, l = 0, 1, ..., L − 1

λn
j =

λn−1
j

sl
j

N∑
i=1

tijvi∑
k tikλ

n−1
k

, (5.2)

where L denotes the number of data acquisition angle. Hereafter in this section, we set

the four data acquisition azimuthal angles of 0, 90, 180, and 270◦ (L = 4), considering

symmetry to the imaging region. Single-angle data acquisition is equivalent to a measure-

ment from 0◦. In the multi-angle data acquisition, we rotate one Compton camera around

the imaging region in stead of fabricating multiple Compton camera system.
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Figure 5.3: Resultant 3-D probability map of the DOI Compton camera for 662 keV gamma
ray obtained by Geant4 simulation. 2-D slice in the Z-X direction at Y= 0mm (left) and
in the X-Y direction at Z = 0mm (right).

Figure 5.4: Configuration of the single-angle data acquisition measurement.
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Figure 5.5: Configuration of the multi-angle data acquisition measurement.

5.3 Imaging performance

5.3.1 Simulation

Imaging response for a point source at the center of FOV

In order to confirm the accuracy of our 3-D MLEM reconstruction method, we first con-

ducted performance tests in the case of the DOI Compton camera using Geant4 simulation.

For the single-angle configuration, we initially imaged a point source at the center

of FOV. In the simulation the assumed source isotropically emits 662 keV gamma rays.

The distance between the source and the first layer of the scatterer was 40 mm. Fig. 5.6

shows the MLEM imaging results after 15 iterations and Fig. 5.7 shows its 1-D profiles

through the center of the source in each directions. Obviously, the source position on

the reconstructed image correctly reflects the true position in all X, Y, and Z directions.

The spatial resolutions calculated from the FWHM of each 1-D profile are 5.94± 0.06 mm,

5.69± 0.06 mm, and 11.1± 0.08 mm, in the X, Y, and Z directions, respectively. Note

that, the spatial resolution in the Z direction is worse than that in other directions due to

lack of diagonal intersecting data as described above. In fact, the angle of cone axis and

its surface are restricted by the geometric configuration of the scatterer and the absorber,

so that there exists few Compton cone which decreases the image uncertainty in the Z

direction. As increasing the distance to the source, this effect becomes significant.
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Figure 5.6: 3-D MLEM imaging result of the simulated single-angle data acquisition after
15 iterations. 2-D slice in the Z-X direction at Y=0mm (left) and in the X-Y direction
at Z=0mm (right).

Figure 5.7: 1-D profiles corresponding to Fig. 5.6 in the X (left), Y (center), and Z
(right) directions. The spatial resolutions in each direction measured from the FWHM of
these profile are 5.94± 0.06 mm, 5.69± 0.06 mm, and 11.1± 0.08 mm, respectively.
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Figure 5.8: 3-D MLEM imaging result of the simulated multi-angle data acquisition after
15 iterations. 2-D slice in the Z-X direction at Y=0mm (left) and in the X-Y direction
at Z=0mm (right).

Figure 5.9: 1-D profiles corresponding to Fig. 5.8 in the X (left), Y (center), and Z
(right) directions. The spatial resolutions in each direction measured from the FWHM of
each profile are 6.27± 0.07 mm, 6.02± 0.05 mm, and 6.64± 0.07 mm, respectively.

Furthermore, in order to compare the multi-angle data acquisition with the single-

angle method, next we conducted the multi-angle data acquisition imaging under the

same condition as the single-angle method. The distance between the camera and a point

source was also set to 40 mm. Fig. 5.8 and 5.9 show the imaging results of the multi-angle

method. The results of spatial resolution in the X, Y, and Z directions are 6.27± 0.07 mm,

6.02± 0.05 mm, and 6.64± 0.07 mm, respectively. Compared to the single-angle situation,

the resolution in the Z direction is largely improved and almost isotropic 3-D spatial

resolution has been achieved at the center of the imaging region.
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Table 5.1: Source positions for the image response measurements
source position (X, Y , Z) [mm]

Pattern 1 source 1 (0, 0, 0)
source 2 (15, 0, 0)
source 3 (30, 0, 0)

Pattern 2 source 1 (0, 0, 0)
source 2 (15, -15, 0)
source 3 (30, -30, 0)

Pattern 3 source 1 (0, 0, 0)
source 2 (0, 15, 0)
source 3 (0, 30, 0)

Evaluation of the positional dependence of image response

We have confirmed that the 3-D MLEM reconstruction method proposed in this study is

viable at the center of the defined imaging space. Thus in the next, we evaluate the image

response at various positions in the imaging space based on the multi-angle method. On

Geant4 simulation, we also assumed three point sources of 662 keV gamma ray. In order to

study the positional dependence of the image response, we conducted image reconstruction

tests of three patterns under different source arrangement. Table 5.1 lists the source

configurations of each pattern. We assumed that the intensities of three sources were

equivalent each other. Similar to the previous evaluation, the data acquisition azimuthal

angles were taken as 0, 90, 180, and 270◦.

Fig. 5.10, 5.11, and 5.12 show the results of the 3-D MLEM image after 15 iterations

on pattern 1, 2, and 3, respectively. The left figures show the 3-D images, in which

the voxels in which the voxels over one-fourth of the maximum value are described, and

the right figures show the 1-D profiles in the X or Y direction through the center of the

sources. Note that all the reconstructed images correctly reflected the true source positions

in all patterns. These results suggest that 3-D MLEM reconstruction method in this study

successfully operate over the imaging region, not limited to the center of FOV. Table 5.2

lists the results of spatial resolution. In the pattern 1 and pattern 2, the resolution of

the reconstructed image gradually improves as increasing the distance from the center of

(X, Y, Z)=(0mm, 0mm, 0 mm). This is mainly because in principle the spatial resolution

of a Compton camera is increasing with the distance from the detector [95]. Thus, the

resolution at the center of FOV tends to be worse than remaining positions where distance

from the Compton camera becomes smaller, at least in one observing angle of 0, 90, 180,

and 270◦.
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Table 5.2: Spatial resolutions of as measured for pattens 1−3
source resolution [mm]

Pattern 1 source 1 6.14±0.06
source 2 5.91±0.06
source 3 5.15±0.04

Pattern 2 source 1 6.36±0.10
source 2 5.56±0.04
source 3 4.69±0.03

Pattern 3 source 1 6.24±0.07
source 2 6.02±0.05
source 3 5.77±0.06
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Figure 5.10: (Left) 3-D MLEM imaging result in the pattern 1. (Right) 1-D profiles
through the centers of the source in the X direction. The spatial resolutions of each
source are 6.14± 0.06 mm (X = 0mm), 5.91± 0.06 mm (X = 15 mm), and 5.15± 0.04 mm
(X= 30 mm).
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Figure 5.11: (Left) 3-D MLEM imaging result in the pattern 2. (Right) 1-D profiles
through the centers of the source in the X direction. The spatial resolutions of each
source are 6.36± 0.10 mm (X = 0mm), 5.56± 0.04 mm (X = 15 mm), and 4.69± 0.03 mm
(X= 30 mm).
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Figure 5.12: (Left) 3-D MLEM imaging result in the pattern 3. (Right) 1-D profiles
through the centers of the source in the Y direction. The spatial resolutions of each
source are 6.24± 0.07 mm (Y = 0mm), 6.02± 0.05 mm (Y = 15 mm), and 5.77± 0.06 mm
(Y= 30 mm).
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Figure 5.13: 3-D MLEM imaging result of the experimental single-angle measurement after
15 iterations. 2-D slice in the Z-X direction at Y=0mm (left) and in the X-Y direction
at Z=0mm (right).

Figure 5.14: 1-D profiles corresponding to Fig. 5.13 in the X (left), Y (center), and Z
(right) directions. The spatial resolutions in each direction measured from the FWHM of
each profile are 6.24± 0.07 mm, 6.47± 0.08 mm, and 10.0± 0.10 mm, respectively.

5.3.2 Experiment

Imaging response for a point source at the center of FOV

To compare with the simulation as described above, we experimentally demonstrate imag-

ing of 137Cs point source using the DOI Compton camera. Firstly, we conducted an

imaging test based on single-angle method under the same configuration as the simula-

tion. We used a 1 MBq 137Cs point source and set it in the center of the FOV at a

distance of 40 mm from the detector. The measurement time was 120 sec. Fig. 5.13 shows

the MLEM imaging results after 15 iterations, and Fig. 5.14 shows its 1-D profiles through

the center of the three directions. Note that the reconstructed source positions are also

consistent with the true positions. The experimental spatial resolutions obtained by the

FWHM of 1-D profile in the X, Y, and Z directions are 6.24± 0.07 mm, 6.47± 0.08 mm,
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Figure 5.15: 3-D MLEM imaging result of the experimental multi-angle measurement after
15 iterations. 2-D slice in the Z-X direction at Y=0mm (left) and in the X-Y direction
at Z=0mm (right).

Figure 5.16: 1-D profiles corresponding to Fig. 5.15 in the X (left), Y (center), and Z
(right) directions. The spatial resolutions in each direction measured from the FWHM of
each profile are 6.81± 0.13 mm, 6.52± 0.07 mm, and 6.71± 0.11 mm, respectively.

and 10.0± 0.10 mm, respectively.

Similarly, we tried multi-angle data acquisition based on a point source. The data

acquisition azimuthal angles were also taken as 0, 90, 180, and 270◦. A 137Cs point

source was located at the distance of 40 mm from the detector and the measurement time

in each data acquisition angle was 30 sec (total 120 sec). Fig. 5.15 shows the MLEM

imaging results after 15 iterations, and Fig. 5.16 shows its line profiles through the center

of the three directions. The results of spatial resolution measured from the FWHM of

each 1-D profile in the X, Y, and Z directions are 6.81± 0.13 mm, 6.52± 0.07 mm, and

6.71± 0.11 mm, respectively. From these results, we confirmed that the multi-angle data

acquisition measurement actually improves the spatial resolution in the Z direction as

expected from simulation.

In summary, we have established a 3-D imaging reconstruction method based on mea-
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surements from four azimuthal angles. However in the medical imaging, more sophisticated

analysis and optimization will be required since a subject of imaging is not a point source

but spatially extended. Moreover, quantitativity of reconstructed image is a key factor

for medical imaging. Hence, we further optimize the 3-D imaging reconstruction based on

the multi-angle method in section 6.4.
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Chapter 6

Compton camera for medical

imaging

6.1 Introduction

Considering all advantages as described in previous chapters, Compton cameras can be an

innovative detector for not only environmental measurement but in the medical imaging.

In the nuclear medicine, the use of Compton camera makes it possible to obtain various

biological information which had never been obtained with SPECT and PET. For example,

diagnosis such as observing graft survival and discriminating cancer and inflammation is

possible by utilizing the information. Furthermore, extending the type of available RI

tracer has potential to reduce the cost of producing the tracer, which is conventionally

made by a cyclotron facility in each medical center. Hence, Compton camera is a promising

detector to open a new era in the medical imaging.

As described section 2.2.3, although various Compton cameras have been studied for

the molecular imaging application, these have not been achieved to practical use. The dif-

ficulties of existing Compton cameras are that (1) the required measurement time becomes

too large because of low detection efficiency, and (2) the image reconstruction method is

still at an early stage of development as compared with that of PET or SPECT due to

its complexity. In this study, we try to develop a Compton camera for nuclear medicine

imaging which resolves these problems based on various technical know-hows of the DOI

Compton camera for environmental measurement. One of the primary goals of developing

the medical Compton camera is to obtain a multi-color, that means multi-energy source

in wide energy range, 3-D image by using the Compton camera. In this chapter, we de-

scribe the development for the medical Compton camera and investigation of its imaging

performances.
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6.2 Development of medical Compton camera

6.2.1 Study for improving the angular resolution

Although the DOI Compton camera showed high sensitivity, its angular resolution of

around 8◦ (FWHM) is insufficient for medical use, as this angular resolution is equal to

the spatial resolution of around 14 mm (FWHM) at a distance of 10 cm from the detector.

The spatial resolutions of other conventional modalities such as SPECT and PET in

clinical use are around 5−10 mm (see Fig. 2.5), so that the resolution of Compton camera

is also needed to be improved for achieving as well or better performance. Therefore we

consider that improving the angular resolution should be one of the primary factor for

developing the medical Compton camera. Fig. 6.1 (top) shows the angular resolution of

the DOI Compton camera divided by source factors: the factor of position uncertainty,

energy uncertainty, and Doppler broadening effect. These resolution are calculated on

the Geant4 simulation in order to estimate each contribution. In the case of the DOI

Compton camera, the position uncertainty is the dominant factor at the energy of 662 keV.

Thus optimizing detector geometry should improve the image resolution most effectively,

for example, by reducing scintillator pixel size and changing the distance between the

scatterer and the absorber, it is expected to improve the resolution most efficiently. Fig.

6.2 shows a new geometry design for the medical Compton camera constructed on the

Geant4 simulation. Fig. 6.1 (bottom) shows the expected angular resolution in the case of

the assumed detector design for medical Compton camera. By reducing the pixel size of

the scatterer to 0.5 mm and by setting the distance between the scatterer and the absorber

to 50 mm, the angular resolution is expected to significantly improve by nearly twice.

6.2.2 Design of medical Compton camera

Based on the simulation results described above, actual detector design is fixed as shown

in Table 6.1. In the medical Compton camera, the whole 2-dimensional detector scale

is one-quarter of that of the DOI Compton camera thus improving flexibility of multi-

angle data acquisition. In order to improve the resolution the pixel size of the scatterer

is reduced to 0.5 mm× 0.5 mm× 3.0 mm. The scintillator pixels both in the scatterer and

the absorber were divided by 0.1−0.12 mm thick BaSO4 in X-Y directions

Fig. 6.3 shows the photograph of the medical Compton camera system. The camera

consists of a sensor head, which includes scintillator arrays and MPPC arrays, and signal

processing boards. Since a volume of the detector was reduced to one-quarter scale, the

total system weights only 580 g. One of the key changes is that we separate the sensor

head from signal processing unit. This makes the sensor head more compact, and flexible

measurements become possible. Another unique feature of the camera design is that the

performance such as the resolution, efficiency, and FOV can be changed, depending on
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Figure 6.1: Angular resolution of (top) the DOI Compton camera and (bottom) the simu-
lated medical Compton camera differentiated by each of the components.

89



Figure 6.2: Configuration of the medical Compton camera on Geant4 simulation.

Table 6.1: Scintillator configuration in the medical Compton camera.
Parameter Value

SCATTERER
Crystal dimensions 0.5 mm× 0.5 mm× 3.0 mm
Array 42× 42 arrays, 1 set
Layer 2 layer

ABSORBER
Crystal dimensions 2.0 mm× 2.0 mm× 2.0 mm
Array 11× 11× 10 arrays, 1 set
Layer 10 layer

DISTANCE 20−70 mm (variable)

various measurement situations, by adjusting the distance between the scatterer and the

absorber.

To readout scintillator light outputs, we use 8×8 large monolithic MPPC arrays which

is shown in Fig. 6.3 both in the scatterer and the absorber. Compared to the MPPC arrays

used in the DOI Compton camera, these arrays have less dead space between the channels.

The signals from 4-MPPC arrays (i.e. 4×4 ch) can be fed into a signal processing board.

The basic readout system and the stream of event selection are the same as those of the

DOI Compton camera.
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Figure 6.3: Detector configuration of the medical Compton camera.

6.3 Detector performance

6.3.1 Position response of the scintillator

First, the position map of the scatterer scintillator pixels of 0.5 mm was evaluated by

using 137Cs point source. Fig. 6.4 shows the position response of the scatterer in the first

layer. It can be confirmed that each pixel is distinguished in almost all region except for

peripheralis part. Thus we used 38×38 pixels after the removal of this degenerate region

for the scatterer. Fig. 6.4 (bottom) shows the 1-D profiles in X and Y directions. The

peak-to-valley ratios in these directions were 5.8±0.5 and 6.0±0.4, respectively.

On the other hand, Fig. 6.5 shows the position response of the 3-D scintillator array

used for the absorber as measured by 137Cs source. Fig. 6.5 (top) shows a representative

2-D slice of the 3-D array, and Fig. 6.5 (bottom) shows the profiles with pixels in the

center row in X, Y, and Z directions. The results of peak-to-valley ratio evaluation in each

direction were 6.6±0.4 (X), 5.3±0.1 (Y), and 10.6±1.7 (Z). These results indicate that the

absorber also has adequate capability of pixel identification.

6.3.2 Energy response

Fig. 6.6 (top) and (bottom) show the energy spectra and scatter plot of photons measured

in the scatterer and the absorber for 137Cs point source at 25◦C. The averaged energy

resolutions in the scatterer and the absorber were 7.5% and 6.4% (FWHM), respectively.

The energy resolution of the scatterer is slightly worse than that of the absorber because
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Figure 6.4: The position response of the scintillators in the scatterer for more than 10 keV
energy deposit. (Top) The 2-D segment map and (bottom) the 1-D profiles in X and Y
directions.
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Figure 6.5: The position response of the scintillators in the absorber for more than 10 keV
energy deposit. (Top) The 2-D segment map and (bottom) the 1-D profiles in X, Y , and
Z directions.
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Table 6.2: Energy cut conditions for the medical Compton camera.
Target energy [keV] E1+E2 cut region [keV] E1 cut region [keV]

364 328 ≤ E1+E2 ≤ 400 10 ≤ E1 ≤ 120, 190 ≤ E1 ≤ 120
511 461 ≤ E1+E2 ≤ 561 10 ≤ E1 ≤ 130, 200 ≤ E1 ≤ 250
662 612 ≤ E1+E2 ≤ 712 10 ≤ E1 ≤ 150, 220 ≤ E1 ≤ 400
834 784 ≤ E1+E2 ≤ 884 10 ≤ E1 ≤ 150, 220 ≤ E1 ≤ 550
1116 1047 ≤ E1+E2 ≤ 1185 10 ≤ E1 ≤ 165, 235 ≤ E1 ≤ 700

of light loss by reflection boundary which is more significant in the fine-pixel scintillator.

Furthermore, Fig. 6.7 shows the temperature dependence of the energy resolution in each

detector. The resolution in both the scatterer and the absorber becomes better with the

decreasing the temperature because the amount of luminescence of Ce:GAGG increase at

low temperature [96, 97].

In the medical Compton camera the distance between the scatterer and the absorber is

larger compared to the DOI camera, so that scattering angle of each Compton event is more

restricted geometrically. This inevitably resulted in the narrow FOV and the low detection

efficiency. In order to compensate this restriction and ensure the practicable FOV, we

apply a new energy cut range for the event selection in the medical Compton camera. As

shown in the 2-D scatter plot for 662 keV gamma rays in Fig. 6.6 (bottom), the back-

scattering events is concentrated at around E1∼200 keV under the detector configuration

of the medical Compton camera. In order to utilize as many effective events as possible

while at the same time to reject these back-scattering events, we set the double energy

range for E1. We determined the E1 energy range (Ea ≤E1 ≤Eb, Ec ≤E1 ≤Ed) as below.

The Ea is for cutting the circuit noise, so that we set to 10 keV as is the case with the DOI

Compton camera regardless of the energy of incident gamma rays. The Ed is determined as

adequately covering the range of scattering angle. The Eb and Ec are applied to reject the

back-scattering events. Obviously, there is a trade-off between the number of appropriate

event (Nright) and the signal-to-noise ratio (S/N). In fact, the wider energy range may

contain larger number of events while the signal-to-noise ratio is degraded. Therefore, we

optimized the Eb and Ec so that product of of Nright and S/N becomes maximum. In the

Geant4 simulation, we irradiated 662 keV gamma rays from the center of FOV. Fig. 6.8

shows the result of the product Nright × S/N in the energy range of 10 keV≤E1 ≤Eb as

a function of Eb. As the figure shows, this value takes maximum at Eb =150 keV. Hence,

in the same way the optimized double energy range E1 for 662 keV conclusively became

10 keV≤E1 ≤ 150 keV, 220 keV≤E1 ≤ 400 keV. Table 6.2 lists the energy cut ranges for

various energy gamma rays from 364 keV to 1116 keV, which are applied to multi-energy

imaging described in the following sections.
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Figure 6.6: Energy spectra of the medical Compton camera. (Top) the 1-D energy spec-
trum for 662 keV gamma rays. The blue and red lines indicate the response of the scatterer
and the absorber, respectively. (Bottom) the 2-D scatter plot for 662 keV gamma rays.
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Figure 6.7: Temperature dependence of energy resolution.
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Figure 6.8: Product of the number of appropriate event and the signal to noise ratio
Nright × S/N as a function of Eb.
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6.3.3 Evaluation of image resolution

Fig. 6.9 shows the ARM distribution of the medical Compton camera for 662 keV gamma

rays, compared to that of the DOI Compton camera. The distance between the scatterer

and the absorber is 50 mm in this experiment. From Fig. 6.9, it is clear that the resolu-

tion of the medical camera is significantly improved. The angular resolution of the medical

Compton camera for 662 keV gamma ray is 4.2◦ (FWHM) at the center of FOV. Although

in the DOI Compton camera for environmental measurement, the image resolution has

been evaluated based on the angular resolution, in the field of medical imaging the res-

olution is often represented by the spatial resolution, which depends on the distance to

the source. Hence, we also conducted the evaluation based on the spatial resolution in

this chapter. In general, the smaller the distance to the imaging object is, the better the

spatial resolution of a Compton camera becomes even under the same angular resolution.

Therefore it is preferred to measure the data as close as possible to the imaging object in

terms of the spatial resolution. Fig. 6.10 shows the MLEM imaging result of measure-

ment of a 137Cs point source at a distance of 40 mm from the camera, which assumes small

animal imaging. The iteration number of this image is 10. The spatial resolution, which

is measured by the FWHM of the profile in the X direction, became 3.1 mm (FWHM).

Although the spatial resolution is slightly worse because of the source distribution, this

result is almost consistent with the result of the angular resolution of 4.2◦.

Fig. 6.11 shows the experimental and simulation results of the angular resolution for

662 keV gamma rays as a function of the distance between the scatterer and the absorber.

In addition, Fig. 6.12 shows the energy dependence of the angular resolution as measured

with the distance between the scatterer and the absorber of 50 mm. In the experimental

measurements, we used 133Ba (for 364 keV), 22Na (for 511 keV), 137Cs (for 662 keV), 54Mn

(for 834 keV), and 60Co (for 1173 keV). The Geant4 simulation takes the energy resolution

based on the actual measurement value described in section 6.3.2. These simulation results

well agree with the experimental results.

6.3.4 Detection efficiency

Fig. 6.13 shows the measured detection efficiency of the medical Compton camera for

662 keV gamma rays as a function of the distance between the scatterer and the absorber,

as compared with simulation results. The detection efficiency is represented by the intrinsic

efficiency εint as described in section 3.2.2. On the other hand, Fig. 6.14 shows the energy

dependence of the intrinsic efficiency at the distance between the scatterer and the absorber

of 50 mm. The typical intrinsic efficiency for 662 keV is 0.06%. In the experiments, the

measurement condition such as the used isotopes, and the energy cut ranges were same as

the case of the angular resolution evaluation described in section 6.3.3.
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Figure 6.9: ARM distribution of the medical Compton camera (blue) compared with that
of the DOI Compton camera (red). The distance between the scatterer and the absorber
was 50 mm.

In Fig. 6.14, the measured efficiencies of 511 keV and 1173 keV become higher than

that of simulation results. This is because in Geant4 simulation, we irradiated only single

energy gamma rays of the concerned energy, however, in the experiments 22Na and 60Co

practically emit several energy gamma rays and escape events from the higher energy

gamma rays (1275 keV gamma rays for 22Na and 1333 keV gamma rays for 60Co) were

contaminated.

Compared with the DOI Compton camera, the intrinsic efficiency of the medical Comp-

ton camera is reduced to a sixth part. This is mainly due to longer distance between the

scatterer and the absorber. Furthermore, the reduction of the absolute efficiency of the

medical camera becomes definitely twentieth part of that of the DOI camera, together

with smaller detector size. In spite of these reduction, the medical Compton camera has

almost equivalent sensitivity to the Ge-detector based Compton camera (GREI-II) thanks

to high photo-detection efficiency of Ce:GAGG. In addition, although it is trade-off be-

tween the sensitivity and the resolution, by changing the detector distance the detection

efficiency can be further improved up to approximately 4 times.
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Figure 6.10: The evaluation of the spatial resolution at a distance of 40 mm using a 137Cs
point source. (Left) MLEM imaging result after 10 iteration, and (right) its profile in X
direction.
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Figure 6.11: Angular resolution of the medical Compton camera for 662 keV gamma rays.

Figure 6.12: Angular resolution of the medical Compton camera at the distance between
the scatterer and the absorber of 50 mm.
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Figure 6.13: Detection efficiency of the medical Compton camera for 662 keV gamma rays.

Figure 6.14: Detection efficiency of the medical Compton camera at the distance between
the scatterer and the absorber of 50 mm.
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6.4 Optimization of image reconstruction for the medical

Compton camera

In chapter 5, we proposed the multi-angle data acquisition method for the 3-D image

reconstruction. Here, we optimize the reconstruction method as suitable for the medical

Compton camera developed above and evaluated the basic imaging performance.

6.4.1 Dependence on the number of data acquisition angle

In the section 5.2, we applied 4-angles data acquisition for multi-angle measurement as the

first step. In this section, we evaluate the dependency of imaging quality on the number

of data acquisition angle in general. As described in chapter 5, the multi-angle method is

useful for reducing the uncertainty of the spatial resolution in the depth direction, thus

assuming symmetric property on the imaging region the number of angle is needed to be

more than three. In the simulation, we optimized the data acquisition configuration in the

case of the medical Compton camera in terms of the spatial resolution, reproducibility of

diffuse source, and comprehensive performance.

For this purpose, we firstly investigated the spatial resolution in the case of 4-angles

(90◦ pitch), 8-angles (45◦ pitch), and 12-angles (30◦ pitch) data acquisition configura-

tion. We image a 137Cs point source at two representative positions of position-1 (X, Y ,

Z)=(0mm, 0mm, 0mm), that is the center of the imaging region, and position-2 (20 mm,

0mm, -20 mm) under each data acquisition configuration. Not to be affected by event

statistics, we arrange the total amount of gamma-ray irradiation to be the same for each

configuration. Fig. 6.15 shows the imaging results. The top, middle, and bottom rows

represent the SBP, MLEM reconstruction results of position-1, and the MLEM results of

position-2, respectively. The left, center, and right columns represent 4-angles, 8-angles,

and 12-angles data acquisition, respectively. The number of iteration of these MLEM

images is all 20. We evaluated the spatial resolution by taking FWHM for these MLEM

images in the X, Y, and Z directions. The evaluation results are shown in Fig. 6.16,

where the horizontal axis indicates the number of data acquisition angle and the vertical

axis indicates the spatial resolution. In the result of position-1, there is little practical

difference between the spatial resolutions of each step number. However, in the result of

position-2, the spatial resolutions of more than 8-steps was improved compared with those

of 4-steps in all directions. In fact, as shown in Fig. 6.15, at the position-2 in 4-angles

data acquisition the image has visible uncertainty in oblique direction due to the lack of

intersecting data. Although it is obvious that as data acquisition angle increases the image

becomes better, at least in the case of assumed situation, there is no significant difference

in the configuration of over 8-angles. Furthermore, from Fig. 6.16 we can confirm that

the spatial resolution in the Y direction is better than those in the X and Z directions in
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Figure 6.15: Comparison the imaging results of 137Cs point source at the center of FOV
under various number of data acquisition angle. The top, middle, and bottom rows show
the SBP, MLEM results of position 1, and MLEM results of position 2, respectively. (Left)
4-angle, (center) 8-angle, and (right) 12-angle data acquisition.
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Figure 6.16: Spatial resolutions as a function of number of data acquisition angle

all step number. This is because the depth-direction uncertainty of a Compton camera

mainly influences the spatial resolution in the X and Z directions.

As well as the evaluation of the spatial resolution for a point source, we also investigated

the imaging performance for diffuse source. As an example of the simplest diffuse source,

we simulated the uniform circle plane source with a radius of 10 mm. For the evaluation

of imaging quality, we applied the normalized mean square error (NMSE) value, which

represents the consistency between the original image and the reconstructed image. The

NMSE value is expressed in the following formula:

NMSE =

∑
x,y(g(x, y) − f(x, y))2∑

x,y f(x, y)2
, (6.1)

where g(x, y) and f(x, y) denote the original image and the reconstructed image, respec-

tively. Fig. 6.17 shows the original image in this evaluation and the MLEM imaging

results after 10 iterations under the configuration of 4-angles, 8-angles, and 12-angles data

acquisition. In the result of 4-angles, the circle shape of the source can not be recon-

structed because of the lack of intersecting Compton cone data. In contrast, in the results

of 8-angles and 12-angles data acquisition, it appears that the circle shape is reconstructed

almost correctly. Indeed, Fig. 6.18 shows the results of NMSE value which are estimated

from these reconstructed images as a function of the step number. The low NMSE value

indicates good consistency between the original image and the object image, so that from

Fig. 6.18 we can confirm that the reproducibility improves as increasing the number of
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Figure 6.17: Imaging results of 137Cs diffuse source. (a) The original image (r =10 mm),
and the MLEM results in (b) 4-angles, (c) 8-angles, and (d) 12-angles data acquisition.

data acquisition. Hence, as well as the results of the spatial resolution evaluation the

optimal number of the data acquisition in real situation should be determined by consid-

ering the trade-off between the required image quality and the measurement costs. In this

study, we apply the 12-angles data acquisition for all 3-D image reconstruction.

6.4.2 Positional dependence of spatial resolution and intensity in 12-

angles data acquisition

Based on the above study, we then evaluate the imaging performances under 12-angles data

acquisition. First, Fig. 6.19 shows the relationship between the MLEM iteration number

and the spatial resolution for a 137Cs point source in the situation of position-1 described

in the previous subsection. The red and blue plots denote the resolutions in the X and Y

direction, respectively. Although the spatial resolutions become better as increasing the

iteration number, each resolution converges on a certain value. The optimized iteration
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Figure 6.18: NMSE value as a function of number of data acquisition angle.

number where the spatial resolution adequately converges depends on the factors of the

configuration of the imaging target and event statistics. For this example case, after 20

iterations, the spatial resolutions in the X and Y direction change only 23.6% and 18.3%,

respectively.

In addition, we also evaluate the positional dependence of the image at 12-angles

data acquisition. As shown in Fig. 6.20, we reconstruct the MLEM image of a 137Cs

point source under various positions both in the X and Y directions independently. The

iteration number here is 20. Fig. 6.21 (top) shows the 1-D profiles of 3-D imaging result,

and Fig. 6.21 (middle) and (bottom) show the results of the spatial resolution and the

relative intensity at each position, respectively. Note that the reconstructed positions

quantitatively agree well with the real positions. The averaged errors of reconstructed

position are 0.12 mm and 0.41 mm in the X and Y directions, respectively. As is the case

in section 5.3.1, the spatial resolution of the reconstructed image gradually improves as

increasing the distance from the center of FOV in the X direction. Comparing the center

and the edge of FOV in the Z-X plane, the spatial resolution improves by 1 mm at most.

Furthermore, the intensity has a tendency to decrease with increasing the distance from

the center both in the X and Y directions. Although it is preferable that the intensity has

no positional dependence over the whole image region, this results show that the intensity

may vary at the maximum of 25% in the defined 3-D image region of this study.
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Figure 6.19: Spatial resolution of a 137Cs point source at the center of FOV as a function
of the number of iteration.

Figure 6.20: Schematic geometry to evaluate positional dependence.
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Figure 6.21: Spatial resolution and relative intensity of a 137Cs point source as a function
of the position on the image region. (Top) the 1-D profiles of 3-D imaging result, (middle)
the spatial resolution in the X, Y, and Z directions, and (bottom) the relative intensity.
Left and right columns denote the response for the source in the X and Y positions,
respectively.
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6.4.3 Uniformity for multi-energy imaging

For a Compton camera, quantitative capability of the reconstructed image is one of the

key but challenging problem which has to be improved. Especially in medical imaging,

the quantitative performance is one of the most important factors, hence we aimed to

reconstruct the relative source intensity more precisely not only for single energy but

for various gamma-ray energies. Obviously, detector response depends on gamma-ray

energy, so that it is needed to compensate this difference of detector response especially

in conducting multi-energy simultaneous imaging.

For this purpose, we add in the reaction probability factor to the MLEM reconstruction

algorithm described in section 5.1. This factor takes account the difference of detector

response to different energy. When conducting 3-D multi-color imaging in medical use,

the system matrix tij is thus replaced as following equation:

tij = Tij × exp
{−σt(E1 + E2) · x

} · dσC

dΩ
· exp

{−σt(E2) · x
} · σp,C , (6.2)

where Tij denotes the system matrix described in equation (5.2), exp
{−σt(E1 + E2) ·

x
}

and exp
{−σt(E2) · x

}
denotes the transportation probability that photon does not

interact on the pass in the scintillator, dσC

dΩ
denotes the Compton scattering probability

of a photon which has the energy of E1+E2 in the scattering angle θ, and σp,C denotes

the interaction probability of a photon of energy E2 either by photoelectric absorption

or Compton scattering. Although the last term considers in general only photoelectric

absorption probability, we also add Compton scattering probability here because in our

Compton camera the impact of multiple-scattering event can not be ignored as described

in section 4.9.3. Furthermore, in the calculation of transportation probability, although

the length of the photon pass should be properly calculated by each event, in this study we

alternatively apply a constant value that is an averaged length of the photon pass for whole

used events in order to reduce the computation time. We calculate these probabilities event

by event as functions of measured interaction position, energy deposit, and scattering

angle. In following simulation and experimental studies, we use this algorithm.

6.5 Imaging performance

6.5.1 Double source imaging

Here, we experimentally evaluate the imaging capability of the medical Compton camera

with various gamma-ray sources. Firstly, we imaged double 137Cs point sources separated

by a distance of 9 mm in order to confirm the separation capability of the medical Compton

camera. In this measurement, we apply the single-angle data acquisition. The distance to
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Figure 6.22: 2-D MLEM imaging result of the double 137Cs sources measurement after 20
iterations.

the sources is 40 mm, and the measurement time is 300 sec. Fig. 6.22 shows the MLEM

imaging results after 20 iterations. Note that, the two sources are clearly distinguished

each other. Although the detection efficiency of the medical Compton camera was reduced

compared with that of the DOI camera, it succeeded in imaging the precise configuration

of double sources several millimeter apart in a few minutes.

6.5.2 Imaging of uniform line source

Next, we conducted an imaging of the uniform 1-D line source. In this experiment, we

mimic the uniform line source by moving 137Cs point sources at a constant speed. Fig.

6.23 shows the schematic geometry of the experiment. For the constant velocity motion of

the sources, we utilized a programmed 1-D precision migration stage. The length of source

motion is 8 cm, and the migration speed is 0.1 mm/sec, taking 1600 sec for a stroke. We

measured the source at two distances of 20 cm and 10 cm in single-angle data acquisition,

which correspond to viewing angles of the line source of ±11.3◦ and ±21.8◦, respectively.

The integration time is 16 hours, which is equal to 36 strokes.

Fig. 6.24 shows MLEM imaging results and its 1-D slices in the X direction by each

geometry: Fig. 6.24 (left) shows the result measured at a distance of 20 cm and Fig.

6.24 (right) shows at a distance of 10 cm, respectively. In this experiment, we evaluate

the uniformity and the spatial resolution for quantitative estimation. First, for the uni-

formity evaluation of the reconstructed images, we calculate the dispersion in the region
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Figure 6.23: Schematic view of geometry of the line source measurement.

eliminating the edge of the line. We apply the error function as described in

erf(x) =
2√
π

∫ x

0

e−t2dt (6.3)

to the result of 1-D slice in the X direction, and the range in 2σ from the reconstructed

line edge position is assumed as the edge. In Fig. 6.24, the red line shown in X profile

represents the averaged level in the evaluated region. The results of dispersion in this

region are 2.23% for the distance of 20 cm and 9.77% for 10 cm. These results indicate an

example of imaging capability for diffuse line source with the uniformity of less than 10%.

Next, the spatial resolution is also evaluated by the FWHM of a profile in the Y

direction at X=0 cm. The evaluation results for the distance of 20 cm and 10 cm are

16.4± 0.2 mm and 8.69± 0.08 mm, respectively. Fig. 6.25 shows the measured spatial

resolution as a function of the distance to the source. The black line in Fig. 6.25 denotes

the calculated spatial resolution assuming the angular resolution to 4.2◦ (FWHM). The

experimental spatial resolutions are worse than the calculated one by approximately 1◦

over all distance. There are the following possible reasons. The first one is that the

real source utilized in this experiment has a volume and is not complete point source.

This is also consistent with tendency that the offset of the experimental results from the

calculated results becomes constant. The other one is that the spatial resolution which is

evaluated by line spread function (LSF) as this experiment is not strictly as same as that

obtained by point spread function (PSF), because LSF is the integral of the consecutive

PSFs. Hence, the spatial resolution based on LSF mathematically tends to be a little

worse than that of PSF.
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Figure 6.24: MLEM imaging results of the 137Cs line source at a distance to the source of
20 cm (left) and 10 cm (right) with the 1-D profiles in the X direction.
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Figure 6.25: The spatial resolution of line source as a function of the distance.

6.5.3 Imaging of a uniform plane source

As well as uniform 1-D line source described above, we also conducted an imaging of an

uniform 2-D plane source to evaluate the 3-D imaging capability of the plane source. This

experiment was conducted at National Institutes for Quantum and Radiological Science

and Technology at Takasaki. We utilize a plane source phantom of 30 mm× 30 mm× 3mm

which is filled with 137Cs solution. The total intensity of the source is 2 MBq. In this

measurement, we apply the multi-angle data acquisition and followed by 3-D image recon-

struction. For the measurement situation, the plane source is measured under two different

geometry patterns as shown in Fig. 6.26: pattern-1 is the case that the plane of rotation

of the camera is in parallel with the source plane, and pattern-2 is that it is perpendic-

ular to the source plane. In both geometry patterns, the data acquisition configuration

is 12-angles, with each measurement time of 20 min, thus the total integration time is 4

hours. Note that, in the pattern-1 the 3-angles data could not be obtained because of

the interference between the plastic case of the liquid source and the medical Compton

camera. Hence, in the pattern-1 we compensate the lack of the data by utilizing other

angle data as considering the symmetric property.

In the pattern-1, the total detected number of event used for reconstructing the image

is 9.04×104 events. Fig. 6.27 shows 2-D slices of 3-D MLEM reconstructed image after 30

iterations acquired in pattern-1. Each figure shows 0.8 mm pitch slice in the Z-X plane.

Fig. 6.28 (left) and (right) show the center slice of the 3-D image in the Z-X direction
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and the X-Y direction, respectively. We also present their 1-D profile as bottom panels.

For these imaging results, we firstly evaluate the spatial resolutions in all three directions

from the accuracy of the edge delineation. When evaluating the edge in the X and Z

directions, we define the spatial resolution by applying the error function as is the case

with section 6.5.2, because the edge spread function (ESF) of a sufficiently-large uniform

plane source is ideally given by the convolution of the consecutive LSFs. On the other

hand, in the Y direction, the thickness of 3mm is not sufficiently large compared with

the expected resolution. In this case, the response R(x) can be expressed by convolution

described the following equation:

R(x) =

∫
LSF (x − x′) ∗ e(x′)dx′ (6.4)

e(x) =

{
1 (0 ≤ x ≤ 3)

0 (x≤ 0, x ≥ 3).
(6.5)

Hence in order to evaluate the resolution in the Y direction, we calculated various response

R(x) as a function of σ of the LSF. The resolution in the Y direction is estimated based on

the FWHM value of the R(x). These resolution evaluations are applied to the center of 1-D

slices of reconstructed image in each direction. As the typical value, the edge delineation in

the X, Y, and Z directions are comparable to the spatial resolution of 5.11 mm (FWHM),

4.44 mm (FWHM), and 5.05 mm (FWHM), respectively. Then, in order to evaluate the

uniformity of the image, we take the 2-D ROI in the center of Z-X slice (shown in Fig.

6.28 (left)) which is determined by eliminating 2σ region of the spatial resolution from

the reconstructed edge position. The image uniformity inside the ROI is 8.69% by 1σ.

On the other hand, Fig. 6.29 and Fig. 6.30 show the MLEM image measured in geom-

etry of the pattern-2. The total number of measured event in the pattern-2 is 1.12×105

events and the number on iteration of these images is 30. In the evaluation of edge de-

lineation, the spatial resolutions in the X, Y, and Z directions are 5.90 mm (FWHM),

5.33 mm (FWHM), and 6.31 mm (FWHM), respectively. Furthermore, the uniformity of

the center of the Z-Y slice becomes 11.5% by 1σ.

In both configurations of the pattern-1 and pattern-2, we can confirm the 3-D config-

uration of the square source. The above results show an example of imaging results in the

case of after 30 iterations, in contrast Fig. 6.31 (top) and (bottom) show the uniformity

and spatial resolution as a function of iteration number, respectively. These results sug-

gest that the uniformity takes the best value of around 10% when the iteration number

is around 20−30 both in the pattern-1 and pattern-2. On the other hand, the spatial

resolution becomes better as increasing the iteration number in the range of under 40 in

both patterns. This indicates that increasing the number of iteration would improve the
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Figure 6.26: Diagram of geometry of plane source imaging. (Left) In the pattern-1 the
plane of rotation of the camera is in parallel with the source and (right) in the pattern-2
it is in perpendicular to the source plane.

spatial resolution, which is close to the value obtained by the point source measurements,

however, because the amount of statistics is insufficient the fluctuation of each voxel stands

out and the performance of the uniformity degrades. It should also be noted that results

of the spatial resolution among the patterns and the directions well reflect the relative

tendency of the resolution described in section 6.4.2, which depends on the coordinate po-

sition in the imaging region and the evaluation direction (seen in Fig. 6.21). Furthermore,

the consistency of the source intensity between the patterns should be kept because the

same plane source was used for the imaging. We utilize the averaged voxel value inside

the ROI after 30 iterations for comparing the two imaging results. The averaged voxel

values in the pattern-1 and pattern-2 are 0.414± 0.036 and 0.331± 0.038, respectively, so

that these values agree with each other within uncertainty of ∼20%.

6.5.4 Multi-color imaging

In order to investigate the imaging performance for various energy sources, we then con-

ducted a multi-color 3-D imaging. We use three syringe phantoms, filled with three dif-

ferent RI tracers of 18F (511 keV), 137Cs (662 keV), and 65Zn (1116 keV). The diameter of

the syringe is 4.5 mm, and the height of the liquid in each syringe is about 5 mm. These

syringes are arranged as shown in Fig. 6.32, where the distance between each syringe

becomes 15 mm. The detail information of each tracer such as energy and intensity is

listed in Table 6.3. We also apply 12-angles data acquisition method with each measure-

ment time of 300 sec, making the total integration time is 60 min. Fig. 6.33 shows the
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Figure 6.27: 2-D slices of the plane source image as measured in the pattern-1. Each figure
shows 0.8 mm pitch slice in Z-X plane.
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Figure 6.28: 2-D slices of the 3-D imaging result in the pattern-1 at the center. (Left) in
the Z-X direction and (right) in the X-Y direction.
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Figure 6.29: 2-D slices of the plane source image as measured in the pattern-2. Each figure
shows 0.8 mm pitch slice in Z-Y plane.
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Figure 6.30: 2-D slices of the 3-D imaging result in the pattern-2 at the center. (Left) in
the Z-Y direction and (right) in the Z-X direction.
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Figure 6.31: (Top) Uniformity and (bottom) spatial resolution as a function of the number
of iteration.
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Table 6.3: RI tracers used for multi-color imaging.

RI tracer Energy [keV] Decay time Emitting ratio [%] Intensity @ outset [MBq]
18F 511 109.7 m 0.967×2 0.600

137Cs 662 30.1 y 0.851 0.692
65Zn 1116 244 d 0.506 0.561

result of energy spectrum. From this result, the three energy peaks of 511 keV, 662 keV,

and 1116 keV are confirmed. The peak around 200 keV represents the concentration of

the back-scattering events. Fig. 6.34 (left) shows 3-D MLEM imaging results after 15

iterations reconstructed by applying each energy cut range listed in Table 6.2. Fig. 6.34

(right) shows its representative 2-D slice in the Z-X direction. The blue, red, and green

plot denote the results for 511 keV, 662 keV, and 1116 keV, respectively. The configura-

tion of three syringes is also reconstructed correctly, that is, at original positions and in

reflecting the syringe shape. Furthermore, Fig. 6.35 shows the 1-D profiles of Fig. 6.34

(right) in the X direction at the center of each syringe. The FWHMs of each profile

are 5.5±1.1 mm, 5.0±0.9 mm, and 4.2±0.6 mm for 511 keV, 662 keV, and 1116 keV peak,

respectively. The difference between the FWHM values reflects the energy dependence of

the spatial resolution.

From the above studies, it is indicated that the imaging results based on the integra-

tion time of total 60 min produced the correct configuration of the syringes. Then, we

evaluate the relationship between image quality and the amount of statistics in the case of

this syringe measurement. A part of the data corresponding to the measurement time of

10 min, 20 min, and 30 min is extracted from the measured data, and MLEM reconstruc-

tion is conducted for each data set. Fig. 6.36 shows the representative 2-D slice of the

reconstructed images. Although the images which are equivalent to 60 min (equal to Fig.

6.34 (right)) and 30 min measurement correctly represent the circle shape of the syringes,

in the images derived from 20 min and 10 min measurement, the 1116 keV image (green) is

not visualized in clear circle shape. Although the event statistics and measurement time

required for image reconstruction obviously depend on the configuration of the object,

these results provide an example that even for the sources as weak as 1MBq we can cor-

rectly image the 3-D configuration of the sources with relatively short integration time of

no less than 30 min in this situation.

6.5.5 Quantitative estimation for multi-color imaging

Here, we evaluated the quantitative capability for the case of multi-different-energy imag-

ing. In general, the degradation of the quantitative performance can be explained by two

121



Figure 6.32: Photograph of syringe phantoms filled with 18F, 137Cs, and 65Zn.

Figure 6.33: Energy spectrum of multi-color gamma-ray measurement as a sum of detector
energy deposit.
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Figure 6.34: MLEM imaging result of multi-color measurement. (Left) 3-D MLEM re-
construction image and (right) its 2-D slice in X-Y plane. The blue, red, and green plot
denote 511 keV, 662 keV, and 1116 keV image, respectively.
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Figure 6.35: X profile of the multi-color phantom imaging result. The blue, red, and green
line denote 511 keV, 662 keV, and 1116 keV image, respectively.
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Figure 6.36: Comparison of MLEM images on various event statistics. (a) 60 min, (b)
30 min, (c) 20 min, and (d) 10 min measurement.

124



major reasons: the uncertainty of accuracy of the image reconstruction method and the

escape events which is described in section 4.10.

In this section, we first reconstruct the multi-color syringe imaging described in the

previous section on Geant4 simulation and investigate the each above effect. In the simula-

tion, 1.2×109 events of gamma rays are irradiated isotropically from each source with the

same intensity, and 12-angle data acquisition is applied. In order to investigate the intrin-

sic quantitative reconstruction performance and the effect of the escape event separately,

we assume the following two situations:

• reconstructing each source individually without any other energy sources (each)

• reconstructing each source when all sources are arranged at the same time (all).

The each situation simply reflects the intrinsic imaging performance, whilst the all sit-

uation also includes the effect of the escape events. The practical multi-color imaging

as described in section 6.5.4 is equal to the all situation. The intensity of the image is

calculated by the integral value inside the 3-D ROI (r=10mm). Note that, the positional

dependence of the image response as described in 6.4.2 is ignored in this study, because

the three syringes are located at equivalent position each other on the image region under

12-angles data acquisition.

Before evaluating the imaging results, Fig. 6.37 shows the number of event used for

image reconstruction. The difference between the all and each situation is due to the

effect of the escape events. This effect becomes significant at lower energy, in 511 keV

energy range at the all situation the ratio of escape events becomes 40.0% out of used

events. On the other hand, Fig. 6.38 shows the results of intensity obtained from the

image. This result shows that the relative intensity among different energy sources is

reconstructed with an error of 8.3% based on the average of the three sources even in

the all situation. Note that, in spite of the result that the escape events are considerable

in Fig. 6.37, the the impact of the escape events is largely reduced in the quantitativity

of the image as shown in Fig. 6.38. For further understanding, we investigate the effect

that the escape event may cause on the reconstructed image. Fig. 6.39 shows the SBP

imaging results only by escape events, which are emitted from 662 keV source (Fig. 6.39

(left)) and 1116 keV source (Fig. 6.39 (right)) and are matched for the energy conditions

of imaging 511 keV gamma rays. These figures suggest that the image of escape events

concentrates around the position where each gamma rays are emitted. Hence, the reason

that the escape events have little impact on the quantitative performance of the image is

thought to be that these events provide only marginal contribution to other ROIs. This

is because of the geometric configuration that the source positions are located far away

from each other in this case. Thus in general, the escape events may have a possibility to

degrade the quantitative performance. In our future work, techniques for eliminating the
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Figure 6.37: Comparing the event number used for image reconstruction in multi-color
imaging.

escape event should be implemented to the Compton camera.

Based on these simulation studies, we evaluated the experimental quantitative capa-

bility of the multi-color syringe imaging in section 6.5.4. When we calculate the quantita-

tivity of the reconstructed image, we correct the factors of (1)the difference of the actual

RI tracer intensity, (2)gamma ray emitting ratio, and (3)decay time listed in Table 6.3

and normalize the intensity of the three sources. Fig. 6.40 shows the results of the number

of detected events and the reconstructed intensity for each source. The diagonal and the

filled bars denote the number of event used and the intensity of the image after the nor-

malization, respectively. As a result, the maximum deviation of the intensity based on the

averaged value is 16.0% at the 662 keV image. This experimental result suggests that we

succeeded in obtaining a 3-D image of different energy sources simultaneously with under

20% accuracy of the quantitative performance.

6.6 Small-animal imaging

We finally conducted an imaging test with a living mouse by our Compton camera using

multiple tracers. This experiment was carried out according to the Osaka University

Animal Experimentation Regulations. We measure an 8-weeks-old male mouse (39.9 g)

which was fed by low-iodine diet for two-weeks. For this mouse, the following three

radioactive tracers are utilized: (1) 131I-NaOH (4.0 MBq) is injected 2 days prior to the

imaging experiment, (2) 85SrCl2-HCL (1.12 MBq) is injected 1 day prior to the imaging

experiment, and (3) 65ZnCl2-saline (0.93 MBq) is injected 1 hour prior to the imaging

experiment. The features of these tracers are listed in Table. 6.4. These tracers show
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Figure 6.38: Comparing intensity of reconstructed image in multi-color imaging

Table 6.4: Features of radioactive tracers in mouse imaging.
RI tracer Energy [keV] Injected intensity [MBq] Decay time Accumulation

131I 364 4.0 8 d thyroid
85Sr 511 1.12 65 d bone
65Zn 1116 0.93 244 d liver

in vivo behavior of accumulating in specific positions: dissociated 131I accumulates in

the thyroid, 85Sr shows the concentration in the bone, and 65Zn accumulates in the liver

[98]. The mouse is treated with inhalation anesthesia and fixed on the rotation stage in

the upright position. The imaging region is defined as 80 mm× 80 mm× 80 mm and the

medical Compton camera is rotated around the mouse in the plane perpendicular to the

body axis of the mouse. The data is taken from 12-angles and the measurement time at

each position is 10 min, thus the total integration time here is 2 hours.

Fig. 6.41 shows the result of energy spectrum obtained by 10 minutes measurement

from single angle. The three peaks from each tracer of 364 keV, 511 keV, and 1116 keV

can be clearly confirmed. Fig. 6.42 (a)−(c) show the results of representative 2-D slices

of 3-D image for each tracer and Fig. 6.42 (d) shows the fused image of all three tracers.

Furthermore, Fig. 6.43 shows all 2-D slices, each representing 0.8 mm pitch slice in the

Z-Y plane. Fig. 6.43 suggests not only 2-dimensional but also 3-dimensional imaging is

possible with the medical Compton camera. From the images, it can be confirmed that

the tracers are correctly accumulated on each target organ.

For these imaging results, we also evaluate the quantitative performance as is the case

in section 6.5.5. In this evaluation, we compare the relative radioactive intensity between
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Figure 6.39: Images reconstructed by escape events. (Left) image of escape events from
662 keV gamma ray, (right) image of escape events from 1116 keV.
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Figure 6.40: Experimental evaluation of the number of event and the intensity of the re-
constructed image. The diagonal bars denote the number of event used for reconstruction,
and the filled bars denote the intensity of reconstructed image after normalization.

Figure 6.41: Energy spectrum for a mouse imaging.
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Figure 6.42: Results of 2D slice of mouse imaging. (a) image of 131I, (b) image of 85Sr, (c)
image of 65Zn, and (d) fused image of all three tracers.
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Figure 6.43: 2-D montage of the mouse image. Each figure shows 0.8 mm pitch slice in the
Z-Y plane. The green, blue, and red represent image of 131I, 85Sr, and 65Zn, respectively.
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Table 6.5: Comparison of the intensity of the radioactive tracers.
RI tracer Evaluated organ Weights Measured intensity Reconstructed intensity

[g] [MBq] (ratio [a.u.]) ratio [a.u.]
131I thyroid 0.062 0.470 (1.000) 1.000
65Zn liver 1.84 0.141 (0.191) 0.162

the thyroid and the liver because these organs show clear accumulation in the mouse body

and we can obtain the accurate RI intensity by harvesting the organs. The thyroid and

the liver were harvested 8 hours after the imaging experiment and were investigated the

intensity by using Ge detector. The radioactive intensity of the thyroid which is measured

by 364 keV peak from 131I is 0.470 MBq and that of the liver which is measured by 1116 keV

peak from 65Zn is 0.141 MBq. For the calculation of the reconstructed image intensity, the

3-D ROI (r =7mm for the thyroid and r =20 mm for the liver) is applied. The intensity of

each organ is defined as the integral value over the voxels inside the 3-D ROI, considering

the effect of the decay probability and the decay time from the imaging experiment. Table

6.5 shows the measured and reconstructed radioactive intensities both in the case of the

thyroid and the liver. The result of relative intensity of the reconstructed image correspond

to the real activity with an accuracy of better than 20%. One of the main cause for the

difference between the measured and the reconstructed intensity could be the effect of

escape events. As described in section 6.5.5, a part of the escape event from 85Sr and
65Zn are included in the energy range for the reconstruction of 131I. Due to this effect,

apparent intensity of 131I on the reconstructed image can be increased from the true value,

hence the intensity of 65Zn source becomes relatively low in the image. Nevertheless, these

results provide the capability of simultaneous imaging of multiple tracers, confirming the

feasibility of newly in vivo imaging using the Compton camera.

6.7 Discussion

We obtained promising results for simultaneous multi-color imaging by using the medical

Compton camera for newly diagnosis imaging. Toward the practical applications in the

field of nuclear medicine, here we discuss the required performance of spatial resolution,

measurement time, and quantitativity in various applications.

In section 6.3.3, by optimizing detector design we succeeded in improving the spatial

resolution of the medical Compton camera compared to the DOI camera for environmental

measurement. However, the spatial resolution of around 3 mm provided by the medical

Compton camera is still slightly worse than that of SPECT and PET for animal imag-

ing. In order to obtain better spatial resolution, it is the most effective to improve the
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energy resolution of the detector. Based on the simulation estimation, if the energy reso-

lution improves by 2% for 662 keV, the spatial resolution become around 2 mm, which is

approximately equal to the resolution of small animal PET.

On the other hand, in terms of the detection efficiency and measurement time, the

medical Compton camera showed approximately equivalent performance with SPECT.

Although in this study we used and rotated only one Compton camera for multi-angle

data acquisition to reduce the detector costs, the detection efficiency can be considerably

improved by arranging multiple Compton cameras as a ring shape.

Furthermore, in order to improve the image quality over the image region, this study

proposed the multi-angle acquisition method. Note that the compactness of our medical

Compton camera enables this multi-angle method and flexible measurements. Indeed, a

few other simulation studies have attempted to measure the data from different two or

more angles for the image region [99, 100, 101] and showed promising results for improving

image quality. However, in the actual measurement situation, there tends to be a problem

that large volume of detector and dead-space prevent the configuration especially in small

animal imaging. As the future work, in order to conduct more quantitative measurement

it is needed to discriminate the escape events.
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Chapter 7

Conclusion

In this study, we have developed two types of Compton camera for the purpose of envi-

ronmental measurement and nuclear medicine applications.

The DOI Compton camera for environmental gamma-ray measurement consists of

Ce:GAGG scintillator and MPPC arrays both in the scatterer and the absorber and fea-

tures high sensitivity even for high energy gamma ray such as 662 keV from 137Cs. By

utilizing newly developed DOI identification technique in the scintillator block, the angu-

lar resolution was significantly improved compared with that of the non-DOI Compton

camera developed in 2013. The results of angular resolution and the intrinsic efficiency

for 662 keV were around 8◦ (FWHM) and 0.43%, respectively. Through imaging tests

using point sources, the DOI Compton camera provided the imaging capability of various-

energy sources such as 22Na (511 keV), 137Cs (662 keV), and 54Mn (834 keV). Based on

these results, we have conducted field tests in Namie, Fukushima with the DOI Compton

camera. As a result, we have confirmed that the camera can provide an image of 137Cs

hotspots around 10μSv/h within a few minutes data acquisition time, even under high-

background contamination of ∼5μSv/h. These images provide important suggestion of

gamma-ray distribution, so that the Compton camera facilitates efficient decontamination

in the various environments such as resident area and even in the forest. As a future work,

by taking advantage of light-weight of the camera we aim to conduct various application

such as wide-range aerial imaging by using a drone.

On the other hand, for application of molecular imaging in nuclear medicine, we have

also developed the medical Compton camera which features improving the angular and

spatial resolutions. One of the key feature of the medical Compton camera was its com-

pactness of 5× 6× 11 cm3, which enables flexible measurement in various situations. The

typical angular resolution and intrinsic efficiency of the medical Compton camera for

662 keV were 4.2◦ (FWHM) and 0.06%, respectively. This angular resolution is equal to

the spatial resolution of around 3 mm (FWHM) at the center of the defined imaging re-
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gion. For the purpose of obtaining 3-D multi-color images, the 3-D image reconstruction

method based on MLEM algorithm was also developed. We showed that by applying

multi-angle data acquisition method, 3-D isotropic performance over the imaging region

can be significantly improved. By using the medical Compton camera, various 3-D imag-

ing tests were conducted. In the imaging of the uniform plane source of 137Cs under the

data-acquisition condition of 12-angles, the configuration of the square source was recon-

structed 3-dimensionally and the uniformity of the reconstructed image became around

10%. Moreover, for not only single energy source but also multiple energy sources the

capability of 3-D visualizing was confirmed through the experiments with unsealed ra-

dioactive sources. Finally, as pre-clinical evaluation the first imaging test with a living

mouse by the medical Compton camera using multiple tracers was conducted. The three

different tracers of 131I (364 keV), 85Sr (514 keV), and 65Zn (1116 keV) were injected into

an 8-weeks-old mouse and the data was taken from 12-angles. With the total integration

time of 2 hours, we succeeded in imaging that each tracer correctly accumulated on the

target organs of thyroid, bone, and liver 3-dimensionally. The result indicates the achieve-

ment of 3-D multi-color imaging and the feasibility of newly in vivo imaging by Compton

camera.

This study provides the possibility for next-generation radiology imaging, that is, from

2-D black-and-white imaging to 3-D multi-color imaging both in the field of environmental

measurement and medical application.
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Appendix A

Energy and temperature

calibration

In our Compton cameras, energy and temperature dependence of output signals is cali-

brated by two processes.

The first one is temperature compensating function of MPPCs. Each MPPC array has

a temperature sensor, and HVPS adjust the bias voltage depending on the temperature

data regularly. By reference the compensation table which is measured in advance by

each MPPC array, the temperature dependence of both MPPC gain and amount of light

output in scintillator can be calibrated and the output signals become constant regardless

of temperature. The temperature dependence is compensated based on linear function

as shown in Fig. A.1. Based on the base temperature (Tb) and operation voltage (Vb),

the temperature coefficient can be set both in lower (G1) and higher (G2) temperature

sides. We set the base temperature to 25 ◦C, and in order to obtain the coefficients the

temperature data was measured in 10 ◦C for lower side and 35 ◦C for higher side.

In addition to above temperature compensating function, the energy calibration table

is also applied to measured raw data. Before starting imaging measurements by our

Compton cameras, we firstly created the calibration table which corrects both energy and

temperature dependence of the output. Szawlowski et al. [102] shows the non-linearity

relationship between the number of exited pixels (Nfired) and the number of photons

(Nphoton) as follows:

Nfired = Ntotal ·
[
1 − exp

(−εNphoton

Ntotal

)]
(A.1)

where, Ntotal denotes the number of total pixels, and ε denotes the photon detection

efficiency. Since the signal output is proportional to the number of fired pixels, the linearity

of scintillation photon output also follow this relation. Thus the energy calibration formula
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Figure A.1: Temperature coefficient of MPPC arrays. Tb and Vb denote the base temper-
ature and voltage, respectively. The coefficient is obtained both in lower (G1) and higher
(G2) sides.

is represented by

Sout = AT ·
[
1 − exp

(
−BT

AT

· E
)]

, (A.2)

where Sout and E denote the signal output and energy deposit, respectively. AT and BT

are constant parameters, which also takes account a temperature dependence of scintillator

light output. We measured output response for several energy gamma-ray sources under

representative temperature, and obtained parameters AT and BT by interpolating the

data according to equation (A.2) for each temperature.

For the energy calibration of the scatterer, we used 241Am (60 keV), 133Ba (364 keV)

and 137Cs (662 keV) because the dominating energy deposit in the scatterer becomes rela-

tively low such as under �200 keV. On the other hand, the energy deposit in the absorber

tends to become larger than that in the scatterer, so that the energy calibration of the

absorber was conducted using 22Na (511 keV) and 137Cs (662 keV). After creating the seg-

mentation map (described in Appendix B), the peak channel values of each scintillator

pixel for above energy were measured under three representative temperature of 10 ◦C,

25 ◦C, and 35 ◦C.

137



Appendix B

Position calibration

In order to obtain the position information where the incident gamma rays scatter or

absorb in the scintillator array, the position map should be obtained in advance and the

hit pixel is determined by referring to the map.

The position map is made based on the response for uniform irradiation of 662 keV

gamma rays. For example, Fig. B.1 shows the representative 2-D position response

of 11× 11 scintillator which is obtained by applying the centroid method described in

equation (4.2)−(4.3). At first, the peak position of each scintillator pixel is identified as

shown in the red plots in Fig. B.1. Then the positional segmentation of each scintillator

is defined as the white line which connects the midpoints of neighboring peaks.

As is the case with these 2-D scintillator array, for the 3-D scintillator array, the 2-D

segmentation map is firstly defined for the 2-D projections of the responses in all layers.

The segmentation in the depth direction is then conducted by each 2-D pixel (by each

11× 11 element in the case of Fig. B.1) in order to minimize the effect of gain variations

of the MPPC pixels.

Because the position map does not depend on the parameters of energy deposit and

temperature, we utilize the map which is made based on the data of 137Cs source to all

experimental measurements.
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Figure B.1: Representative 2-D position map. The red plots and the white lines denote
the peak position of each scintillator pixel and defined position map, respectively.
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