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ABSTRACT 

Considering the high risk of rescue and recovery work in disaster scenes, unmanned 

construction has been widely used based on remote control. Compared with manned 

construction, the efficiency of unmanned one is about 40% lower. According to the 

number of conventional research, insufficient visual information, communication delay, 

and lack of tactile sense are represented as the three main reasons. Among them, insuf-

ficient visual information is ranked first. Blind area, narrow angle of view, no sense of 

distance and eyestrain are four major reasons causing visual problems. In conventional 

researches, the most common method is to update the hardware, such like high-

resolution monitor, 3D videos, wide-angle lens and etc. By using such method, current 

visual problems cannot be thoroughly solved, even if the efficiency can be raised indeed. 

Thus, I decided to take over this research and try to find a method which can support 

advanced vision information and solve the visual problems fundamentally and thor-

oughly. 

This research is conducted in both software aspect and hardware aspect. It is mainly re-

alized in three steps according to the order of information process. The first is acquiring 

most of the necessary visual information in the work site. And then, it will be processed 

by cameras according to different demand of photography. At last, the processed visible 

visual information will be displayed together with invisible information by using aug-

mented reality prompts. It can make views understandable and enable operator easy to 

imagine and reconstruct the work site in his/her brain. 

Three systems are designed to achieve the three steps. Camera placement system is used 

to cover most of the work site, which makes required visual information accessible to 

environmental cameras. By using Autonomous camera control system, environmental 

cameras can track respective targets by suitable photography method. And videos will 

be displayed in different viewports properly to make operator easy to understand the 

meaning and the role of each. Finally, augmented reality (AR) vision prompt system 

will be embedded in autonomous camera control system. It will calculate the invisible 

information and display it in the form of prompts with processed videos. In order to ver-

ify the effect of later two systems, a virtual reality (VR) simulator was developed. 

In camera placement system, environmental cameras should not only be applicable to 

complicated work site but also meet different demands of photography. By using con-

ventional method, it is possible to conduct camera placement on a complicated work 



site. However, the local height of different cameras is fixed, which makes it difficult to 

fulfill the photography demand. Thus, I proposed a novel model, which enable the local 

height of camera variable. By using the camera model, it is possible to conduct camera 

placement in 3D world. And it can meet different demand of photography better. It start 

by loading the terrain condition and required areas in advance. Then, it slides the terrain 

into meshes and gives the possible vehicle position with the consideration of tilt and 

smoothness of each mesh. Combining the perspective properties of environmental cam-

era, all meaningful camera states are calculated including the position and posture. At 

last, the system arranges special camera-carried vehicles by trade-off between cost and 

coverage. By using the system, most of the required area can be covered by environ-

mental cameras. It can supply operator with reasonable views to understand work space 

better. In addition, camera can be changed quantitatively and modified manually to ful-

fill photography requirements better according to the result of the system. 

In order to supply operator with the views according to the real-time work situation, en-

vironmental cameras are designed to be adjustable autonomously. The system is named 

autonomous camera control system. In the system, the motion of machine is classified 

into mobility and manipulation. 4 roles of cameras are defined to describe them. 2 of the 

roles are used to photo the machine the front/back and side. The others are used to photo 

the manipulator from the front and the side. Environmental cameras positioned in work 

site in advance are arranged to play these roles. Thus making observation targets be 

tracked and framed according to the motion of machine. Because the position of each 

environmental camera is fixed, one camera cannot play a special role all the time. 

Therefore, cameras need to switch with others if some of them cannot play the occupied 

roles. The system is realized through reading the real-time position and posture of con-

struction machine as well as the preset environmental information first. These states are 

used to adjust the postures and magnification of cameras to play the four roles. Some-

times, the exchange or rearrangement of camera is conducted to ensure the 4 roles can 

be always played. By using the system, operators can observe reasonable views of con-

struction machine and those of its manipulator to imagine and reconstruct the work site 

in their brain. 

AR vision support system is embedded in autonomous camera control system. It is used 

to inform operator the invisible information to reinforce the sense of distance. AR 

prompt items such like arrow and wireframe are displayed in relative views respectively 

by calculating the situation around construction machine. Distance between obstacle 



 

and machine, drop point of machine, reachable area of manipulator and relationship be-

tween joystick and rotation direction are displayed by different augmented reality 

prompts. In addition, a danger view is introduced to autonomous camera control system, 

in order to inform operator of the potential danger with AR prompts. By using the sys-

tem, operators can understand the work condition better by stronger sense of distance. 

Moreover, they can concentrate on the views corresponding to their current action with-

out ignoring the danger situation which can maximize their concentration and raise the 

work efficiency. 

As a result, camera placement system succeeds in using the least cameras to show most 

of the necessary areas of work site. Autonomous camera control system succeeds in 

processing different visual information according to the demand of photography. It is 

also able to arrange cameras to ensure that visual information can be always given 

properly. In AR vision support system, danger view is introduced and AR prompts is 

able to be displayed with related videos. Eye sight is also be attracted to suitable views 

as expected according to the situation around controlled machine, which maximize op-

erator’s concentration with being aware of dangers. Thus making the performance like 

efficiency, accuracy and safety of operation better and increasing the user experience 

while decreasing the misoperation. In addition, the principle of human-friendly AR 

prompts is made clear, which enable us to design and utilize better prompts in the future 

work. 
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1 INTRODUCTION 

In our daily life, human beings always use their eyes to obtain visual information. Visu-

al information from different perspectives is combined to reconstruct the real world. 

Nevertheless, we are still unclear about how human beings achieve it. In many cases, 

we try to increase the amount of vision to do that. However, the effect does not rise as 

the number of vision increases.  

This paper is intended to reveal some facts in the field of human cognition. And these 

facts will be applied to solving practical engineering problem. 

1.1 Background 

No matter the natural disasters or the manmade disasters, they do destroy living envi-

ronment [64][66]. And after that, no one knows whether a secondary disaster occurs or 

not. Usually, we send rescue team to save injured people and dispatch construction team 

to recover the environment immediately [72]. However, it is tantamount to gambling 

these team members’ lives. For example, a dangerous goods warehouse was on fire in 

China’s Tianjin in the night of August 12th 2015. Over 600 firemen were sent to extin-

guish the flames immediately. Half an hour later, a series of explosions that killed over 

17 and hurt more than 400. Until September 14th 2015, 165 persons were dead including 

110 firemen. And 8 persons are still missing.  

Even if the rescue team and construction team can come back alive, their mind will 

probably be tormented by post-traumatic stress disorder (PTSD) in the future. Accord-

ing to [1], people from these teams are easy to suffer PTSD for the following four rea-

sons: 
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 They are obliged by their occupation. 

 They are filled with sense of mission. 

 They have to obey orders from their commanders. 

 They can devote their lives, which is thought by the public. 

In order to realize the same rescue and recovery without endangering more people, we 

have to utilize some methods which can protect rescue members and construction mem-

bers from dangerous scene. 

There are two oblivious methods which can achieve that. One is to a shelter which can 

resist all damage, the other is to keep them far from the dangers or potential dangers. 

The previous is hard to achieve. Any one of the existing shelters can only resist several 

types of damage rather than realize full protection. Thus, tele-operation becomes a more 

realistic and safer option.  

Nowadays, small-scale machines are developed and widely used all around world to 

search the wounded after earthquake, remove explosive or radioactive materials and etc. 

For instances, [2, 3, 4]. Compared with small-scale machines, large-scale machines for 

recovery and rescue are less developed. 

In this field, the corresponding technologies mainly include civil engineering technolo-

gy, mechanical technology, imaging technology, wireless communication technology 

and information communication technology. 

In Japan, unmanned tele-operation construction technology was started to be used in 

1969. At that time, the pier of a bridge over Jōganji River collapsed. A tele-operated 

amphibious bulldozer was utilized to conduct recovery work (Figure 1.1). The operator 

stood on the beach and controlled the machine by wired remote control. The distance is 

not quite big. As a result, it succeeded to conducting excavation and dozing. [5], [6] 

 

Figure 1.1 Tele-operated amphibious bulldozer 

*Referred from [5] 
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In 1983, tele-operated backhoe was developed and introduced to conduct excavation 

tasks where there maybe fell some solid or stone. At that time, wireless tele-operation 

technology was introduced (Figure 1.2). [5], [6] 

 

Figure 1.2 First wireless tele-operated construction machine 

From 1970, tele-operation based on video started to be developed. Operator was able to 

watch the video about first-person perspective of an excavator (Figure 1.3). The video 

came from the camera which was carried in the cab of excavator by wired data trans-

mission. In 1980s, the technology was practically realized. The excavator could success-

fully excavate and transport landslides. [5], [6] 

 

Figure 1.3 Tele-operated construction based on videos 

Until 1980s, the development of fundamental technologies in tele-operation field had 

already been basically completed. 

In the beginning of 1990s, tens of people died for the pyroclastic flow. In order to avoid 

secondary disaster, tele-operated recovery has been conducted since 1993. From that 

time on, tele-operation construction was widely used to conduct disaster response in Ja-

pan. These tele-operated machines have to adapt to extreme environments, such like po-

tentially extreme temperature (more than 100°C) or long-distance tele-operation (more 

Receiver 

 

Transmitter *Referred from [5] 

*Referred from [5] 
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than 100m). At that time, the problems of tele-operated construction gradually revealed, 

and researchers try to use different methods to solve them. [6]~[13] 

In 2000, Mount Usu erupted. To conduct recovery far from poisonous gas, new wireless 

communication technologies were introduced, which keeps operators work more than 

2km far from the work site. High-power transmitter (2W) was used instead of regular 

one (0.01W), so that the control signal can be directly transmitted to work machine. In 

addition, videos were transmitted through relay mobile (Figure 1.4). 

 

Figure 1.4 Recovery after eruption of Mount Usu 

Since that, magnificent improvement of tele-operated construction has not appeared. 

Most of the improvement can be classified into 2 types. One is to use better devices 

such as high-resolution monitors instead of old ones [75]. The other is to make work 

machines do dedicated work more precisely such as piling up bricks [13][76]. Almost 

no technologies are developed to deal with the problems in regular work. Therefore, op-

erators have to handle their regular work with low efficiency. According to [7], [14] and 

[15], efficiency of unmanned construction work is about 60 percent compared with 

manned one. In order to make it possible to keep rescue and recovery not only safe but 

also efficient, the current tele-operation system for large-scale machine has to be im-

proved. 

In [15], current research themes can be classified as Figure 1.5. According to infor-

mation transmission classification method, they can be roughly classified into infor-

mation acquisition (including “vision” and “tactile sense”), information communication 

(including “wireless and radio” and “operation delay”), information manipulation (done 

by operators) and information output (including “machine and attached facilities” and 

“operation method”). Among them, information acquisition takes up 48 percent, which 

*Referred from [5] 
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is far more than other parts. And 60 percent of information acquisition is about vision. 

As the basic information of planning and judgment, vision becomes the most important 

factor compared with others. According to the questionnaire of [16], I found that the 

main reason causing low efficiency is vision as well. Thus, I believe that vision is im-

portant and worthy of study. 

[15][15]

 

Figure 1.5 Classification of themes 

1.2 Visual support system 

In tele-operation field, visual support system can be divided into the two sections: 

i. Information acquisition section 

In acquisition section, GPS, radar, laser and different types of cameras are always used 

derive the position of controlled object. Here, GPS, radar and laser can capture the de-

tailed position of object or the rough environment of object. However, it is hard for 

them to describe the other detailed properties of object, such like posture and color. By 

using these devices, operators can handle the rough position of object in the whole envi-

ronment. In addition, a terrain map of the work site or a rough obstacle position can be 

also available. In Figure 1.6, it shows the visualized data acquired from corresponding 

devices. Here, devices of Figure 1.6 (a) and (c) are traditional GPS (Global Positioning 

System) and radar; device of Figure 1.6 (b) is a 3D LiDAR (Laser Imaging Detection 

29%

19%

10%

10%

6%

5%

5%

16%

Research themes

Vision

Tactile sense

Machine and attached facilities

Wireless and radio

Operation delay

Operation method

Tele-operation limitation

Others

*Referred from [15] 
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and Ranging) product developed by Velodyne Company, which is widely used in auto-

motive, UAV (Unmanned Aerial Vehicle) [8]-[10]. 

 

Figure 1.6 Terrain map, environmental map and positioning map 

Compared with the above three types of devices, cameras are more commonly used, be-

cause the data from it is more intuitive and more detailed. Different kinds of cameras 

can be used in different scene. The differences among cameras are mainly lens and 

zooming method. Except the types of lens for regular photography like wide-angle lens 

or long focus lens, the combination of regular lens and a special mirror is always used to 

acquire an omni-vision (Figure 1.7). In [11], the device is used to record the environ-

ment around the robot. 

 

Figure 1.7 Omni-vision device and acquired image 

(a) (b) (c) 

*Referred from reibun.skry.info; pixabay.com; www.vboxjapan.co.jp; ambientalsustentavel.org; velodynelidar.com 

mirror 

lens 

light light 

*Referred from [11] 

http://reibun.skry.info/?p=8895
https://pixabay.com/ja/%E3%83%AC%E3%83%BC%E3%83%80%E3%83%BC-%E3%83%AC%E3%83%BC%E3%83%80%E3%83%BC%E3%83%87%E3%82%A3%E3%83%83%E3%82%B7%E3%83%A5-%E5%9C%B0%E7%90%83%E5%B1%80-fuchsstadt-63014/
http://www.vboxjapan.co.jp/VBOX/techinfo/About_GPS/VBOX_techinfo_GPS.html
https://www.google.co.jp/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0ahUKEwjj37mJl-jKAhXGxqYKHSLyDvoQjB0IBg&url=http%3A%2F%2Fambientalsustentavel.org%2F2011%2Fnasa-e-japao-divulgam-mais-completo-mapa-topografico-da-terra-em-3d%2F&psig=AFQjCNGNYDSF4hTMFEJVuRc-7utjWsJF2A&ust=1455021352610559
http://velodynelidar.com/vlp-16.html
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There are two types of zooming method. One is optical zooming and the other is digital 

zooming. Optical zooming is realized by changing the view angle of lens, which makes 

the image after zooming has the same resolution as that before zooming. It is mainly 

limited by the corresponding property of lens. Digital zooming is implemented by crop-

ping an image down to a centered area with the same aspect ratio as the original, which 

sacrifices the resolution of image. By using digital zooming, the limitation depends on 

the noise and amount of resolution after zooming. Low-resolution image cannot de-

scribe the object precisely. Usually camera has an optical zoom lens and digital zoom 

will be automatically applied only if its longest optical focal length has been reached 

[12]. 

ii. Information output section 

Generally, visual information is always be displayed by monitors or projectors. And 

sometimes, it can be displayed in different ways. For example, monitor array or curved 

projection. By using these methods, images or videos can be displayed for dedicated use. 

Commonly, monitor arrays are usually used show single extremely big scene or monitor 

multiple scenes (Figure 1.8 (a) and (c)). Curved projection is mainly used to show pano-

ramic view around the observer (Figure 1.8 (b)). In addition, stereo monitor is another 

choice even if there are still some problems (Figure 1.8 (d)). For example, the over-

lapped images. 

 

Figure 1.8 Different kinds of display method 

What’s more, how to represent the acquired data is another problem. Visual information 

can be always displayed as word, graph, image or the combination of them (Figure 1.8 

(c)). 

A 

(a) (b) 

(c) (d) 
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In unmanned construction case, the combination of GPS, cameras and monitor array is a 

regular way to show visual information. 

1.3 Requirements 

The Art of War said “if you know the enemy and know yourself, you need not fear the 

result of a hundred battles.” In my case, it means if operators know the site and machine 

itself, they can rescue and recover safely and efficiently. In order to achieve that, we 

have to know the requirement of vision and related factors. 

According to [13] and [35], “blind area”, “narrow angle of view” and “no sense of dis-

tance” are the three main problems of insufficient vision. Thus, it is easily to be consid-

ered that “high coverage of work area”, “wide angle of view” and “more visual infor-

mation about distance” are the solution.  

In conventional methods, wide-angle lens, big monitors and 3D videos are thought as 

the solution [14], [35], [69], [75]. By using each method, time efficiency can be raised 

to some extent. However, both of these methods cannot solve these three problems at 

the same time. When wide-angle lens is used, the vision area becomes bigger and the 

wanted visual information seems easier to be available. As the same time, operator’s 

focus is maybe attracted by other unrelated things. In addition, wide-angle lens cannot 

make blind area seen and enhance the sense of distance. The later one can enhance the 

sense of distance, but the other two problems cannot be solved still. What’s more, 3D 

videos make operators’ eyes easy to feel tired. 

Thus, I decided to use software method to solve these problems fundamentally and 

completely. 

1.4 Objective and solution 

As the ultimate objective of my method, the above three problems will be solved, and 

the time efficiency, safety and accuracy can increase obviously. In addition, the visual 

support system will be improved holistically instead of improving a partial section.  

According to my solution, most of work site should be covered as the first step, which 

means most of the required visual information can be accessible from environmental 

cameras. And then, each camera will be designed to track object and adjust its magnifi-

cation rate according to the size of the object. As the last step, the videos from active 

cameras will be reasonably processed and arranged on the monitors. At that time, aug-
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mented reality elements will be displayed together with related videos, which can en-

hance the sense of depth and sense of distance. 

In order to realize the objective. Several things should be done. 

At first, cameras should be arranged properly according to the balance of cost and cov-

erage rate with the consideration of environmental constraints, such like the smoothness 

of the ground and the possible position of the camera. Then, visual information have to 

be processed and described properly. Thus clear observation targets and human-friendly 

expression technique are needed. While acquiring visual information, the camera should 

make clear what should observe and how to observe it according to photography de-

mand. When monitor displays the visual information, the system should tell it what 

should render and how to render it in a human-friendly way.  

Here, three systems shown in Figure 1.9 are designed to achieve each step of my solu-

tion, which will be introduced in following chapters. Before that, the detail of each step 

will be discussed. 

 

Figure 1.9 Entire system diagram 

1.4.1 Accessible visual information 

In order to make visual information accessible from environmental cameras which are 

installed in advance, the following essential factors should be considered. 

Cameras are a kind of line-of-sight based sensors with limited resolution. Thus, the pho-

tography range is limited. And the shape of the photography area should be an over-
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lapped section of a pyramid and a ball. They are used to meet different kinds of photog-

raphy demands in work site. In most of cases, the work site is not always plain. Some-

times, the terrain is quite complicated. Thus, these cameras have to be applicable to 

complicated terrain. These factors imply that both of the posture and the position of 

cameras should be thought about before camera placement. 

1.4.2 Clear observation targets 

When operators control the construction machine, the entire task is always divided into 

several sub-tasks. For example, when an operator is asked to transport an object and the 

machine is far from it, the task is always divided into two parts: driving the machine to 

approach the object and doing the transportation. It is a strategy way of thinking. In 

such cases, the machine is thought as a particle and the observation target should be the 

entire work site or a part of it (Figure 1.10 (a)), such like a mini map. 

In order to complete each sub-task, it will be divided into several actions. For instance, 

when the object is reachable, the transportation sub-task will be divided into three ac-

tions: picking the object, transporting it and releasing it. This is a tactical way of think-

ing. In this case, the machine is treated as an object with volume instead of a particle. 

Here the observation target should be a bigger scope including some parts of machine or 

the entire machine (Figure 1.10 (b)). Except that, a cab view is also thought as a tactical 

view which is designed to observing the front area of machine. By using this view, op-

erator will feel like setting in the machine. And the view is a common selection as well, 

such as [13], [14][35]. 

 

Figure 1.10 Different observation targets 

Machine 

Object 

Object 

Machine 

(a) Strategy target (b) Tactical target 
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In order to make target easily understandable, the scope of target has to be discussed 

here. In any case, scene near the machine is the most important. It means the scene in 

the maximum scope of action with the consideration of operators’ reaction time and re-

sponse time. The scope of action is also related to the possible range of motion of the 

machine during its response time. In Figure 1.11, I give the scope of motion of a car in 

different conditions. In construction machine case, the scope is more complex and more 

difficult to predict. 

 

Figure 1.11 Maximum scope of motion of a car in different conditions 

A simple method is to give an extremely large scene, which contains the scope of max-

imum action of machine. However, this may cause the influx of extra visual information. 

Because of the human being’s limitation of processing information, it may increase the 

difficulty of identifying the related information. It implies that the time cost of pro-

cessing visual information increases, which will lead to the low efficiency in both time 

and accuracy. Contrarily, if the scene is smaller than the scope of action, operator may 

slow down the manipulation or movement of the machine voluntarily for fear of the un-

known. Thus I think a suitable scope of the scene should be one of the most important 

requirements while developing the vision system. 

1.4.3 Human-friendly expression technique 

After making visual information accessible and making clear observation targets, the 

required information should be transformed in a human-friendly way. In this way, oper-

ator should observe appropriate views and reconstruct the work site condition in their 

brain. 

By using conventional method, some of views used are not understandable because of 

the unsuitable scope. And sometimes, some distance is hard to be calculated which may 

(a) Car runs slowly (b) Carr runs fast 

*Referred from www.drivingfutures.com 

http://www.drivingfutures.com/programs-initiatives/supply-chain/
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cause misjudgement. Thus, a good human-friendly expression method should include 

not only proper real-time videos but also some prompts which can describe invisible 

information (Figure 1.12). 

 

Figure 1.12 Visible information and invisible information 

i. Visible information 

In order to making the targets understandable when they are recorded, the number of 

views and the types of views are quite important. Besides them, how to arrange these 

views in a monitor is another question. 

For cab view and mini map, dedicated devices can be used. In addition, the cab view is 

mainly designed to make operator immersive and the different directions of a same mini 

map is meaningless, so only one view is enough to describe either of them.  

On the other hand, scope of entire machine or that of some parts of the machine is al-

ways recorded from third-person perspective. Several views from different aspects for 

same scope can be used to describe work condition, which makes operator easily imag-

ine and rebuild the scene in his/her brain. 

Referring to the views in static cases, we always use at least 2 views like orthographic 

projections to describe all necessary features of an object, when we make engineering 

drawing [17] (Figure 1.13). The number of views increases with the increasing com-

plexity of object. Sometimes, auxiliary projection, axonometric projection, and section 

views are also used to illustrate the complicated object.  

(a) (b) 
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Figure 1.13 Side view and front view of work condition 

Compared with cases in static conditions, views in dynamic conditions should be more 

complex. The unrelated information from camera cannot be ignored. And the video 

changes real-time, which means that operator has to process large amount of visual in-

formation all the time during his task. In order to reduce the operator’s pressure of pro-

cessing visual information, videos have to be intuitive and understandable. Moreover, 

operator pays more attention on holistic scene instead of small details. Thus, at least one 

perspective should be used to describe each scene respectively. In some cases, motion 

of target is very small. In order to understand the work condition in such cases, 2 views 

from different directions are recommended. 

Types of views should be designed according to the photography requirements for tar-

gets. According to [16], [67], cameras carried on construction machine itself are fixed 

and used to record first-person perspectives about entire front scene including end-

effector (Figure 1.14 (b)). And the mini map from GPS system gives the overlook view 

of the entire work site (Figure 1.14(a)). Thus, the types of views for these two targets 

have been decided. 

 

Figure 1.14 GPS view and cab view 

(a) (b) 
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For the other targets, same target can be recorded from several different directions. In 

the last section, 2 views are recommended. Therefore, two views from different direc-

tions will be used. 

Besides the two factors mentioned above, a good arrangement pattern is quite important. 

It makes operator easy to understand the function of each view and handle the work site 

condition. In principle, views for same scope should be close, and more important views 

should be closer to cab view. Here cab view is considered as the main view. 

ii. Invisible information 

Sometimes, it is very difficult for operators to imagine some of invisible data like dis-

tance or orientation by using videos only. For example, it is easy to be aware that the 

machine is near a wall in Figure 1.12 (a). However, it is hard to figure out the rough dis-

tance between the wall and the machine without prompts like the arrow in Figure 1.12 

(b). Like the arrow here, prompts make operator easy to understand the important invis-

ible information without calculation. 

However, prompts should not appear everywhere. Too many visual information will 

make views hard to be understand which may influence operators’ judgment. So, not 

only the number and the types of prompts but also the corresponding views of them 

should be thought about. 

1.5 Outline of the following chapters 

 Chapter 2: I will propose a camera model which enable camera to be put in 3D 

world. According to the model, required observation objects will be designed in 

3D world as well. With the consideration of balance between coverage rate and 

cost, camera placement algorithm will be conducted. And the result shows it is 

possible to conduct camera placement in a complicated terrain and most of the 

required area is covered. 

 Chapter 3: In order to confirm my proposed systems, a simulation platform is 

built. The software part and the hardware part will be introduced.  

 Chapter 4: To make camera track the wanted objects autonomously by adjusting 

its  posture and magnification rate, work condition is analyzed at the beginning. 

According to that, different observation objects and photography methods are 

decided. Thus, the roles of cameras are designed. In order to make all roles can 

be always played, a camera arrangement method is proposed. Comparison 
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experiment confirmed the good performance in time efficiency, safety, accuracy 

and user experience. 

 Chapter 5: Different kinds of augmented reality elements are used to enhance the 

sense of depth and sense of distance. An danger view is introduced to make the 

sence more understandable. The result of comparison experiment showed that 

the good performance in time efficiency, safety, accuracy and user mental 

pressure. Sight is also be successfully guided to views related to operator’s task. 

 Chapter 6: Conclude my work and point out the future works. 
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  
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2 CAMERA PLACEMENT 

SYSTEM 

In this chapter, I proposes a novel sensor model in three dimensional (3D) space. By 

using this model, it is possible to do line-of-sight-based sensor placement where the 

height of each camera above ground is variable and the required observation area cannot 

be treated as a flat surface. 

2.1 Background 

Unmanned construction machine is not only be used on plains, but also be used on 

complicated terrains such as in mountain area [18]. In such complicated cases, the atti-

tude difference can be very big and maybe there are some steep slope like cliff. Attitude 

everywhere is different. Compared with such cases, there is almost no attitude differ-

ence is relatively small. However, in some cases, objects are put on different height 

above the same attitude. Thus, it is almost impossible for us to treat required observa-

tion areas like that in 2D cases [19], [20]. Meanwhile, cameras should be also put on 

different height above local attitude to meet different televising demand (Figure 2.1). 

Until now, camera placement in complicated terrain is always conducted by experience. 

Therefore, sometimes blind angle appears which makes efficiency in unmanned con-

struction case much lower than that in manned construction case [14], [15]. So more 

observable area are required to solve the problem, and it can be better done by computer 

instead of human being’s experience. 
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Figure 2.1 Different camera televising demand 

2.2 Related works 

In traditional method, observation targets and line-of-sight-based sensors such as cam-

eras are always treated as points putting on a planar surface, which makes sensing range 

treated as a planer sector [19], [20]. It can be only used in 2D environment (Figure 2.2 

(a)). Compared with this, there exists another improved method, through which obser-

vation targets and cameras can be put on non-planar surface [21]. Therefore, the sensing 

range of a camera becomes a cone instead of a sector. By using this method, it is possi-

ble to conduct camera arrangement on complicated terrain if height above local attitude 

is fixed. It is a pseudo-3D method (Figure 2.2 (b)). However, both of them cannot meet 

the requirement of unmanned construction, so I decided to make a novel line-of-sight-

based model to enable observation targets and cameras put on variable height on com-

plicated terrain to realize 3D camera placement (Figure 2.2 (c)). 

 

Figure 2.2 line-of-sight-based sensor model 

Overlook 

Detail 

(a) (b) (c) 
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2.3 Proposed model 

2.3.1 Camera model 

In order to simplify the camera model in 3D environment, the volume of camera is ig-

nored as the models in 2D or pseudo-3D environment [19], [20], [21]. Thus we can treat 

our cameras in 3D model as a particle. Besides, it should own the following properties. 

 Basic properties of a 3D object 

o Position 

o Orientation 

 Perspective 

o Angle of view 

o Aspect ratio 

o Sensing distance 

o Up direction 

2.3.1.1 Basic properties 

In traditional 2D models, the position is always defined as (1). 

 𝑝 = (𝑥, 𝑦) (1) 

In pseudo-3D models, it is described as (2), where z is defined in (3) [21]. 

 𝑝 = (𝑥, 𝑦, 𝑧) (2) 

 𝑧 = 𝑔(𝑥, 𝑦) (3) 

Here, z is the height above local position corresponding to x and y, which means that 

height of camera is not variable when x and y are fixed. In order to make it variable, 

height of camera above local position should be introduced. Thus I modify function g 

and rewrite it as (4). 

 𝑧 = 𝑔(𝑥, 𝑦) + ℎ (4) 

h means the height of camera above the local ground, which enables it to be positioned 

in different height at the same position.  
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The orientation of camera includes the yaw angle θ around the vertical axis and pitch 

angle ξ around the horizontal axis. Therefore, the property of camera i can be described 

as (5).  

 𝑐𝑖 = (𝑝𝑖, 𝜃𝑖 , 𝜉𝑖) (5) 

Thus, the basic property ci of camera i in my novel 3D model is like Figure 2.3. 

 

Figure 2.3 Basic property 𝒄𝒊 of camera 𝒊 

2.3.1.2 Perspective 

The common process for taking a photograph of a desired view with a camera is shown 

in Figure 2.4. 

 

Figure 2.4 Steps in configuring and positioning the viewing frustum 
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The position and orientation of camera is not only decided according to those of object, 

but also decided by lens selected. As shown in Figure 2.5, when cameras with different 

perspective properties produce the desired view, position of cameras are different. In 

Figure 2.6, four factors of perspective is defined. Volume, shape of it, direction of view 

are decided by these four factors. 

 

Figure 2.5 Different perspective properties in 2D view 

 

Figure 2.6 Perspective of a camera 

Commonly, sensing distance is related to the resolution, the higher the bigger. It totally 

depends on the development of hardware. Aspect ratio depends on the properties of 

hardware as well. Here, we set the distance as 30 meters and aspect ratio as traditional 

4:3. Up direction is always set as the reverse direction of gravity, which meets human 

habits. Moreover, angle of view depends on the requirement of tasks. In unmanned con-

struction case, wide-angle lenses, standard lenses and long focus lenses are commonly 
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used [18]. Since telephoto lens sub-type are usually used instead of long focus lenses, 

they are referred to parlance as “medium telephoto lenses” and “super telephoto lenses” 

[24]. The previous one is widely used. Each angle of view is as follows [25]. 

 Wide-angle lenses: 64°~114° 

 Standard lenses: 40°~62° 

 Medium telephoto lenses: 10°~30° 

These angles of view are always diagonal angles. They should be transformed to verti-

cal ones to be used in computer graphics. After transformation, they become as follows. 

 Wide-angle lenses: 41°~85° 

 Standard lenses: 25°~40° 

 Medium telephoto lenses: 6°~18° 

In order to avoid the distortion of wide-angle lenses and simplify the computation, mul-

tifunctional lenses are used. The vertical angle of view is defined from 10°~70°. 

2.3.1.3 Coverage 

After deciding the basic properties and perspective, the coverage area of camera ci can 

be determined. The coverage judgment of camera ci observing point q can be described 

as a Boolean function (6). 

 𝐶𝑜𝑣(𝑐𝑖, 𝑞) (6) 

The Boolean value is corresponding to the distance between camera ci and point q, pan 

angle and tilt angle between ci and q and visibility from pi to q. They are written in 

(7~10) 

 𝑑(𝑐𝑖, 𝑞) = ‖𝑝𝑖 − 𝑞‖ (7) 

 𝑝(𝑐𝑖, 𝑞) = atan2((𝑦𝑞 − 𝑦𝑝𝑖) (𝑥𝑞 − 𝑥𝑝𝑖)⁄ ) − 𝜃𝑖  (8) 

 𝑡(𝑐𝑖, 𝑞) = atan((𝑧𝑞 − 𝑧𝑝𝑖) ‖𝑝𝑖 − 𝑞‖⁄ ) − 𝜉𝑖 (9) 

 𝑣(𝑐𝑖, 𝑞) ∈ {0,1} (10) 

In (10), 0 stands for invisible and 1 stands for visible. Visibility judgment is shown in 

Figure 2.7. 
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Figure 2.7 Visibility of target from camera 

Thus, function (6) can be written as equation (11) 

 𝐶𝑜𝑣(𝑐𝑖, 𝑞) = 𝑓[𝜇𝑑(𝑐𝑖, 𝑞), 𝜇𝑝(𝑐𝑖, 𝑞), 𝜇𝑡(𝑐𝑖, 𝑞), 𝑣(𝑐𝑖, 𝑞)] (11) 

According to the sensing distance, angle of view in pan plane and that in tilt plan, μd, μp, 

μt are defined as Boolean function. 1 stands for meeting the demand and 0 stands for not 

meeting the demand. Then, (11) can be represented as the product of μd, μp, μt and v in 

equation (12). 

 𝐶𝑜𝑣(𝑐𝑖, 𝑞) = 𝜇𝑑(𝑐𝑖, 𝑞) ⋅ 𝜇𝑝(𝑐𝑖, 𝑞) ⋅ 𝜇𝑡(𝑐𝑖, 𝑞) ⋅ 𝑣(𝑐𝑖, 𝑞) (12) 

2.3.2 Target model 

Observation targets are always treated as points with no volume [22]-[24].  Their posi-

tions are set above the local attitude, which is similar to that of cameras. We set the po-

sition of target qi as (13), where z is defined in (14). Here, h depends on the height 

above ground. 

 𝑞𝑖 = (𝑥, 𝑦, 𝑧) (13) 

 𝑧 = 𝑔(𝑥, 𝑦) + ℎ (14) 

2.3.3 Environment model 

In order to make the model adapt to most cases with variant complexity, the terrain is 

treated as a surface and described as (15). Here, z is described (16) and means the atti-

tude of local position. 

 𝑡 = (𝑥, 𝑦, 𝑧) (15) 
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 𝑧 = 𝑔(𝑥, 𝑦) (16) 

Because the carrier of a camera is a vehicle, the area covered cannot be ignored. There-

fore, I divide the terrain into (a-1)(b-1) meshes averagely, where a stands for the num-

ber of rows and b stands for the number of columns. Each mesh is a little bigger than 

the covered area of carrier. These camera carriers are set at the center of meshes respec-

tively. Each mesh can only set one carrier. In some cases, camera carriers are perhaps 

not stable on the local meshes, so tilt and smoothness of each mesh have to be taken in-

to consideration. 

Four vertexes of each mesh are rarely on the same plane only if the mesh is completely 

flat. In order to calculate the tilt and smoothness, all meshes are all treated as tetrahe-

drons.  

In my proposed model, smoothness depends on the distance ‖ℎ⃗ ‖ between two diagonals 

𝑣1⃗⃗⃗⃗  and 𝑣2⃗⃗⃗⃗ , which are bolded in Figure 2.8 (a). Tilt depends on the angle τ between the 

green plane and black plane in Figure 2.8 (b). The green plane here should parallel to 

the two bolded diagonals. 

 

Figure 2.8 Smoothness and tilt of a mesh 

The direction of unit normal vector 𝑛𝑏𝑙𝑎𝑐𝑘⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   of the black plane is the reverse direction of 

gravity, thus it can be written as (17). Thus, the tilt and smoothness of the mesh can be 

measured by (17~20), where 𝑛𝑔𝑟𝑒𝑒𝑛⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   stands for the unit normal vector of the green plane. 

 𝑛𝑏𝑙𝑎𝑐𝑘⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  = (0, 0, 1) (17) 

 𝑛⃗ 𝑔𝑟𝑒𝑒𝑛 = (𝑣 1 × 𝑣 2) (‖𝑣 1‖ ⋅ ‖𝑣 2‖)⁄  (18) 

ℎ⃗  

𝑣2⃗⃗⃗⃗  

𝑣1⃗⃗⃗⃗  

𝑛𝑏𝑙𝑎𝑐𝑘⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   𝑛𝑔𝑟𝑒𝑒𝑛⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   𝜏 

(a) (b) 
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 ‖ℎ⃗ ‖ = |𝑛⃗ 𝑔𝑟𝑒𝑒𝑛 ⋅ ℎ⃗ | (19) 

 𝜏 = acos(𝑛⃗ 𝑔𝑟𝑒𝑒𝑛 ⋅ 𝑛⃗ 𝑏𝑙𝑎𝑐𝑘) (20) 

When four vertexes are almost on the same plane ‖ℎ⃗ ‖ can be small, which means the 

mesh is smooth. In this case, the tilt angle between the plane and the ground plane will 

be calculated. Large τ stands for large tilt angle; large 𝑑 stands for low smoothness. It is 

possible to position a camera carrier on the center of the mesh only if both ‖ℎ⃗ ‖ and τ are 

small. 

2.4 Evaluation method 

The coverage possibility of a single required observation target q by camera ci can be 

described as (12). Therefore, the coverage possibility of a single required observation 

target by all cameras can be written as follows: 

 𝐶𝑜𝑣(𝐶, 𝑞) = 1 − ∏ (1 − 𝐶𝑜𝑣(𝑐𝑖, 𝑞))𝑖=1,⋯,𝑛  (21) 

Here, C stands for the set of all possible cameras and 𝑛 stands for the number of all 

candidate cameras. In traditional method, the position of cameras is not limited, so all 

targets can be observed if there are enough cameras. However, in the cases with limita-

tion, some targets are maybe not observed by all cameras. Therefore, we propose the 

following equations to evaluate the coverage rate more precisely. 

 𝑁𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑏𝑙𝑒 = ∑ 𝐶𝑜𝑣(𝐶, 𝑞𝑖)𝑖=1,⋯,𝑚 . (22) 

 𝑁𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 = ∑ 𝐶𝑜𝑣(𝑁, 𝑞𝑖)𝑖=1,⋯,𝑚 . (23) 

 𝐶𝑂 = 𝑁𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 𝑁𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑏𝑙𝑒⁄  (24) 

 𝐷 = 𝑁𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑏𝑙𝑒 𝑚⁄  (25) 

N is the set of all used cameras; m stands for the number of observation targets required; 

Nobservable means the number of total observable targets; Nobserved means the number of 

observed targets by used cameras. The rate CO of the observed targets in observable 

ones is used to evaluate the coverage rate. Meanwhile, the rate D of the observable tar-

gets in required ones can describe the complexity of environment observation 

2.5 Optimization Strategy of Camera Placement 

According to our proposed models, there are more limitation for camera placement. Al-

so, camera placement computation and evaluation standard are extended to 3D space. 
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We cannot thus simplify the environment as a narrow flat plane or a terrain surface as 

before. Traditional methods like iteration depend on initial values too much, making 

simulation difficult to find an optimal or suboptimal solution. To solve the problem and 

verify the feasibility of our proposed models, we make some assumption to simplify the 

computation for our case. 

2.5.1 Preparation 

In order to reduce the amount of computation in camera placement, we calculate the 

possible configuration of each camera in advance. Each possible camera configuration 

should cover at least 1 required target point, or it is unacceptable. For each camera ci, 

we have the equation as follows: 

 𝑡𝑖 = ∑ 𝐶𝑜𝑣(𝑐𝑖, 𝑞𝑗)𝑗=1,⋯𝑚 . (26) 

Here, ti means the number of observable targets by camera ci. If ti is larger than 0, each 

q, which makes 𝐶𝑜𝑣(𝑠𝑖, 𝑞) = 1, will be stored in set Ti, which is described like: 

 𝑇𝑖 = {𝑞1, ⋯ 𝑞𝑡𝑖} (27) 

Here, q1 to qti are all observable targets from camera ci. Considering each camera should 

shoot required target in its center area, if all measured targets are compressed, we can 

treat the possible orientation of the camera as the vector from a camera to a required ob-

servation target, to simplify the computation by avoiding probable unacceptable proper-

ty. Therefore, the total observed targets can be described as the union T of Ti 

 𝑇 = ⋃ 𝑇𝑖𝑖∈𝑁  (28) 

2.5.2 Proposed placement strategy 

From the analysis of disadvantages of traditional strategies, we propose a practical cam-

era placement strategy. The algorithm of the proposed strategy is shown in Fig. 4. In the 

pseudo-code of camera placement, num stands for the number of cameras used; flag 

stands for the number of patterns when the number of cameras is decided. 
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Figure 2.9 Pseudo-code of camera placement in our strategy 

2.5.2.1 Traditional strategy 

In traditional method, iteration is always used with no practical limitation, which makes 

the result undependable. There are two main disadvantages [25][30]. First, the initial 

property of some cameras is not dependable. In some cases, some cameras are still used 

even if it can hardly observe any required targets. This phenomenon always occurs in 

large maps with a lot of large valueless observation areas. Random initial values proba-

bly set some cameras in such areas, which causes that these cameras have no chance to 

exchange with better options. Second, the initial number of cameras are always deter-

mined by the size of maps. Such iteration methods are always used in the situation 

where all targets are required to be observed. Random initial cameras are thus nearly 

for t = 1 to n 

 Ccandidiate(1, n) = {ci} 

end for 

flag = 1, num = 1, m = n, Preq = 30% 

do (if Preq > 0) 

 flag = 0 

 for  t = 1 to m 

 for r = 1, …, n 

  if sensor n meet the all environment requirement and the relationship with each sensor in Ccan-

didate (num, t) 

  then 

   calculate Pr 

   if Pr > Preq 

   then  

    flag = flag + 1, Ccandidate(num + 1, flag) = Ccandidate(num, t) + {Cr} 

   end if 

  end if 

 end for 

end for  

if flag > 0 

then 

 num = num + 1 

else 

if CO < 90% 

then 

  Preq = Preq – 5% 

 else 

  Preq = Preq – 2.5% 

 end if 

end if 

end do 
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homogeneously distributed in the scene. However, in many practical cases, not all of the 

targets should be observed and cameras cannot be placed in some areas. Therefore, the 

initial cameras should depend on the scene and the result should reflect the requirement. 

Besides, some other practical requirements should be concerned, such as the safe dis-

tance between camera and nearest target, the required distance between each two cam-

eras, the landform and etc. We thus try to propose a strategy to obtain the optimal 

placement of cameras. And, it should adapt to most cases mentioned above. 

2.5.2.2 Proposed strategy 

In our proposed strategy, the objective should take two things into consideration, the 

coverage rate and the profit when increasing a new camera. The definition of coverage 

rate is already mentioned in the previous section. We here set the target coverage rate 

CO 90% to ensure a high observability. The profit means the rate of value of increased 

targets and the total value of observable targets when a new camera ci is placed in the 

scene. The profit Pi is given by (29) 

 {

𝑃𝑖 = ∑ (𝑞𝑗𝑤𝑗)𝑗=1,⋯,𝑛1
∑ (𝑞𝑘𝑤𝑘)𝑘=1,⋯,𝑛2⁄ .

𝑞𝑗 ∈ 𝑇𝑖
𝑞𝑗 ∉ 𝑇

 (29) 

The wi means the value of required target qj, which always concerns the importance of 

qj. qj belongs to the Ti of increased camera ci and not belongs to the current T which is 

not refreshed by increasing Ti. n1 stands for the number of such targets qj; n2 stands for 

the number of total observable targets in the scene. In our research, we set the value of 

each target 1, so the profit Pi equals to the increased coverage rate. We define the ac-

ceptable profit Pr as 30% initially to ensure the cameras which can observe more targets 

have high computational priority as well as reduce the computational cost. If Pi is larger 

than Pr, the increased camera i is acceptable. If such Pr does not exist and CO is less 

than 90%, the coverage lower limit used in our experience, required Pr will reduce 5 

percentage points until it becomes 0. If CO is more than 90%, Pr will reduce 2.5 per-

centage points until it becomes 0. The Ccandidate with the largest value will be outputted 

as the optimal result. 
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2.6 Experiment 

2.6.1 Camera carrier and Camera 

Considering the property of camera carrier, one carrier can only carry one camera. Ad-

ditionally, carrier and the camera carried is on the line which is parallel to the gravity, 

which means the position of carrier and camera can be written in the equations (30~31). 

 𝑃𝑣𝑒ℎ𝑖𝑐𝑙𝑒 = (𝑥, 𝑦, 𝑔(𝑥, 𝑦)) (30) 

 𝑃𝑠𝑒𝑛𝑠𝑜𝑟 = (𝑥, 𝑦, 𝑔(𝑥, 𝑦) + 𝑧𝑟) (31) 

Because carriers here are all vehicles. Positions of these carriers should be different, 

which makes arbitrary two cameras are not on the same line parallel to the gravity. Be-

sides, they should not be positioned at the same place as required target. Considering 

the size of camera can be ignored compared with environment size, all cameras are de-

fined invisible this time. Assuming the meaningful distance above the ground is 0 to 6 

meters and the interval of two targets on the same vertical line is 1 meter, the position of 

observable target qi can be written as (13~14). Here, x, y and h are non-negative integers. 

In addition, 𝑧 ∈ [0,6]. In order to observe such targets and simplify the computation, the 

interval of two neighbor possible position of one camera on the same vertical line is 1 

meter, and the range of the vertical position of each camera is 3 to 9 meters. The posi-

tion equation of the camera ci should be (2, 4). And x, y, h are all non-negative integers 

and ℎ ∈ [3,9]. 

2.6.2 Environment and Required Targets 

We create a terrain map to verify the feasibility of our proposed practical placement 

strategy (Figure 2.10).  

 

Figure 2.10 Terrain generated. 
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The 256 x 256 height map used in our environment (http://docs.garagegames.com). 

Each pixel is thought as a square mesh with the size of 1 meter by 1 meter. 

The maximum attitude difference is defined as 50 meters, and the distance between two 

neighbor pixels is 1 meter. Next, we divide the terrain into meshes 50 by 50. And, de-

mand the tilt angle should be less than 30 degrees and the d in Fig. 3 should be less than 

0.3 meters. We put two work centers in the environment. The first center is put at (25, 

25) and its range is 7 meters, the other one is at (30, 40) and its range is 15 meters. 

Namely, in the 51x51x7 environment, the number of required targets is 171, about 0.94 

percent of the total vertexes of cubes. Notice, the required targets are set above the ver-

texes of meshes if needed, and carriers are positioned at the center of meshes if possible. 

Moreover, the property of each possible camera should be specified according to the tilt 

angle, pan angle, shooting range and pitch angle requirement. They are all given in Ta-

ble 1. 

Table 1 Parameter value of proposed camera model 

Tilt angle Pan angle Pitch Range min Range max 

55.4° 70° -60°–+60° 0m 30m 

2.6.3 Results 

First, according to the tilt requirement and smoothness requirement as stated above, the 

terrain map is rendered as Figure 2.11. Gray meshes mean impossible positions for 

camera carriers and white meshes mean possible ones. 

 

Figure 2.11 Divided terrain 

Possible 

Impossible 
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Considering the position conflict of the required targets and cameras, the possible posi-

tion of carriers are then updated, as shown in Figure 2.12. Possible camera positions are 

rendered as blue diamonds and surround required targets. 

 

Figure 2.12 Possible camera positions 

Then, we can obtain the number of total observable required targets, which is 161, 

which means that ten points cannot be observed due to installation limitation of camera 

carriers. Additionally, we can find that 771 camera positions and 117 carrier positions 

are available according to the camera property and ground property. At the moment, the 

optimum strategy is used to calculate the possible camera placement patterns. As a cal-

culation result, 144 required targets can be observed as the maximum by 4 cameras. Ob-

servable targets are shown in Figure 2.13 and cameras placed in the environment and 

their coverage areas are shown in Figure 2.14. Red diamonds means the required targets. 

 

Figure 2.13 Updated possible camera positions and required targets 
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Figure 2.14 Outputted camera placement pattern 

4 cameras can observe 144 required targets. The coverage area of each camera is shown 

as the teal volume and the camera is set at the top of it. 

Table 2 Trade-off of profit and cost 

Number of cameras Number of observed targets Coverage rate 

1 51 31.7% 

2 100 62.1% 

3 123 76.4% 

4 144 89.4% 

The relationship among the number of cameras, number of observed targets, and cover-

age rate is listed in Table 2. The total observable targets: 161. We can find that the cov-

erage rate CO is 89.4% by using just 4 cameras. In other words, the coverage rate does 

not increase more than 2.5 percentage points (i.e., approximately 4 required targets) 

even if a camera is increased. The result of the coverage rate is close to the expected one, 

which means our proposed model and evaluation method are able to describe cameras in 

3D space. 

2.7 Summary 

The 3D camera model which describes the property in 3D environment and practical 

camera placement strategy which can be combined with other requirements and condi-

Camera 

Visible range 
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tions to realize optimum placement in 3D world, especially for remote control field. 

Trade-off relationship between coverage rate and cost, i.e., the number of cameras, 

should be quantified because it can be helpful to make camera placement strategy more 

practical. The result of camera placement experiment clarified the relationship between 

the number of cameras, number of observed target, and coverage rate. From the results, 

it is confirmed that the proposed camera model in 3D environment and evaluation 

method is effective in 3D space. 
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3 SIMULATION PLATFORM 

3.1 Requirements 

Many technologies have been developed and realized in real world by using physical 

resources, which is important for practical fields. Compared with the simulation in vir-

tual world, the result in real world is more dependable. However, there are some disad-

vantages as following, which cannot be ignored. 

 High cost 

 Time-consuming preparation and experiment 

 Irreproducible environment 

In order to prepare the unpredictable disaster, operators should practise in different en-

vironment repeatedly and novel technologies should be quantitatively experimented. 

Therefore, developments in real world are not applicable for that purpose. As a common 

way to address these problems, virtual reality (VR) simulators are often used, such as 

surgical operation simulators [31], [32] and automobile driving simulators [33]. In con-

trast to physical method, VR simulators possess the advantages such as lower cost, re-

peatability, quantitative evaluation possibility and no physical constraints. Thus, VR 

simulators are widely used for operational skill training, the derivation of comprehen-

sive problems and improvements [31], and the development of advanced technologies, 

even though physical behavior is difficult to reproduce precisely.  

In the construction machinery field, a VR simulator for coaching machine operations 

has been developed [34]. However, no VR simulators have been developed to solve vi-
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sion support problem in the unmanned construction field. Thus I decided to establish a 

VR simulator to develop the two vision support systems mentioned in chapter 1. 

3.2 Development of man-machine interface 

Man-machine interface is separated in to parts. One is hardware part which is used to 

control the construction machine in the established virtual world. The other is software 

part to establish the virtual world. 

3.2.1 Hardware 

Hardware is mainly composed by a PC, a monitor, two AD boards (PCI-3168c), a volt-

age source and machine controllers. In order to make experiment easy to be analysed 

quantitatively, conventional joysticks are used as those used to control real machine. 

The connection diagram is as Figure 3.1. One AD board is used for machine control and 

the other one is used for environmental camera control. A power box connected to AD 

boards which supplies 5V voltage to the board. In addition, a PC is used to process digi-

tal signals and run the simulator, and a monitor (1920 x 1080) displays the output opera-

tion interface.  

 

Figure 3.1 Connection of hardware 

 

5V 
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Figure 3.2 Composed hardware system 

After assembling these components, the hardware is shown in Figure 3.2.  

Two manipulator joysticks are located on each side of operator while four camera joy-

sticks and two crawler joysticks are located in front of the operator. Crawler joysticks 

are a little higher than camera joysticks. This configuration refers to the real construc-

tion machinery one, which makes operators convenient to reach all joysticks. Addition-

ally, JIS standard is referred to define the instruction of machine-control joysticks. 

3.2.2 Software 

The operation interface is written by visual C++ and divided into two components. One 

is to conduct dynamic computation to draw out the position and posture of each objects. 

It is done by Open Dynamic Engine (ODE). Forces, moments and speed of each object 

in VR environment can be recorded as the evaluation accordance. The other component 

is rendering, which can render the VR scene by reading the shape, position and posture 

of objects from dynamic computation component. Here, OpenGL is used to realize it. In 

the following sub sections, operation interface, controlled machine, cameras and other 

objects in the scene will be introduced. 

3.2.2.1 Operation interface 

In the simulator, six 4:3 viewports with the same size are used. And they are arranged as 

a (2 x 3) pattern [13] [35], which is a common configuration to represent the machine 

information. The arrangement is symmetric to operator when the bottom middle view-
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port is opposite to him/her. This viewport is defined as the main viewport, and others 

are used to support it. The closer to the main one, the more important it is. 

Considering the cab view is the only view used in manned construction, it is set at the 

main viewport to adapt to the operators’ habit. In order to inform operator the machine 

position and the corresponding status, a 2D mini map will be displayed with machine 

status and camera connection in another monitor. The other four are used to show views 

from environmental cameras. A viewport arrangement sample is shown in Figure 3.3. 

 

Figure 3.3 Viewports configuration sample 

3.2.2.2 Controlled machine 

In the VR simulator, construction machine is thought as a dismantling machine. The 

motions of it can be classified in two kinds, movement of machine itself and manipula-

tion. The movement of machine is based on driving two crawlers, which can realize the 

differential control. Rotation of each link on manipulator and pivot is to realize the ma-

nipulation and grasping. The construction machine image with rotation joints of manip-

ulator is shown in Figure 3.4.  

(i) Status and mini map (ii) Environment view (iii) Environment view 

(vi) Environment view (v) Cab view (iv) Environment view 
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Figure 3.4 Construction machine prototype in virtual world 

3.2.2.3 Cameras 

Two types of cameras are used. One is adjustable camera, which is shown in Figure 3.5. 

It is used as environmental camera, which is thought carried on vehicle. The position of 

each camera is fixed, which is defined in advance. Each camera can rotate around pitch 

axis or yaw axis to adjust its posture. And it can also change its angle of view to adjust 

the magnification. The control method of each camera is shown in Figure 3.2. 

 

Figure 3.5 Adjustable camera prototype 

The other type is camera carried on work machine. It is installed in the cab of work ma-

chine with fixed position and posture. And it faces the same direction as the front direc-
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tion of the cab, which makes the view from it like that from operator’s eye in manned 

case. And the angle of view is always fixed as 70° to supply a wide vision. 

By using these two kinds of cameras, views are shown as those in Figure 3.3. 

3.2.2.4 Others 

Except the machine and cameras, there also set pipes, boxes, walls and mounds in ad-

vance to simulate the work site in virtual world. Pipes are transportation objects, and 

they are ordered collected to a specified box from others as tasks. Walls and mounds are 

thought to raise the difficulty. And they are abandoned to contact construction machine. 

Mounds make the machine moves tougher and make pipes more difficult to be reached. 

Detailed configuration of these objects in experiment scene will be introduced in the 

following chapters. 
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4 AUTONOMOUS CAMERA 

CONTROL SYSTEM 

4.1 Requirements 

4.1.1 Targets 

At first, the observation targets should be made clear according to the condition of ma-

chine. It is used to decide what kind of visual information should be informed of. Ac-

cording to the analysis of motion of machine, there are mainly two patterns:  

 Movement, which is realized by driving crawlers. (Figure 4.1 (a)) 

 Manipulation, which is realized by rotating the joints on manipulator or machine 

pivot (Figure 4.1(b)).  

 

Figure 4.1 Different motion patterns of machine 

(a) (b) 
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Except them, the view in front of the cab should be processed as well to make operator 

feel like sitting in the cab of a real machine as mentioned in Section 1.4.1. By using this 

view, it can help operator find his/her position and the situation around the machine be-

cause it is a first-person view. They are all tactical views. Besides the targets processed 

for tactical demand, information for strategy demand should be processed as well. Ac-

cording to [14], a mini map by GPS is a common way to inform operator of the current 

position of machine in the entire work site. Thus, a mini map is used to meet visual 

strategy demand of unmanned construction. In this case, the entire scene of work site is 

the observation target. 

4.1.2 Display 

In order to make the visual information understood by operators, how to process the in-

formation should be discussed. In static case, as mentioned in Section 1.4.3, at least 2 

views from different directions should be used. Because of the continuous motion of 

objects in the view, operator can refresh and revise his/her recognition of work site all 

the time. In this case, 1 view is enough if the motion in it is big and understandable. 

Contrarily, in some cases, the motion is too slight to be observed clearly, such as ma-

nipulation. Thus, 2 views are recommended as that in static condition. Consequently, 2 

third-person views each from environmental cameras are used to display the movement 

and manipulation. Including a cab view and a mini map view, totally six views are 

needed to express the real-time condition of machine. 

 A cab view 

 A mini map view 

 Two manipulation views or end-effector views 

 Two machine views 

Except the number of different views, the photography demand should be discussed as 

well. Commonly, when manipulation is conducted, operator tends to know the position 

in manipulator planer and that in the planer vertical to manipulator planer. By using 

these two views, operator can know the detail position of end-effector and conduct ma-

nipulation more precisely. In this case, the image of manipulator or end-effector should 

be displayed in the center of the view and take most space in the view. Considering the 

height limitation of environmental cameras, the view is on the same height level of ma-

chine itself. Thus, view from the back of machine will cover the rear of machine instead 
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of end-effector, which is not expected. So a side view and a front view of manipulator 

will be used to describe manipulator. 

When machine moves, the relationship between machine and environment around it is 

important. Thus, machine itself should be observed from different perspectives, such 

like side, front or back. So the combination of side view and front view, or that of side 

view and back view will be used. In addition, in this case, the image of machine should 

cover the center space of the view, because the other space will be used to show envi-

ronment to describe the relationship with machine. 

4.2 Roles of cameras 

On the basis of analysing the camera images that needs to be provided for operators in 

specific situations, the camera roles Rx needed for autonomous control were defined. 

4.2.1 Analysis of required images depending on situation 

In presently available systems, environmental cameras are not controlled during ma-

chinery operations, and they provide basic panoramic views. Even with operators that 

have superior spatial ability, the back sides of objects cannot be visualized in the present 

systems. The purpose of the system proposed in this study is to enable operators revert 

the original scene by observing views from environmental cameras. Toward that end, I 

did the following. At the beginning, I analyzed which images of each targets would be 

needed for improving work performance and that are common to various types of work 

content. Sequences common to disaster response work is used as the basis for choice, 

such as base movement, reaching, work using an end-effector (for digging, bending, and 

grasping), transporting, and releasing. The relationship between required operations and 

camera images for each work situation are listed in Table 3. 
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Table 3 Relations between required operations and images in each work situation 

Situation Required operation Required information Required image 

Movement (Operations using crawlers) 

Forward 

Backward 

Turning 

Safe and efficient posi-

tioning 

Ground condition 

Self-position in site 

Surrounding barricade 

Surrounding image in-

volving machine 

Manipulation (Operations using manipulator or machine pivot) 

Reaching 

 

 

Work using end- effector 

 

 

Releasing 

 

 

Transport 

Efficient operation with-

out coming into contact 

with obstacles 

More precise control of 

position and posture of 

the end point 

More precise control of 

position and posture of 

the end point 

Careful operation not to 

drop object and contact to 

obstacles 

●Distance between object 

and manipulator 

●Sense of depth 

●Precise distance between 

object and end point 

●Situation of contact 

●Precise distance between 

object and end point 

●Situation of contact 

●Situation of place where 

object is transported  

●Ground condition 

Manipulator’s posture in 

relation to neighboring 

obstacles 

Enlarged image to show 

the distance between the 

end point and an object 

Enlarged image to show 

the distance between the 

end point and an object 

Manipulator image in-

volving spaces displaced 

in its moving direction 

 

 Base movement: Safe and efficient positioning of the machine body is needed. 

Images of the machine and the surroundings are needed for confirming ground 

conditions and the relative positions of obstacles and the machine. 

 Reaching: Efficient operation that avoids contacting obstacles is needed, but 

accurate depth perception is essentially difficult during teleoperation work. 

Images that indicate the posture of the manipulator in relation to neighboring 

obstacles are required for this task. 

 Work using end-effectors: These activities include digging, bending, pressing, 

and grasping, where the endpoint applies force to an object. The position and 

posture of the grapple must be controlled precisely because an excessive 

application of force in a wrong direction can lead to debris collapse or toppling 

of machines. Enlarged end-point images are therefore needed to show the 

distance between the end-effector and an object. Images of this type are also 

needed during the releasing phase. 

 Transport: Careful and efficient operation is required during transporting of 

objects because dropping those objects or contacting obstacles can create 

extremely dangerous situations. Images of space in the manipulator’s direction 

of motion are needed for pre-entry visualization of the space the manipulator 

will enter. 
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4.2.2 Imaging objects and imaging modes 

Camera roles correspond conceptually to required images, as listed in the last column of 

Table 3. Note that Table 3 lists only common required images, so camera roles should 

be flexible and reusable, with arbitrary definitions permitted. We thus decompose cam-

era roles into two elemental components: an imaging object, which a camera should 

capture within a specified imaging range; an imaging mode, which represents controls 

related to the imaging object. Here, the most fundamental imaging objects and modes 

are defined. 

4.2.2.1 Imaging objects 

To characterize an imaging object Ox, I need to define the imaging center and the imag-

ing range. The system should provide enough spatial information to enable operators to 

understand the relations among machines, objects, and the environment. Thus, the imag-

ing center should be based on the state of the machine and be defined uniquely for each 

object, with common object types available to adapt the various configurations of the 

machine. The imaging range can be determined from the imaging center and work situa-

tion, as mentioned in Section 4.2.1. From the above analysis and the contents of Table 3, 

I defined three imaging objects Ox, as shown in Figure 4.2. 

Thus three detail imaging objects Ox were derived:  

 Machine (O1): This is used to provide a machine-centered overview in the work 

environment. The imaging center is the center of the pivot joint. The imaging 

range is the machine, including some of the surrounding environment.  

 Manipulator (O2): This is used to provide the movement and posture of a 

manipulator to allow recognition of the spatial relation of the manipulator to 

obstacles. The imaging center is the geometric center of the manipulator. The 

imaging range is the whole of the manipulator. 

 End-effector (O3): This is used to provide the movement and posture of the end 

point to allow precise recognition of the spatial relation between the target object 

and the obstacles. The imaging center is the center of the grapple. The imaging 

range is the whole of the end-effector. 
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Figure 4.2 Image objects 

4.2.2.2 Imaging mode 

To define an imaging mode Mx, we need to define ways of controlling the orientation 

and zoom ratio of cameras. The fundamental mode necessary for camera control is 

tracking of an imaging center and zooming to the correct imaging range. Advanced 

modes, but ones that are essential for teleoperation, are the posture mode, which enables 

operators to visualize depth, and the trajectorymode, which provides information about 

the environmental that will be entered in the near future. From the above analysis on the 

basis of control strategies for eye-in-hand robotic manipulators [44] and the information 

in Table 3, we define four fundamental imaging modes Mx (Figure 4.4): 

 Tracking (M1): This provides a continuous view of an imaging object to allow 

monitoring its state. The tracking mode keeps the camera following an imaging 

object by controlling the yaw and pitch rotations according to a simple forward 

kinematics algorithm. 

 Zoom (M2): This provides images at a resolution suitable for the situation (from 

wide to detail). This can be used for viewing the spatial relations between the 

machine and target objects and obstacles. The zoom mode adjusts the zoom ratio 

according to the situation as identified by a work-situation identification method 

(these are explained in Section 4.2.3.2). 

 Posture (M3): This provides images from the direction perpendicular to the 

imaging object, which makes perception of depth easier. The posture mode 

adjusts the camera orientation within postural constraints, as shown in Figure 4.4 

(c). This is quite important for visual feedback in teleoperation systems. This 

role focuses on recognition of the manipulator’s state. 

 Trajectory (M4): This provides images in which the imaging center is displaced 

in a specified movement direction, which helps with effective planning and 
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operation for improving safety and efficiency. The trajectory mode adjusts the 

camera orientation according to the direction of the end point’s movement, as 

shown in Figure 4.4 (d). This role focuses on spatial recognition. 

 

Figure 4.3 Fundamental imaging modes 
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4.2.3.1 Camera roles 

As mentioned in Section 4.2.1, camera roles can be arbitrarily defined for different pur-

poses and usage conditions. The number of camera roles should be determined in rela-

tion to the number of cameras that will be installed in the actual environment. In defin-

ing a camera role, we need to consider the effectiveness, independence, and practicality 

of the role, and specifically the compatibility of the combination of the chosen imaging 

objects and modes. The end point (O3) is compatible with all imaging modes. In con-

trast, the machine (O1) is not compatible with posture mode (M3) because the machine is 

used for perception of the overall environmental situation. On the basis of the above 

analysis and the contents of Table 3, we define four fundamental camera roles Rx that 

are commonly useful for arbitrary tasks and environments. 

 Overview-machine R1 (O1; M1, M2): In this role, the camera tracks the machine 

with a panoramic image to provide operators with an understanding of the 

overall situation, showing hazards such as other machines approaching and 

nearby objects and terrain, as shown in Figure 4.4 (a). The angle of view is 

adjusted on the basis of the distance between the machine and the cameras so 

that the whole of the machine is in the image frame. 

 Enlarged-end-point R2 (O3; M1, M2): In this role, the zoom ratio is adjusted 

depending on the identified work situation and the end point is tracked, as 

shown in Figure 4.4 (b). The zoom ratio is proportional to the precision 

necessary for the operations. This role allows operators to be more precise and 

efficient and avoid dangerous collision with target objects during operations 

using the end-effectors involving grasping, pressing, or releasing an object. 

 Posture-manipulator R3 (O2; M1, M3): In this role, the camera direction is 

maintained at a right angle to the manipulator, and it tracks the manipulator. 

This provides operators with a sense of depth and helps them avoid unintended 

contact with obstacles, as shown in Figure 4.4 (c). The posture of the 

manipulator can be obtained from angle sensors installed in the machine 

together with data from a GPS. Perpendicularity is actually an overly strict 

condition, so the allowable angle is defined as 90°±20° in this study. 

 Trajectory-manipulator R4 (O2; M1, M3, M4). In this role, the camera tracks 

the imaging center in O2 offset in the direction of movement of the end point and 

satisfying role R3, as shown in Figure 4.4 (d). The offset is proportional to the 
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end point’s velocity. The offset at the maximum velocity was set to 2m in this 

study. This role provides operators with data about the environmental 

information that will be entered in the near future, which helps to improve safety 

and efficiency. 

 

Figure 4.4 Fundamental camera roles 
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collected are distinct. Therefore, the positions of the debris yard and the collection yard 

are adopted as feature values for debris-removal work, this simplification is used when 

identifying work situations, as shown in the lower part of Figure 4.5. For this paper, a 

work-situation identification method is defined that classifies the work situation into 

one of five states Sx. 

 Base movement (S0): This state occurs when there is only operation for base 

movement during the reaching state (S1).  

 Reaching (S1): This state occurs when the distance between the end point and 

the debris yard is larger than 3 m and there is no contact with an object.  

 Grasping (S2): This state occurs when the distance between the end point and 

the debris yard is smaller than 3m and there is no contact with an object. Once 

the grapple has grasped the object using the closing operation, the state 

transitions to S3.  

 Transport (S3): This state occurs when the distance between the end point and 

the collection yard is larger than 3m and there is contact with the object. 

 Releasing (S4): This state occurs when the distance between the end point and 

the collection yard is smaller than 3m and there is contact with the object. Once 

the grapple has released the object using the opening operation, the state 

transitions to S1. 

The proximity for state identification (3m) was decided from the result of exploratory 

trials. The relations between active camera roles, image ranges (zoom ratios), and work 

situations are shown in the upper part of Figure 4.5. R1 is always provided because the 

overview image allows dangerous situations to be noticed, and thus it should be viewa-

ble at all times. Additionally, R2 is always provided because the state of the end point, 

which physically contacts objects, should be constantly monitored. R3 and R4 are chosen 

conditionally during grasping and releasing (R3) and during reaching and transport (R4) 

because R3 is mainly for collision avoidance whereas R4 is mainly for spatial recogni-

tion. The variable imaging range for R2 is defined as 4m (S0 and S1), 2m (S2), 5m (S3), 

and 2.5m (S4), with linear interpolation between situations (see the upper part of Figure 

4.5). These parameters were determined during exploratory trials and are chosen to en-

sure sufficient visibility and comfortable operation. The effectiveness of the parameters 

used for identifying the work situation and for defining camera roles is discussed as part 

of the experimental results in section 4.5. 
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Figure 4.5 Situation identification and adaptive image range control 
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environment; a digital map of the environment is built from the acquired 

information. Currently, acquisition systems for such information have not been 

used in unmanned construction. In practice, the necessary information can be 

gathered by using GPS data and existing three-dimensional mapping 

technologies ([47], [48] and [49]). 
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 Object recognition and segmentation: The proposed system relies on 

technologies that can segment an image into different regions and categorize 

those regions by content, such as ground, target object, and obstacle. Such 

systems have not yet been implemented in unmanned construction, but existing 

image processing technologies ([50], [51] and [52]) can be applied for this 

purpose. Additionally, the ability to designate objects to be removed and the 

location of collection yards will be needed. We assume here that this will be 

realized by a touch interface that will allow designation by operators or 

managers. 

 Camera control: Technologies to control the environmental cameras more 

stably and efficiently, and compensation mechanisms for oscillation from 

actuation or wind, optical flow, and optical distortion in the actual environment, 

are required. We plan to implement such systems on the basis of existing image-

stabilization and image processing technologies [53].Moreover, we plan to 

develop a control method that considers the physical limitations of joints and 

zoom controls [44] as future work. 

4.3 Role assignment system 

To assign the necessary camera roles to suitable cameras, I developed a role assignment 

system that checks for possible roles, selects suitable cameras, and assigns the camera 

roles in real time. 

4.3.1 Role Possibility Matrix 

4.3.1.1 Check of role possibility 

The system first confirms for each camera whether it can play each camera role in real 

time. A role is possible when there are no obstacles between the camera and the imaging 

object (visible imaging range, see below) and no limitations from the camera’s parame-

ters (within controllable range, see below) by using the positions among cameras, imag-

ing objects, and obstacles, as shown in the left part of Figure 4.6. 
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Figure 4.6 Check of role possibility and role possibility matrix 
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by using data from angle sensors installed in the environmental cameras. 
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Similar to the method mentioned above that we used to identify work situations, we as-

sume that the necessary information about the shapes and positions of target objects and 

obstacles is already known. The checked possibilities are then used to create an m ×n 

matrix of the role possibilities A (where m is the number of roles, and n is the number of 

cameras), as shown in Figure 4.6 (a). The possibility matrix A is thus given by equation 

(32): 

 𝐀 = [

𝐴11 𝐴12 ⋯ 𝐴1𝑛
𝐴21 𝐴22 ⋯ 𝐴2𝑛
⋮ ⋮ ⋱ ⋮

𝐴𝑚1 𝐴𝑚2 ⋯ 𝐴𝑚𝑛

] (32) 

When the above judgments have been made, the possibility matrix is constructed by us-

ing 1 (0) to indicate a permitted (forbidden) role. For example, A11 = 0 means that cam-

era C1 cannot play role R1, and A23 = 1 means that camera C3 can play role R2.  

4.3.1.2 Priority of role assignment 

To assign camera roles to cameras unambiguously, an assignment priority must be de-

fined. To facilitate role assignment in using the matrix, the rows and columns are ar-

ranged in order of decreasing priority, as shown in Figure 4.6 (b). As a result, the up-

permost row and the leftmost column have the highest assignment priority. The priority 

is determined according to the usage conditions and the purpose of the task. In general, 

detailed images with a relatively higher zoom ratio are important for executing tasks 

efficiently and effectively. In contrast, overview images with relatively lower zoom ra-

tios have relatively lower urgency. Thus, higher zoom ratios should be preferentially 

selected when working. If warning images are adopted to ensure safety, they should be 

sent as interrupts. In practice, the relative priorities will depend on the situation, and 

they should be adjustable by an operator or system developer. In the future, a method to 

automatically prioritize roles and cameras according to the situation should be ad-

dressed. 

4.3.2 Role assignment system 

An assignment system independently assigns camera roles R to cameras C on the basis 

of the defined priority. 

4.3.2.1 Basic assignment rule 

Basically, the role assignment system finds the possible cameras for each role and as-

signs roles to the cameras. As mentioned in Section 4.3.1, the rows and columns of the 
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matrix are arranged in order of priority, with higher priority cameras at the left and 

higher priority roles at the top. We further explain the assignment rules here, and Figure 

4.7 demonstrates assignment from a specific configuration with four roles and six cam-

eras.  

 

Figure 4.7 Basic camera role assignment rules 
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environmental cameras (C1 - Cn) [see Figure 4.7 (c)]. If there is a role that no cameras 

can play, the camera previously assigned to that role is selected. When the system can 

find more suitable cameras than it needs, the camera with higher priority is used. In fu-

ture work, the coverage ratio of the imaging range and the seamlessness of the image 

before and after switching should be considered. 

4.3.2.2 Advanced reassignment rule 

Through the basic assignment process described above, the relations between roles and 

cameras are continuously updated at the specified sampling frequency. As work pro-

gresses, the spatial relations among cameras, the machine, and obstacles change. If a 

camera cannot play its assigned role, then that role must be reassigned to another cam-

era while considering the overall balance. This is done in the following way. First, the 

possible cameras are searched to find cameras with no role. If no unused cameras can 

play the role, then the system searches among possible cameras with roles. If a candi-

date camera is found and that camera’s assigned role is a lower priority role than the 

role to be assigned, the camera is reassigned and the displaced role is assigned to anoth-

er camera using the same process [see Figure 4.8 (a) and Figure 4.8 (b)]. If no cameras 

can play the role, then the cameras with higher priority roles than that role are searched. 

Reassignment proceeds iteratively through roles; a second reassignment triggered by an 

earlier reassignment is shown in Figure 4.8 (c).  

 

Figure 4.8 Advanced camera role assignment rules 
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The above role assignment system is easily implemented using linear programming [55], 

and it can be applied to arbitrary configurations. This simple but effective system is im-

portant for practical applications such as unmanned construction. The objective function 

to be used is given by equation (33): 

 ∑ ∑ (𝐴𝑖𝑗 ⋅ 𝑋𝑖𝑗)
𝑛
𝑗=1

𝑚
𝑖=1 = 𝑚 (33) 

Here, A is the possible matrix from equation (32) and X is the assignment matrix (0: 

unassigned; 1: assigned), given by equation (34): 

 𝐗 = [

𝑋11 𝑋12 ⋯ 𝑋1𝑛
𝑋21 𝑋22 ⋯ 𝑋2𝑛
⋮ ⋮ ⋱ ⋮

𝑋𝑚1 𝑋𝑚2 ⋯ 𝑋𝑚𝑛

] (34) 

Moreover, each role should be assigned to exactly one camera, and each camera should 

have no more than one role, so the constraint conditions in equation (35) are enforced, 

 

{
 
 
 

 
 
 
𝐴11𝑋11 + 𝐴12𝑋12 +⋯𝐴1𝑛𝑋1𝑛 = 1
𝐴21𝑋21 + 𝐴22𝑋22 +⋯𝐴2𝑛𝑋2𝑛 = 1

⋮
𝐴𝑚1𝑋𝑚1 + 𝐴𝑚2𝑋𝑚2 +⋯𝐴𝑚𝑛𝑋𝑚𝑛 = 1
𝐴11𝑋11 + 𝐴21𝑋21 +⋯𝐴𝑚1𝑋𝑚1 ≤ 1
𝐴12𝑋12 + 𝐴22𝑋22 +⋯𝐴𝑚2𝑋𝑚2 ≤ 1

⋮
𝐴1𝑛𝑋1𝑛 + 𝐴2𝑛𝑋2𝑛 +⋯𝐴𝑚𝑛𝑋𝑚𝑛 ≤ 1

 (35) 

An arbitrary number of camera roles m can be assigned in real time to an equal number 

of suitable cameras out of the number of all installed cameras n (m ≤ n) by solving the 

described system with linear programming in real time. 

In case that no camera can play some role, an m × m eye matrix is located to the right of 

A. The expansion matrix Aex from A in equation (36) and the expansion matrix Xex 

from X is in equation (37). Thus the boundary condition (35) can be written in (38) 

 𝐀𝒆𝒙 = [

𝐴11 𝐴12 ⋯ 𝐴1𝑛 1 0 ⋯ 0
𝐴21 𝐴22 ⋯ 𝐴2𝑛 0 1 ⋯ 0
⋮ ⋮ ⋱ ⋮ ⋮ ⋮ ⋱ ⋮

𝐴𝑚1 𝐴𝑚2 ⋯ 𝐴𝑚𝑛 0 0 ⋯ 1

] (36) 

 𝐗𝒆𝒙 =

[
 
 
 
𝑋11 𝑋12 ⋯ 𝑋1(m+𝑛)
𝐴21 𝐴22 ⋯ 𝐴2(𝑚+𝑛)
⋮ ⋮ ⋱ ⋮

𝐴𝑚1 𝐴𝑚2 ⋯ 𝐴𝑚(𝑚+𝑛)]
 
 
 

 (37) 
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{
 
 
 
 

 
 
 
 
𝐴11𝑋11 + 𝐴12𝑋12 +⋯𝐴1(𝑚+𝑛)𝑋1(𝑚+𝑛) = 1

𝐴21𝑋21 + 𝐴22𝑋22 +⋯𝐴2(𝑚+𝑛)𝑋2(𝑚+𝑛) = 1

⋮
𝐴𝑚1𝑋𝑚1 + 𝐴𝑚2𝑋𝑚2 +⋯𝐴𝑚(𝑚+𝑛)𝑋𝑚(𝑚+𝑛) = 1

𝐴11𝑋11 + 𝐴21𝑋21 +⋯𝐴𝑚1𝑋𝑚1 ≤ 1
𝐴12𝑋12 + 𝐴22𝑋22 +⋯𝐴𝑚2𝑋𝑚2 ≤ 1

⋮
𝐴1(𝑚+𝑛)𝑋1(𝑚+𝑛) + 𝐴2(𝑚+𝑛)𝑋2(𝑚+𝑛) +⋯𝐴𝑚(𝑚+𝑛)𝑋𝑚(𝑚+𝑛) ≤ 1

 (38) 

4.4 Experiment 

To conduct experiments on the effectiveness of the proposed system, VR simulator 

mentioned in Section 3.2 was used and experimental conditions and procedure were de-

termined. 

4.4.1 Parameter settings for role assignment system 

Here, I describe how to set the value for each parameter used in the role assignment sys-

tem as described below. 

 Camera role and priority setting: It is shown in Figure 4.5 that roles R3 and R4 

(as described in this paper) will not be active at the same time and there is a 

seamless transition between them. Because they are disjoint, I facilitate role 

assignment by unifying these as one role, denoted by R3-4. Moreover, it is useful 

to have multiple cameras filling the overview-machine role (R1), because 

different cameras have different viewpoints, which enhances visibility for the 

operator. To effect this without violating the constraints described above, I 

create additional roles with properties identical to R1, and denote these by R1A 

and R1B. Consequently, there are four roles (R1A, R1B, R2, and R3-4). As described 

in Section 4.3.1.2, the conditions for R2 and R3-4 are stricter than those for R1, 

and the grasping is a highly difficult operation, so R2 should have the highest 

priority and R1 should have lower priority. Thus, the rows of the possibility 

matrix are arranged in the order R2, R3-4, R1A, and R1B from top to bottom. 

 Monitor and camera: In determining the number of monitors to be used, both 

the complexity of the camera monitor system and human limitations should be 

considered. So that no monitors are left unused, the number of monitors should 

be no more than the number of camera roles. In this study, the number of camera 

roles equals to the number of monitors for environmental cameras. As a practical 

matter, there should be more environmental cameras than monitors because this 
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provides the system with more options for selecting cameras suited to the 

situation. In this study, I assume six cameras (C1-C6), and so two cameras will 

be unused at each point in time. The priority for cameras was arbitrarily set to 

the number of cameras for the sake of simplicity. 

 

Figure 4.9 Experimental environment 

4.4.2 Experimental conditions 
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camera system and a manual control system. The sequences of the tasks in each system 

are shown in Figure 4.10 (autonomous), Figure 4.11 (manual control), and Figure 4.12 

(fixed camera). 

 

Figure 4.10 Sequence of transport task in autonomously-controlled camera system 

 

Figure 4.11 Sequence of transport task in manually-controlled camera system 

 

Figure 4.12 Sequence of debris transport task in fixed camera system 

 

(a) Moving (b) Reaching for an object (c) Object grasping 

(d) Transporting (e) Approaching collect yard (f) Releasing 

(a) Moving (b) Reaching for an object (c) Object grasping 

(d) Transporting (e) Approaching collect yard (f) Releasing 

(a) Moving (b) Reaching for an object (c) Object grasping 

(d) Transporting (e) Approaching collect yard (f) Releasing 
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 Details of the settings: Six cylindrical objects to be transported were placed in 

two debris yards. To obscure the operator’s vision, two walls and one high wall 

were placed in front of the debris yards (Figure 4.9). The adjustable ranges of 

the angle of view (zoom ratio), yaw (z-axis rotation), and pitch (y-axis rotation) 

were set with reference to typical camera settings (Figure 4.9). In addition, the 

roll rotation (x-axis rotation), base location (x, y), and installation height (z) 

were fixed for all the systems (see the left upper part of Figure 4.9). The camera 

installed at 4 m elevation was used mainly for providing detailed images of the 

manipulator, while the camera installed at 8melevation was used mainly for 

providing an overview of the environment. The camera parameters for the fixed 

and manual (initial state) systems are described in Figure 4.9. Values for these 

parameters were set according to the results of preliminary trials to best enhance 

the in-vehicle camera image. For the autonomous system, roles R2, R3-4, R1A, and 

R1B were assigned to the viewports 1, 2, 3, and 4, respectively (Figure 4.9).  

 Experimental procedure: Ten novice operators who were familiar with 

operating a machine in our VR simulator each performed the task six times with 

each system. In the task, the operators grasp the middle part of each object 

without a grasping miss or contact error, then transport the object, as fast as 

possible without dropping it, to the collection yard. The completion time, 

number of grasping misses, dropped objects, and overload contacts, as well as 

the grasped positions of each object, were measured. After the trials, the 

operators filled out questionnaires about subjective usability. I chose a within-

subject design rather than a between-subject design because operator skill levels 

differ greatly between operators [56]. To compensate for the order effect of 

selfimprovement due to habituation to operating in the environment, which is a 

major drawback for a within-subject design, the order of testing was set 

randomly for each operator (e.g., auto → manual → fixed → manual → ⋯), and 

no two operators had the same order. To validate the system for actual 

application, professional operators should be enlisted as participants, and 

experimental parameters, such as the arrangement of the objects and 

environmental cameras, should be changed between trials. However, one 

problem with the current system for unmanned construction is a shortage of 

skilled operators. Therefore, if novice operators can complete the work, then the 

system may solve this shortage as well. One of the purposes of this study is to 



 

78  Junjie YANG - February 2016 

provide an easy-to-use interface for unmanned construction. Therefore, the 

experiments have significant value in that they may serve to improve unmanned 

construction significantly. 

4.5 Results 

To evaluate the effectiveness of the developed autonomous control system, we conduct-

ed debris transport experiments using the VR simulator described in section 4.4. 

4.5.1 Confirmation of the developed autonomous control scheme 

We first confirmed from experimental data with the autonomous system and for a repre-

sentative operator whether the camera parameters were adequately adjusted and the 

camera roles were assigned according to the identified work situation. The distance be-

tween the end point and the debris yard, the distance between the end point and the col-

lection yard, the operation input for the grapple, and the on-off state of contact with ob-

jects are shown in Figure 4.13 (a). The yaw, pitch, and zoom angles for each camera are 

shown in Figure 4.13 (b). The variation over time of the relations between camera roles 

and assigned cameras is shown in Figure 4.13 (c) as a time series. 

4.5.1.1 Work-situation identification 

As Figure 4.13 (a) shows, each work state was adequately identified and in the correct 

order, from base movement (S0) to release (S4), according to the distances between the 

end point and the debris (or collection) yard, the operations for the grapple, and the on-

off state of object contact. We also found that the moment when the grasping state tran-

sitioned to the transporting state and when the releasing state transitioned to the reach-

ing state corresponded to observed phenomena. 

4.5.1.2 Camera parameter control 

As Figure 4.13 (b) shows, the yaw, pitch, and zoom were dynamically changed as the 

work progressed. The zoom ratio was adjusted on the basis of the distance between the 

end point and both yards as well as the assigned camera role, as shown in Figure 4.13 

(b-3). For camera C2, to which role R2 was assigned, the zoom intensified as the end 

point approached an object in the grasping state (from 16 to 32s). The pitch angle was 

dynamically adjusted during states S1 and S3, as shown in Figure 4.13 (b-2). This is be-

cause the end point moved largely in the vertical direction when picking up an object, 

lifting it up over the walls, and setting it down in the collection yard. The yaw angle was 
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also controlled according to the situation. The amount of the adjusted quantity was 

small because of the spatial relations among the obstacles, cameras, and machine, as 

shown in Figure 4.13 (b-1).  

This is because the conducted tasks did not require large amounts of base movement. 

From this analysis, we confirmed that camera parameters were controlled according to 

the work situation. 

 

Figure 4.13 Relations among (a) work situation identification using sensor data, (b) 

each camera parameter, and (c) assigned camera role 
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4.5.1.3 Camera role assignment 

As Figure 4.13 (c) shows, the four camera roles were assigned to four of the six envi-

ronmental cameras, and the relations between camera role and assigned camera were 

dynamically changed as the work progressed. The results show that reassignment (i.e., 

switching) of camera roles happened frequently, particularly during the releasing state 

and just before and after it. Frequent switching of the camera image may negatively af-

fect operator concentration, and so switching should be reduced to avoid increasing the 

cognitive load on the operators. Consequently, the results of analysis also indicate that 

the installation positions of environmental cameras must be carefully considered to ena-

ble output to be stable with respect to camera images. This task is left to future work. 

From the results of the analysis, we confirmed that the implemented role assignment 

system assigned roles to cameras according to the identified work situation and the spa-

tial relations between the end point and each yard. The effectiveness of the system is 

evaluated in the next section.  

4.5.2 Effectiveness evaluation of the autonomous camera control system 

The averages and standard deviations for task times, number of grasping misses, 

dropped objects, and overload contacts per trials, and the scores for grasping position 

and subjective usability, are listed in Table 4 for the three systems. The completion 

times in the beginning, medium, and final set are shown in Figure 4.14. For use in ana-

lyzing the characteristics of operations, Figure 4.15Figure 4.17 show the lever opera-

tions and positions of the end point for the fixed camera (Figure 4.15), manual control 

system (Figure 4.16), and autonomous control system (Figure 4.17). 

 

Figure 4.14 Transition and average of completion time for three control systems 
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Figure 4.15 Relations between lever input and machine movement in fixed system 

 

Figure 4.16 Relations between lever input and machine movement in manually-

controlled system 
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Figure 4.17 Relations between lever input and machine movement in autonomous 

camera control system 

4.5.2.1 Time efficiency 

The average task times for the three systems are listed in Table 4 (a). The task time was 

shortest for the autonomous system and longest for the manual system. At-test indicates 

that the difference is significant between the autonomous and manual systems (t = 3.14, 

p<0.01) and between the autonomous and fixed camera systems (t = 1.84, p < 0.05). As 

Figure 4.14 shows, time decreased in each trial, but the time relations among the three 

systems did not change between trials. This is likely because even when the operators 

had habitual ways of operating in a given environment, the improvement plateaued be-

cause of insufficient visual information. Moreover, the figure shows that this system 

would be effective regardless of the degree of proficiency. In the manual system, which 

necessarily required spending time to control the cameras, the machine operations often 

stopped as the cameras were controlled. As Figure 4.16 shows, lever operations for the 

machine were completely stopped while the lever for the cameras (only C3 in this case) 

was controlled. In contrast, in the autonomous system, operators could continue to con-

trol the machine while the system controlled the cameras. The task time for the autono-

mous system was shorter than that for the fixed system, meaning that it could provide 

effective images for smooth control of the machine and reduce wasteful stopping and 

operations. As shown in Figure 4.15, wasteful stopping occurred often during base 
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movement and grasping in the fixed system, and a long time was required for the grasp-

ing phase. In contrast, in the autonomous system (see Figure 4.17), there were fewer 

stops, and the grapple could be used to grasp an object smoothly and efficiently. 

Table 4 Experimental results of different camera control systems 

Average for four operators (standard deviation) Autonomous Manual Fixed 

(a) Time efficiency    

Completion time s 336.5 (78.8) 359.6 (96.4) 346.2 (90.9) 

(b) Safety (frequency per set)    

Grasping miss (end-point contact) 0.55 (0.81) 0.7 (0.91) 0.60 (1.08) 

Dropped object 0.03 (0.17) 0.12 (0.41) 0.09 (0.38) 

Overload contact (upper contact) 0 (0) 0.12 (0.41) 0.18 (0.52) 

(c) Quality (good: 1↔bad: 0)    

Score of grasping position 0.79 (0.2) 0.79 (0.19) 0.70 (0.27) 

(d) Subjective usability (good: 1↔bad: 0)    

Difficulty of overall task 0.87 (0.17) 0.77 (0.27) 0.4 (0.21) 

Frequency of blind spots 0.60 (0.21) 0.63 (0.25) 0.33 (0.31) 

Difficulty of depth sensing 0.67 (0.22) 0.7 (0.54) 0.4 (0.26) 

4.5.2.2 Safety and quality 

The average numbers of grasping misses, dropped objects, and overload contacts per 

trial are listed in Table 4 (b). All such negative items were less frequent in the autono-

mous system than in other systems. The dropping of objects in the fixed system was 

typically caused by the grapple grasping the end of the object, while in the manual sys-

tem it was caused by the pivot joint rotating at an excessive speed, although the object 

was initially stable. This latter problem occurs because the operator cannot ensure the 

stability of the grasped object by referring to the fixed images since the images cannot 

be controlled simultaneously with the machine. As shown in Figure 4.11 (the left lower 

image display), the grasping of the object is effectively shown, but the view is not use-

ful during transport and release because the image was not adjusted by any operator af-

ter the grapple grasped an object. In contrast, the autonomous system can track an imag-
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ing object according to the work situation, as shown in Figure 4.10, so the operators 

were continually able to refer to the images to carefully check spots that were unique to 

the situation. To evaluate the quality of object grasping, the grasping position was 

measured. The relation between the position and the score is shown in the right part of 

Figure 4.9 (d). The results are listed in Table 4 (c). In the table, a score of 1 is the best 

(grasped at the center of an object) and a score of 0 is the worst (grasped at the end of an 

object). In the manual and autonomous systems, the scores are better than those in the 

fixed system. This result confirms that adaptive imaging provides the desired images to 

enable operators to perform more precise operations. 

4.5.2.3 Subjective Usability 

Questionnaires were administered to the operators at the end of the experiments. The 

operators were asked to rate each system on three aspects: the difficulty of the overall 

tasks; the frequency of blind spots, and the difficulty of depth sensing. The results are 

listed in Table 4 (d). In the table, a score of 1 is the best and a score of 0 is the worst. 

The averages (standard deviations) of all the items are 0.71 (0.22) (autonomous), 0.70 

(0.25) (manual), and 0.37 (0.26) (fixed). A t-test indicated a significant difference be-

tween the autonomous and fixed systems on all items (p<0.01). The manual system was 

rated as better than the fixed system, meaning that the use of the controllable cameras is 

sufficient to improve subjective usability. In addition, when the cameras were controlled 

autonomously, both the difficulty of the task and the frequency of the blind spots were 

reduced more effectively. From free responses, we found that the preferred timing for 

changing between states and zoom ratios varied with the operators; moreover, the fre-

quent changes in camera images with the autonomous system, discussed in section 

4.5.1.3, negatively impacted the concentration of the operators. These results indicate 

that a machine-learning scheme to adapt the control parameters to the preference of in-

dividual machine operators should be developed, in addition to an alignment method for 

optimizing the installation positions of environmental cameras. 

In the manual system, operators can obtain desired images because the cameras are 

manually controlled by themselves. This kind of system has both positive and negative 

effects: the positive effect is improved safety and quality of work; the negative effect is 

decreased time efficiency of the work. In the autonomous control system, the time effi-

ciency, safety, and quality of the work could all improve if the adaptive imaging system 

can provide images suitable to the work situation. The analysis results indicate that the 

autonomous system adequately improved the time efficiency, safety, work quality, and 
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subjective usability for all operators by providing adaptive images relevant to the situa-

tion. These results confirm that the proposed adaptive imaging system could provide 

images to enhance the operator’s effective field of vision. 
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5 AUGMENTED REALITY (AR) 

VISION SUPPORT SYSTEM 

 

In this study, I focus on using augmented reality (AR) vision support elements [37]-[40] 

in our autonomous camera control system to conduct advanced operation by un-manned 

construction machinery. AR items are dedicated to induce visual attention to images 

with adequate information according to work situation, and which can increase the user 

experience like the work pressure [41]. 

5.1 Improved operational interface 

In this section, I clarify modules to be improved in our VR simulation system and the 

autonomous camera control system and modify them. 

5.1.1 Requirements of improved operation interface 

Former autonomous camera control system supplies two enlarged end-effector views 

when it is near object areas and two overlook views all the time, as shown in Figure 3.3 

(i)–(iv). However, I find operators prefer to observe enlarged views in most of the time, 

because it makes them easy to conduct the detail operation near the end-effector. It easi-

ly leads to the ignorance of the relationship between manipulator and obstacles, which 

may cause unnecessary collision. In addition, according to their questionnaire, they 

thought that it was hard to estimate the vertical drop point of end-effector and the dis-

tance between manipulator and objects because of the weak sense of distance. 



 

88  Junjie YANG - February 2016 

5.1.2 Improved control system 

I use two cameras (one from the front and another from the side on the same height lev-

el of end-effector) to shoot end-effector (Figure 5.1(a) and (d)). I also use two cameras 

(one from the front and another one from the side of basis of machine at high places) to 

shoot overlook views (Figure 5.1(c) and (f)). In order to understand the role of each 

view, we use frames with different colors. Green frame stands for detail view; blue 

frame stands for overlook view and yellow frame stands for cab view. Considering the 

operator tends to fix their view sight on detail view and ignore the potential danger, 

overview view (Figure 5.1(f)) will switch with a potential danger view (Figure 5.2) 

when manipulator or the upper part of machine is near an obstacle [68]. 

 

Figure 5.1 Improved operational interface 

 

Figure 5.2 Introduced danger views 

(a) Detail view (b) 2D overlook view (c) Overlook view 

(d) Detail view (e) Cab view (f) Overlook view / 
Danger view 

(a) Area between manipulator and objects (b) Area between main body and objects 



 

Junjie YANG - February 2016   89 

5.2 AR-based attention inducement system 

We develop a visual attention inducement system based on AR prompts for arbitrary 

work content and environment. Here, I will describe the design of AR items used in our 

system, such as vertical arrow, guide laser, reachable sphere, distance arrow, distance 

label and rotation hint [42], as shown in Figure 5.3 (a)–(f). They are all used to supply a 

better distance sense and help operators to make clear the relationship. 

 

(a) vertical arrow 

(i) Detail view without support (ii) Detail view with support 

(b) Guide lasers 

(i) Detail view without support (ii) Detail view with support 

(c) Reachable sphere 

(i) Overlook view without support (ii) Overlook view with support 
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Figure 5.3 Difference between without AR support and with AR support 

5.2.1 Vertical arrow and guide laser 

When operators try to release the object near recycle box, they need to know the drop 

point of the end-effector. Therefore, the arrow vertical to the ground appears in the left 

two detail views and middle cab view when the end-effector is near the center of recycle 

box (5 m). It is green and translucent, as shown in Figure 5.3(a). 

(e) Rotation hint 

(i) Detail view without support (ii) Detail view with support 

(f) Using control lever image with operation direction 

(i) Detail view without support (ii) Detail view with support 

(d) distance arrow and distance label 

(i) Danger view without support (ii) Danger view with support 

Turn 
right 

Machine upper part 

Rotation direction 

Control lever image 

Operational direction 
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5.2.2  Guide laser 

The relationship among the two pieces of grapple and obstacle is very important when 

operators try to grasp a target. In this situation, we use two thin guide lasers in detail 

views to show the extension lines of two pieces of grapple when end-effector is near a 

debris box (3.6 m), as shown in Figure 5.3 (b). When the end-effector is near the bot-

tom of box, the guide laser will extend along the opposite direction of end-effector, in 

order to be observed clearer. By these two lasers, operator can easily know the relation-

ship between end-effector and targets even in a single view. 

5.2.3 Reachable sphere 

It appears in the two overlook views to show the surface of reachable area of manipula-

tor. In our case, its radius is 9 meters. Weft paralleling to the ground and that paralleling 

to the machine orientation are used to describe the sphere. They are rendered in black, 

as shown in Figure 5.3 (c). 

5.2.4 Distance arrow and distance label 

It appears in the danger view when manipulator is near a wall which is treated as an ob-

stacle (1.5 m). It is translucent and turns from orange to red with the shrinking of itself, 

as shown in Figure 5.3 (d). Additionally, the shortest arrow appears at the center of 

view with the label showing distance.  

5.2.5 Rotation hint 

Operators tend to conduct miss operation if camera shoots machine or end-effector from 

its front because the tilt direction of lever and the rotation direction of machine upper 

part are different. In order to inform operators how to rotate as wanted when such situa-

tion occurs, we show 2D overlook of machine upper part with rotation orientation and 

control lever image with the corresponding operation direction as shown in Figure 5.3 

(e), when end-effector is near a debris box (1.5 m). In order to inform operator the rota-

tion direction when end-effector is near the debris box or grasps a debris, the system 

calculate the nearer rotation direction to transport the debris according to the angle be-

tween machine upper orientation and the vector from the base to the recycle box (Figure 

5.3 (f)). 
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The entire AR vision support system diagram is shown in Figure 5.4. To identify base 

movement, grasp, reaching, transport, and releasing as work situation, we apply a work 

situation identification method proposed in Section 4.4.  

 

Figure 5.4 AR vision support system diagram 

5.3 Experiments 

We conducted a transport experiment by using the VR simulator. To derive how the AR 

items affect in remote control conducted in VR environment and the relationship be-

tween user experience and each AR items, comparison experiment is conducted. 

5.3.1 A. Experimental settings 

5.3.1.1 Work site configuration 

In our experiment, we have four environments used for training and another three for 

comparison experiments, as shown in Figure 5.5. Different environments are used to 

reduce the influence of familiarity. In training environments, we use such four different 

environment to simulate the different scene after disaster. In each scene, two debris cyl-

inders are placed in one box or separately placed in two boxes which are placed on the 

ground or on a mound. In the environments used for comparison experiment, three 

scenes with higher difficulty are used (Figure 5.5). Six debris cylinders are placed in 

different debris boxes which are placed on the ground or on a mound. 
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Figure 5.5 Work site environment used for comparison experiment 

5.3.1.2 Camera configuration 

In order to make operators have a good sense of the work site, we place six environ-

mental cameras as the current system. Four are set on the height of about 4 meters to 

have a clear view of debris boxes and recycle box. Another two cameras are set on a 

high position (8 meters), which enable them take aerial views as well. All camera con-

trol are controlled autonomously. 

5.3.1.3 Experimental task 

In training environment, operators were asked to control the machine to transport all 

two debris cylindrical sticks one by one from debris box to a recycle box. In the com-

parison experiment, six cylindrical sticks are asked to transport. In both tasks, operators 

should avoid unexpected contact with walls or boxes and grasp the center of each stick 

to keep it balanced. And then, they are expected to conduct as fast as they can. 

(ii) Environment 2 (iii) Environment 3 

(i) Environment 1 

Work machine 

Object 

Obstacle (wall) 

Recycle box 
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5.3.2 Experimental conditions 

Operational skills are trained and measured in the four training environments by using a 

simple learning curve. And, we then conducted comparison experiments in the other 

three environments to analyze whether AR vision prompt supply system is effective and 

make clear the relationship between each AR item and user experience. Eight operators 

attended our experiment. 

This kind of experiments largely affects the order effect. In this study, we thus adopt 

between-subjects experiments, not within-subjects design. Operators are separated aver-

agely into two groups according to their task time performance in training. As shown in 

Figure 5.5, we use three different environments to conduct comparison experiment. In 

the first day, operators in both group are asked to conduct transport task in each envi-

ronment 4 times without AR prompt support. In the second day, both groups do the 

same task in each environment 4 times as the first day. However, one group (Group A) 

has no support and the other group (Group B) is supported by AR prompt. We recorded 

the total task time, task time in each work condition, number of collision in the experi-

ment and the questionnaire after a set of tasks. 

5.4 Results 

We analyze the work time and mental workload for each group in each day to measure 

the total effect of AR prompts support. Both of them are evaluated by average. We also 

compared the moving time, grasping time and transporting time, releasing time and fre-

quency of collision to evaluate the effect of each AR item. 

5.4.1 Accomplishment time 

We compared the average task time in all environments for each group and derived the 

following graph (Fig. 6 (a)). In the first day, all conditions and tasks of two groups are 

the same. The average task time of group B is worse than that of group A, which should 

be nearer as expected. How-ever, in the second day, the average task time of group B is 

better than that of group A. Additionally, the difference of average task time of group B 

in two days is extreme significant. So, we can easily know that the AR prompt can raise 

the time efficiency. 
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Figure 5.6 Work time in different situations 

5.4.1.1 In base movement 

Figure 5.6 shows the average time used in base movement condition in all tasks of each 

group in each day. In the first day, time used of group B is a little more than that of 

group A. However, in the second day, time used of group B decreased obviously while 

that of group A decreased only a little. The difference of moving time of group B in 2 

days is extreme significant, so that we think the reachable sphere can help operator to 

find a position where they can conduct the following tasks well. 

5.4.1.2 In grasping 

In this period, operators conduct the most subtle manipulation to grasp debris cylinder. 

Any careless manipulation may cause grasping failure and increase the time cost. Ac-

cording to Figure 5.6, average time cost of two groups in the first day are almost the 

same. However, in the second day, the average grasping time of group B decreases 

more obviously than that of group A. The difference of average grasping time of group 

B in two days are extreme significant. So, we can easily know that the guide laser can 

reduce the grasping time by informing operators the relationship between two pieces of 

end-effector and other objects. 

5.4.1.3 In transport 

After grasping debris, operator should transport it to recycle box. During this period, 

operators tend to rotate in the opposite direction as expected at the beginning. They also 
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tend to rotate the machine upper part in a worse direction, which may cause the total 

rotation time much more than expected. Through the rotation hints, it seems operators 

are easily understand the relationship be-tween control lever and detail view of manipu-

lator, which is indicated in Figure 5.6. Group B performed worse than group A under 

the same condition in the first day. However, they did almost the same as group A did in 

the second day. The difference of the transporting time of group B in two days are ex-

treme significant, so that we can derive that the rotation hint can reduce the time cost in 

transporting period. 

5.4.1.4 In releasing 

According to Figure 5.6, group B cost much more time when releasing debris than 

group A in the first day. In the second day, group B performs improves much more than 

group A. The time cost of two groups in releasing period are almost the same in the 

second day. Time difference of group B in two days is extreme significant. It means that 

vertical arrow can increase the time efficiency in re-leasing by judging whether the ar-

row is in the recycle box instead of imagining relationship between debris and recycle 

box. 

5.4.2 Mental workload 

Here, we used NASA-TLX method in our questionnaire to measure the mental work-

load [43] [73] [74]. Mental demand (MD), physical demand (PD), temporal demand 

(TD), own performance (OP), frustration (FR) and effort (EF) are scored from 0 to 100 

by operators. The higher the heavier. They are also asked to compare the importance 

between each 2 items from the above 6 to measure the weight of each item, which are 

scored from 0 to 5 and the total weight is 15. So the WWL score is given by  

[∑(𝑆 ⋅ 𝑊)] 15⁄ . Here, 𝑆 stands for score of each item and 𝑊 stands for weight of each 

item. Such WWL score is used to measure each operator’s mental work directly. The 

higher the score is, the heavier the mental workload is.  

According to the calculation, the average mental workload of each group in each day is 

shown in Figure 5.7. It is easy to find, there is almost no difference between two groups 

in the first day. However, in the second day, the average mental work of group B de-

crease obviously while that of group A keeps the same level as the first day. So, we 

think the AR vision prompts can reduce the operators’ mental workload. It also means 

that the AR prompts can supply a better user experience. 
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Figure 5.7 Average mental workload of each group 
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Figure 5.8 Average error contact per task of each group 
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5.5 Discussion 

In the other part in our questionnaires, we survey the sense of distance when AR vision 

prompt support was used. And, we also find out the most useful items and the worst 

items in the questionnaire. They are used to make clear what kind of AR item is useful 

and easy to understand. Figure 5.9(a) and (b) shows the AR item which operators pre-

ferred and watched the most frequent, respectively. Sense of distance of each group in 

two days are given in Figure 5.9 (c). Moreover, Figure 5.9 (d) shows the best and worst 

understandability in AR prompts. 

5.5.1 Questionnaires 

We can easily find from Figure 5.9 (c) that AR prompt system can supply a better sense 

of distance, which can increase the user experience. According to questionnaire of the 

operators who used AR prompt system, as shown in Figure 5.9 (d), we find that most of 

them prefer the guide laser and vertical arrow, and some of them prefer the reachable 

sphere. In addition, most of them think rotation hint is hard to understand and some of 

them think distance arrow is hard to understand. So, the increased sense of distance al-

most caused by the above preferred items. After our analysis, we find, each preferred 

items have the following properties. 

5.5.1.1 Vertical arrow 

Because the direction of arrow and that of gravity are the same, 3D position of end-

effector can be easily converted into a 2D position. After that, the relation-ship among 

the two borders of recycle box and drop point is easy to understand. 

5.5.1.2 Guide laser 

It materialize the extended line of two pieces of end-effector and have the point of inter-

section on ground plane. So the relationship among two pieces of end-effector and de-

bris can be converted to the relationship among three points on ground plane. It is un-

derstandable. 

5.5.1.3 Reachable sphere 

The reachable sphere have the intersection circle on the ground, and most debris boxes 

and recycle box are placed on the ground. So, the relationship between boxes and reach-

able sphere can be easily judge on the ground plane. 
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Figure 5.9 Questionnaires about AR vision prompts 
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the 2D rotation direction into a 3D one, because operators have to understand the rota-

tion in front view by understanding that in a top view. These two AR items can hardly 

convert a 3D judgment problem into a 2D one, so they are not preferred by operators. 

5.5.2 Visual attention inducement 

 

Figure 5.10 Visual attention of each display 
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We also use eye tracker to measure the view point in each task condition, and the area 

viewed are divided into 6 according to each sub monitor area [70], [71]. Combined with 

Figure 5.9 (a), we find operators with AR prompt support prefer and watch 3D overlook 

views about twice more often than those without support in base movement condition. 

We think the reason should be the increase of useful information in overlook views at-

tract operators’ attention. In grasping condition, operators with AR prompt support can 

pay more attention to the left detail views. It means they can get more necessary infor-

mation from detail views which make them almost need no glance at other views for 

further information. They confirm the usefulness of our AR prompt system as well. 

Nevertheless, the attention frequency of overlook views (including 2D), detail views 

and cab views changes not so much according to Figure 5.9 (b) and Figure 5.10. View-

points in transport condition are not fixed in few areas as expected. 
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6 CONCLUSION 

6.1 Conclusion 

Three main problems in visual support system has been solved, which means the objec-

tive has almost been achieved. The effect of each system works well, and operator’s 

performance in time efficiency, safety and accuracy increase significantly.  

In camera placement system, different height of camera can be different, which is dif-

ferent from the conventional camera placement method. By using the system, required 

area can be videoed by at least two cameras from different aspects, which can supply 

operators with better views to understand work space better. In addition, camera can be 

changed quantitatively and modified manually according to the result of the system. 

In autonomous camera control system, roles of cameras are defined according to the 

types of machine motion. And environmental cameras are arranged to play these roles. 

Thus making observation targets be tracked and framed according to the motion of ma-

chine. Cameras can also switch with others if some of them cannot play the occupied 

roles, which can ensure the operators observe reasonable front view and side one of 

construction machine and its manipulator to handle the situation of work site continu-

ously. 

AR vision support system succeeds in informing operator the invisible information 

which may be related to current operation. AR prompt items (arrows or numbers) are 

displayed in relative views respectively by calculating the situation around construction 

machine. A danger view was introduced to inform operator of the potential danger with 
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AR prompts. By using the system, operators can understand the space better and their 

attention should be attracted to related views about important area. 

As a result, camera placement system succeed in using the least cameras to show most 

of the necessary areas of work site. In addition, Autonomous camera control system 

succeeds in processing different visual information according to the demand of photog-

raphy. It is also able to arrange cameras to ensure visual information can be always giv-

en properly. In AR vision support system, danger view is introduced and AR prompts is 

able to be displayed with related videos. Eye sight is also be attracted to suitable views 

according to the situation around controlled machine. Thus making the efficiency, accu-

racy and safety of operation higher and increasing the user experience while decreasing 

the mental workload. 

6.2 Future works 

In order to make the whole system can be transplanted to real world, the differences be-

tween the VR simulation and real tele-operation system have to be made clear. They 

include the method of approaching information and that of camera control. 

In VR simulation, all environment position and posture can be available easily. Howev-

er it is almost impossible in real system. For example, the object can be recognized by 

the data in advance in VR simulation. In real system, extra devices and recognition al-

gorithm become necessary. In this case, the recognition rate is always less than 100%. 

Therefore, the difficulty of approaching corrected information should be totally differ-

ent. 

By using VR simulation, the volume of each camera is ignored, so each rotation axis 

should go through the center of camera. In addition, the rotation speed of each camera is 

unlimited. Thus, in my proposed system, camera can adjust its posture to the object im-

mediately even if it faced to totally different direction just now. In the real world, the 

rotation axis of camera are always skew lines, and the rotation speed has limitation. 

Thus, the camera control method should be changed, rotation time has to be thought 

about. 

Thus, adjusting data approaching method and modifying camera control method have to 

be the improved first.  

In addition, some improvements of hardware can be also introduced to my proposed 

system. For instance, cameras can be carried on drones instead of vehicles, which ena-



 

Junjie YANG - February 2016   105 

bles better views can be always available by a small number of cameras. However, the 

energy problem is still tough. And obstacle avoidance has to be thought about to keep 

the safety in work site. 

What’s more, the camera control system can be improved to serve more than one work 

machine, which needs the system to treat some work machine in an area as a group. A 

single video can be segmented into multiple pieces by digital zooming, which calls for 

higher photography demand. Additionally, high-level artificial intelligence is needed. 

Moreover, with the development of wiggle stereoscopy, sense of depth and sense of dis-

tance will be more natural. At that time, it will become easier to use single view with 

AR technology to describe a single scene. The number of views can decrease. 
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