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Dynamic Relationship Marketing
Firms routinely engage in relationshipmarketing (RM) efforts to improve their relationshipswith business partners, and
extant research has documented the effectiveness of various RM strategies. According to the perspective proposed in
this article, as customers migrate through different relationship states over time, not all RM strategies are equally
effective, so it is possible to identify the most effective RM strategies given customers’ states. The authors apply a
multivariate hidden Markov model to a six-year longitudinal data set of 552 business-to-business relationships
maintained by a Fortune 500 firm. The analysis identifies four latent buyer–seller relationship states, according to each
customer’s level of commitment, trust, dependence, and relational norms, and it parsimoniously captures customers’
migration across relationship states through three positive (exploration, endowment, recovery) and two negative
(neglect, betrayal) migration mechanisms. The most effective RM strategies across migration paths can help firms
promote customer migration to higher performance states and prevent deterioration to poorer ones. A counterfactual
elasticity analysis compares the relative importance of different migration strategies at various relationship stages.
This research thus moves beyond extant RM literature by focusing on the differential effectiveness of RM strategies
across relationship states, and it provides managerial guidance regarding efficient, dynamic resource allocations.
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Understanding and managing customer relationships is
fundamental tomarketing. Accordingly, firms spend in
excess of $12 billion annually on customer relationship

management, in efforts to understand how to target and sell to
customers across various relationship stages (Gartner Research
2013). Substantial research in the relationshipmarketing (RM)
domain also has proposed multiple relational constructs and
frameworks to better understand the nature of the buyer–seller
relationship (Mullins et al. 2014; Samaha, Beck, and Palmatier
2014). Yet much of this literature treats relationships as tem-
porally homogeneous, implying that all relationships respond
in similar ways to RM initiatives, independent of the rela-
tionship stages or states. More recent research using hidden
Markovmodels (HMMs) has instead suggested the importance
of acknowledging customer relationship states as a means to
understand customer behavior, such that certain marketing
actions might be more effective in some states than in others
(Luo and Kumar 2013; Netzer, Lattin, and Srinivasan 2008).
This concept is particularly important in business-to-business
(B2B) settings, wherein customer relationships take longer to
develop, last longer, exhibit higher switching costs, and have
greater impacts on outcomes than in business-to-consumer
settings (Zhang, Netzer, and Ansari 2014). Relationships are
dynamic in nature, and as customers move across relationship

states, certain RM strategies might be more effective than others
or even represent a waste of resources in some situations.

Yet very little research has explained how different RM
strategies vary in their effectiveness for moving customers
across different relationship states and enhancing performance
through state migrations. To fill this gap and contribute to RM
literature, we adopt a dynamic relationship marketing frame-
work to investigate the effectiveness of various RM strategies
across different states (stages). Specifically, we ask the following
question: Given a customer’s current relationship state, what is
the most effective RM strategy to migrate it to a higher per-
forming relationship state or prevent it from moving to a
lower performance state? We test the most commonly used
RM strategies across different customer relationship states
to evaluate their effectiveness.

Prior theoretical research has acknowledged that buyer–
seller relationships evolve through distinct stages that exhibit
different relational construct levels and varied performance
(Celuch, Bantham, and Kasouf 2006; Dwyer, Schurr, and Oh
1987; Jap and Ganesan 2000). Literature also has identified
RM constructs that act as antecedents to relationship devel-
opment and thus serve as migration strategies (Palmatier et al.
2006). Empirical research in B2B relationships has often used
survey data to illuminate relationship constructs, investigating
one construct at time or examining cross-sectional contexts.
Empirical research has noted the flexibility of HMMs to
uncover latent relationship states from observed customer
behaviors (Luo andKumar 2013;Netzer, Lattin, and Srinivasan
2008). These models are useful for studying relationships
in a dynamic setting, because they describe the latent rela-
tionship according to discrete states at any given point in
time, uncover customer migration patterns across states, and
identify the variables responsible for migrations.

Although the use of HMMs has greatly advanced knowledge
of customer relationships, most studies have used customer
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transactional data to infer underlying relational constructs
or mechanisms, such that they are not very “theory-rich.” In
response, we combine HMMs with longitudinal survey data
to capture a latent, dynamic, multifaceted relationship state,
as a function of four theoretically grounded, nonredundant,
and underlying relational state variables from the most studied
relational constructs inRM literature: commitment, trust, norms,
and dependence (Frazier 1983; Heide and John 1992; Kumar,
Scheer, and Steenkamp 1995; Morgan and Hunt 1994). We
also model state migration using identified antecedents of
relationship development that are under managerial control
(Palmatier et al. 2006). Finally, to describe state performance,
we use actual, account-level firm performance variables (i.e.,
sales revenue, account profitability, and sales growth). Our
data set contains longitudinal survey and relationship per-
formance data from 552 B2B relationships maintained by
a Fortune 500 selling firm across a broad set of product
categories.

This research contributes to RM literature in four main
ways. First, our framework provides a holistic approach to the
management of a portfolio of customers using theory-rich,
multidimensional state variables that capture nonredundant
information about relationship quality, rather than reducing
complex buyer–seller exchange to a single construct, as much
of extant research has done. Our theoretically based choice
of four fundamental relationship constructs capture the subtle,
but important, differences between customers who may appear
similar if compared only by transactional metrics or by a single
construct. Accordingly, our approach to relationship assessment
has important implications for RM across diverse customers.

Second, our framework emphasizes the importance of
tailoring RM strategies to the specific relationship state of the
customer, made possible by our more holistic approach to
relationship assessment. This contrasts with the vast majority
of extant literature that has simply focused on increasing the
level of the strategy indiscriminately across all customers,
with the apparent assumption that strategies’ relative effec-
tiveness is the same across states (e.g., Palmatier et al. 2006),
which can lead to potential inefficiencies in relationship
management. We empirically demonstrate that the most
effective strategies must match the relationship state, and
removing certain RM efforts at the wrong time can quickly
undo prior relational developments.

Third, our research provides unique insights into the de-
cline and recovery of relationships, which has received limited
attention in marketing research to date. As Jap and Anderson
(2007, p. 272) note, “Decline is a separate phenomenon, unique
in its own right, and deserves more systematic research.” We
show that decline is not a singular process but rather consists
of two different mechanisms, each with corresponding con-
sequences: Neglect is passive inattention, such that a seller that
withholds relationship-sustaining resources is more likely to
move the customer relationship from a more developed state
to a neutral transactional state. Conversely, betrayal actively
undermines the customer relationship, such that sellers who act
in ways that lead to conflict or injustice are more likely to drive
the relationship into a damaged state that persists only because
of a high level of customer dependence.Although a relationship
in a damaged state is more likely to remain damaged than to

improve in the next period, it might not always lead to dis-
solution, and it can be recovered through timely compromise—a
result that contrasts with extant literature (Jap and Anderson
2007; Luo and Kumar 2013).

Fourth, on the basis of our preceding state conceptualiza-
tions, we develop and empirically test a framework that is parsi-
moniously described by three positive (exploration, endowment,
and recovery) and two negative (neglect and betrayal) migra-
tion mechanisms. Each migration mechanism reflects unique
patterns of relational variables (trust, commitment, norms,
and dependence) that capture the development or decline of a
relationship. From this framework, we provide managerially
relevant insights into the effectiveness of state-specific relationship
migration strategies, using an elasticity analysis. Accordingly, we
empirically demonstrate that the common blanket application
of RM strategies without regard to a customer’s relationship
state is inefficient. Therefore, our research framework and
results indicate there is no single most effective RM strategy.
Firms must realize that greater RM efforts on all fronts do not
always lead to better results and instead can constitute an
inefficient use of resources.

Understanding Customer
Relationship States

We first review specific relationship state variables, defined as
relational constructs that determine each state, before summa-
rizing literature on relationship state conceptualizations (states),
that is, the blend of state variables that individually capture
different aspects of a relationship and together capture the
multifaceted richness of buyer–seller relationships.Drawing on
these two main concepts, we employ HMMs to infer rela-
tionship states, customer migrations across states, and the
most effective RM strategies for inducing migrations. We
label strategies that seek to promote or suppress state migrations,
as a means to enhance relationship performance, as “dynamic
relationship marketing.”

Relationship State Variables

Different frameworks cite various state variables for deter-
mining a relationship’s state. Trust, commitment, dependence,
and relational norms are the four state variables studied most
frequently in RM. They provide nonredundant information
and capture different facets of a relationship’s richness (Palmatier,
Dant, and Grewal 2007). For example, a relationship state
depends on both partners’ perspectives (partner and self),
and whereas trust is more partner-focused, commitment is
more self-focused (Garbarino and Johnson 1999). State vari-
ables provide information about individual partners (trust,
commitment) and the bilateral structure of the exchange
(dependence, relational norms). The four state variables also
have different temporal characteristics: trust and depen-
dence tend to change more quickly, whereas commitment and
norms change more slowly (Jap and Ganesan 2000). Each
state variable thus provides unique information about the
relationship.

Perhaps the most studied variable, trust is defined as “con-
fidence in an exchange partner’s reliability and integrity”
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(Morgan and Hunt 1994, p. 23). This other-focused evalu-
ation of a partner’s integrity, reliability, and intentions can
enhance performance by inducing risky but rewarding invest-
ments in the belief that the partner will not act opportunistically
(Palmatier, Dant, and Grewal 2007). Trust implies that an ex-
change partner is consistent, honest, fair, responsible, helpful, and
benevolent (Dwyer and LaGace 1986; Larzelere and Huston
1980; Morgan and Hunt 1994). Finally, trust helps a partner
assess relationship quality and is a key predictor of performance
(Fang et al. 2008).

Customer commitment is “an enduring desire to maintain
a valued relationship” (Moorman, Zaltman, and Deshpandé
1992, p. 316). This state variable reflects self-focused attitu-
dinal facets of an exchange, such as dedication, personal
identification with the partner, and a focus on long-term
benefits over short-term alternatives (Garbarino and Johnson
1999; Morgan and Hunt 1994). As a global evaluation of the
relationship with a temporal facet, signaling expectations
of continuity, customer commitment is key to the long-term
success of a relationship (Palmatier et al. 2006).

Customer dependence reflects evaluations of partner-
provided benefits for which there exist few alternatives
(Hibbard, Kumar, and Stern 2001). Customers and sellers
can create value by investing in relationship-specific assets,
which increase dependence and exposure to opportunism
(Wathne and Heide 2000). These assets are difficult to
transfer without loss of productive value but often enhance
performance. In addition, a high level of dependence can
lock in a partner and prevent switching, even in the face of
problems. Customer dependence is useful for assessing a
relationship, in that it captures immediate evaluations of
structural constraints with an exchange partner.

Finally, relational norms emphasize long-term concerns
about a partner’s prosperity, ensure equitable sharing of
benefits and costs, reduce opportunism, and provide a nor-
mative governance structure because they “guide and reg-
ulate the standards of trade and conduct” (Gundlach, Achrol,
and Mentzer 1995, p. 81; see also Heide and John 1990).
Relational norms focus on and reflect the history of inter-
actions between partners. Norms facilitate decisions and also
are useful for evaluating the state of a relationship.

Trust, customer commitment, customer dependence, and
relational norms provide a multifaceted view of a relation-
ship, including partner versus self, individual versus bilateral
structure, and short- versus long-term perspectives, which
together define the relationship state. The four state variables
all provide unique information about the relationship, have
different temporal components, and do not always move in
synchrony (Jap and Anderson 2007). We therefore believe
that measuring a relationship’s state on the basis of just one
construct would provide an incomplete and potentially biased
view of the overall health of that relationship.

Relationship State Conceptualizations

Relationship state conceptualizations (states) generally specify
a set number of developmental stages to describe unique
combinations of state variables, outcomes, and processes
and thereby identify each state. Literature in this domain

related to customer life cycles is predominantly conceptual
and exhibits little consensus about the appropriate number
or nature of specific states, positing anywhere from two to
six different options according to varying state variables.
Our empirical research includes information only about
current relationships in each sample year, so we do not observe
the entire customer life cycle, from relationship initiation to
dissolution. Nevertheless, we refer to life cycle literature to
clarify possible state manifestations and how the four variables
might vary in each state. As we summarize in Table 1, life
cycle frameworks tend to consist of three fundamental states:
an initial neutral or transactional state, a positive relational
state (often divided into multiple substages), and a negative
relational state.

In most frameworks, relationships start with low experi-
ence and norms (Jap and Anderson 2007), characterized by
low to moderate interpersonal interactions and correspond-
ingly low levels of relational state variables. Partners become
aware of each other, often with minimal relational bonding,
akin to what Anderson and Narus (1991) call “transactional
exchanges.” In some situations, this state can produce mod-
erate financial performance because the parties engage in
repeated, but possibly infrequent, transactions. Over time,
some customers may be perfectly content to remain in this
transactional mode without wanting to deepen the relationship
further, whether because they are not relationship-oriented
(Palmatier et al. 2008) or because the business at hand con-
stitutes only a small portion of the client’s entire business
portfolio. Other customers seek opportunities to improve their
relationships, with the goal of improving performance.

After this point of consensus, life cycle frameworks
diverge considerably. Positive relationship states, which
might be singular or contain three or more states (Heide 1994;
Wilson 1995), can encourage the development of shared
purposes, values, and expectations, as well as value-creating
opportunities. This state(s) is characterized by increasing
levels of trust and commitment; increasing interdependence
as partners make nonrecoverable investments; and the estab-
lishment and augmentation of relational norms as the cus-
tomer and seller explore, expand, and build their relationship
(Dwyer, Schurr, and Oh 1987; Jap and Ganesan 2000). When
relational variables and investments expand, the states feature
improved relational and financial performance, beyond the
initial transactional state. Along the positive state trajectory,
there could be one or more developmental, or transitional,
states before the relationship eventually stabilizes. In such
states (e.g., “buildup” stages), the four relational variables
should be increasing, even if at different rates and/or only
for short periods (Palmatier et al. 2013; Ring and Van de Ven
1994), because both partners are working toward a common
goal of improving the relationship and performance. In a
communal state (i.e., mature, committed, partner, or relational
state), relational variables and performance should reach
their highest levels. We use the term “communal” because
this state is mature, all aspects of the relationship are
deeply and positively intertwined like a community, and
performance is satisfactory and stable. Questions remain
about how the transitional and communal states differ
and whether the migration mechanisms moving to the
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transitional state are different from those that lead to the
communal state.

A final category is the negative relationship state, exhib-
iting low levels of trust, commitment, and norms, often due
to some kind of relationship failure (Jap and Ganesan 2000;
Samaha, Palmatier, and Dant 2011). A relationship with
low state variables may terminate in subsequent periods if
nothing holds the partners together and if a replacement can
be found. However, because B2B relationships take a long
time to establish (Gundlach, Achrol, and Mentzer 1995), and
replacements of channel partners are difficult, a negative state
could remain, such that the relationship is still alive and
transactions still occur despite bad feelings in the interac-
tions, leading the customer to look actively for an alternative
channel. That is, when one partner is highly dependent on
the other, the relationship might persist despite underlying
problems (Frazier 1983). Depending on the circumstances,
performance in a negative state exhibits diverging levels,
often determined by the level of dependence (Scheer, Miao,
and Palmatier 2015). However, such performance also might
be a mirage; if the partners do not mend the relationship,
dissolution will be on the horizon when partners eventually
find alternatives.

Dynamic Relationship Marketing:
Drivers of Relationship State

Migrations
Extant RM theory offers little insight into either the strate-
gies that managers can use to influence customers’migration
from different relationship states or how different migration
strategies ultimately affect performance. In this sense, we
seek to advance RM theory in twoways. First, drawing on our
preceding state conceptualizations, we develop a theoretical
framework to describe parsimoniously both the positive and
negative state changes, using five migration mechanisms:
exploration, endowment, neglect, betrayal, and recovery.
Second, we hypothesize which RM strategies may be the
most effective for influencing various migration mechanisms.
On the basis of each strategy’s effectiveness, we also can
infer a strategy’s performance impact.

HMM for Understanding Customer State Migrations

Hidden Markov models are well suited for these tasks and
have been used to infer latent relationship states from ob-
served behaviors, such that customers can flexibly migrate
between states (Luo and Kumar 2013; Montoya, Netzer, and
Jedidi 2010; Zhang, Netzer, and Ansari 2014). Using data
about alumni donation behaviors, Netzer, Lattin, and Srinivasan
(2008) assign donors to latent states according to whether
they express interest in donating; Ascarza and Hardie (2013)
allow customers to migrate between states of likely or unlikely
churn; Schweidel, Bradlow, and Fader (2011) consider latent
states pertaining to customers’ propensity for service usage
with a multiservice provider; and Li, Sun, and Montgomery
(2011) use purchase data about financial products to model
states as consumers’ latent financial sophistication. Some
studies do not model migration explicitly (Ascarza and Hardie

2013; Netzer, Lattin, and Srinivasan 2008); others model
it as driven by certain variables. For example, Montoya,
Netzer, and Jedidi (2010) find that pharmaceutical reps’
efforts drive physicians to migrate between latent states of
high versus low awareness of a prescription drug. In one
of the few empirical models of B2B relationships, Zhang,
Netzer, and Ansari (2014) use pricing as a driver of state
migration, such that when a buyer receives favorable pricing
from a supplier, the buyer is more likely to migrate to a relaxed
relationship state, whereas unfavorable pricing leads to a
vigilant state.

The merits of employing HMMs to study dynamic RM are
flexibility and parsimony. Beyond the flexibility to identify the
number of states empirically, HMMs can show how “tran-
sient” or “sticky” different states are, and they allow for both
gradual migrations in relationship states and transitions from
one state to all others. These properties are well suited for B2B
relationships, which often take time and effort to develop or
decay but also can suddenly improve or deteriorate in extreme
circumstances (e.g., after an injustice). In parsimonious terms,
any current state depends only on the previous state and is
independent of all previous migration paths. The relationship
states that empirically emerge already contain all relevant
information, regardless of the customers’ past history.

In contrast with previous HMM studies that have sought
to infer relationships on the basis of transactions, we infer
latent, overall relationship states according to movements in
the four theoretical state variables that measure different
facets of the relationship. Our latent states thus have a strong
theoretical basis, which constitutes an important contribution
to RM theory. Likewise, we choose migration strategies that
reflect widely studied variables in RM. We explicitly model
migration paths as influenced by all possible RM strategies,
which we chose according to two rationales. First, existing
RMmeta-analyses (Palmatier et al. 2006) identify commonly
studied RM variables that are antecedents to the relationship
state variables. Second, RM strategies should be both ante-
cedents andmarketing actions over which the seller has direct
control. For example, relationship investments, commu-
nication, product mix, and conflict are appropriate RM
variables because the seller can increase its investments in
the relationship, communicate better or more frequently
with the customer, improve product offerings, and actively
adopt policies to avoid conflict. These actions then should
affect the customer’s perception of these variables and
influence migration across relationship states.1 Therefore,
we investigate the following RM strategies (see the Web
Appendix for details): conflict, communication, customer
investment, seller investment, injustice, product mix, and
compromise.

Our modeling approach includes all of these RM strat-
egies in the HMM transition matrix; that is, the RM strategies
are tested together across all migration paths and relationship

1This rationale of direct control is in contrast with the four state
variables, over which the seller does not have direct control. For
example, it would be difficult to increase perceptions of trust or
commitment directly. Rather, such perceptions might be improved
indirectly, as a result offirm-controlled actions, such as communication.
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states. With this full specification, we can assess the relative
effects of all RM strategies for each state and achieve our goal
of identifying the most effective RM strategies for a given
state, which in turn will provide managerial insights about
how to adjust RM resources dynamically.

Because the unique mixture of state variables determines
each customer’s state, migrations are determined by changes
in state variables. A relationship migration mechanism is the
unique pattern of change in relational variables that leads
to migration. In line with extant literature, we identify three
positive (exploration, endowment, and recovery) and two
negative (neglect and betrayal) relationship migration mech-
anisms, as shown in Figure 1. We describe each migration
mechanism, reflecting the unique pattern of changes to state
variables, and we hypothesize the most effective RM strategies
for each mechanism (Table 2).

Relationship-Building Migration Mechanisms

Early development relationship states: exploration.
Buyer–seller interactions with low relational development,
such as those that Dwyer, Schurr, and Oh (1987) describe as
transactional, exhibit low to medium levels for the state var-
iables. For relationships to migrate from this state in a positive
manner, stronger relational bonds must develop through
increased commitment and trust (Morgan and Hunt 1994).
Repeated interactions that build relational governance (e.g.,
norms), through positive evaluations of reciprocal behav-
iors, also are crucial for continued relationship development
(Cannon, Achrol, and Gundlach 2000; Heide and John 1992).
Performance likely improves in step with stronger relational
development, representing significant value creation through
sales growth, for example. We refer to this pattern of change
as an exploration relationship migration mechanism, because
the customer explores the value creation potential of the

relationship and demonstrates a willingness to share rewards
and costs as their relational bonds strengthen (Jap and Ganesan
2000). Identifying value-creating opportunities and building
norms to share value are both key to exploration migration and
the continuation of the relationship beyond arm’s-length, one-
time transactions.

Considering that exploration “refers to the search and
trial” (Dwyer, Schurr, and Oh 1987, p. 16; italics added)
portion of relational exchanges, with the main goals of “un-
certainty reduction and an assessment of the potential value
of continued interactions” (Jap and Ganesan 2000, p. 231),
we believe two strategies from extant literature are most ef-
fective for facilitating the exploration mechanism: com-
munication and product mix. Communication refers to the
amount, frequency, and quality of information shared be-
tween partners (Mohr, Fisher, and Nevin 1996), such that it
facilitates the search aspect of exploration. The flow of in-
formation from the seller reduces customer uncertainty as
well as facilitates the search and identification of value-
creating opportunities (Mohr, Fisher, and Nevin 1996). In
addition, communication helps establish the goals and
relational norms needed to govern the exchange and ensure
an equitable division of value, which in turn increases con-
fidence about investing for further value creation (Jap and
Ganesan 2000). Although communication helps identify op-
portunities, a partner also must provide sufficient offerings
and opportunity to fulfill its partner’s needs. Product mix thus
fulfills the trial aspect of exploration by capturing the seller’s
assortment and the variety of desirable products available
tomeet customer needs (Dwyer, Schurr, andOh1987). Because
trials may include extended periods of testing and evalua-
tion, an appropriate product mix provides an avenue through
which norms may develop and build the relationship. Com-
munication and product mix directly address the primary

FIGURE 1
Overview of Relationship States and Migration Mechanisms
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roles of the exploration mechanism (search and trial), so we
expect each of them to increase the likelihood that a rela-
tionship migrates from a less developed to a more developed
relational state; we further expect them to be the most ef-
fective strategies for positively influencing the probability
that a relationship migrates out of a neutral relationship state
to a more developed one, due to their fundamental role
in exploration. Both communication and product mix are
relatively low-risk, high-reward strategies compared with
relationship-specific investments, which can be costly and
ineffective when deployed without due diligence to identify
needs or value-creating opportunities (Brown, Dev, and Lee
2000).

H1: Among all RM actions, (a) product mix and (b) commu-
nication have the greatest effects on increasing the prob-
ability of migrating from a transactional to a transitional
state.

Advanced development relationship states: endowment.
Transitional relationships working toward the goal of a ma-
ture state must continue to develop trust, commitment, and
relational norms to persist in strengthening relational bonds.
In contrast with exploration, relational norms are already
present at sufficient levels to promote buyer–seller gover-
nance in semiadvanced relationship states of this type (Dwyer,
Schurr, and Oh 1987; Heide and John 1992). The crucial
state variable to migrate to the most developed relationship
is dependence, which can lock in a partner and prevent
switching. It arises when the seller can offer, or endow,
customer benefits that would be difficult to procure from other
sources (Hibbard, Kumar, and Stern 2001). This endowment
migration mechanism induces stronger relationships, with a
great increase in dependence (Dwyer, Schurr, and Oh 1987;
Jap and Ganesan 2000).

Given that relationship endowment (i.e., expansion or
exploitation) refers to the “continual increase in benefits
obtained by exchange partners and to their increasing
interdependence” (Dwyer, Schurr, andOh1987, p. 18; italics
added), we believe two strategies from extant literature are
most effective for facilitating the endowment mechanism:
seller and customer relationship investment. Prior research
has indicated the key role of relationship investments, or
“time, effort, spending, and resources focused on building a
stronger relationship” (Palmatier et al. 2006, p. 138). These
investments leverage partners’ value-creating capabilities
by providing the resources necessary to exploit opportunities
identified during the exploration mechanism (De Wulf,
Odekerken-Schröder, and Iacobucci 2001) and thus increase
exchange performance and benefits accrued from the rela-
tionship. Although a seller can invest resources to induce a
more effective product mix through traditional means, such
as accurate customer segmentation, targeting, and positioning
to inform the development of its product line, these resources
do not necessarily improve the customer relationship (Kahn
1998). Relationship investments (e.g., transaction-specific or
idiosyncratic investments) are also the most effective strat-
egies for increasing the dependence of an exchange partner
because the difficulty of redeploying resources to other
exchanges mitigates concerns of opportunism and signals

ongoing support for further investments (Heide and John
1990; Scheer, Miao, and Palmatier 2015). Considering that
our context deals with a single, relatively powerful seller and
many relatively weaker customers, we expect seller invest-
ments to have a greater impact than customer investments in
inducing positive migration because the “[customer] per-
ceives such investments as a credible pledge” to the rela-
tionship (Jap and Ganesan 2000, p. 230). This perception
results in greater relationship strength, in that the customer
knows that the seller will sustain economic consequences if
the relationship ends (Anderson and Weitz 1992). Moreover,
we expect a positive interaction between seller and customer
investments. Reciprocal action theory suggests that when both
parties provide resources, the opportunity to create synergistic
value and self-reinforcing interdependence increases (Gouldner
1960; Kozlenkova, Samaha, and Palmatier 2013). Therefore,
seller investments, and then customer investments, should
have the greatest impact in terms of enhancing the endow-
ment mechanism by providing the necessary resources to
exploit opportunities and build a protective shield of inter-
dependence. The result of these actions is a relationship that
is communal in nature.

H2: Among all RM actions, (a) seller investments and (b) customer
investments have the greatest effects on increasing the prob-
ability of migrating from a transitional to a communal state.

H3: The interaction of customer investments and seller invest-
ments positively affects the probability of migrating from
a transitional to a communal state.

Relationship-Damaging Migration Mechanisms

Passive damage: neglect. Highly developed relation-
ships can also weaken, rather than continue to strengthen or
remain in the same state. A negative but passive migration
mechanism that describes state change is neglect, which
captures a pattern of decay that is due to inattention rather
than proactive negative activities. This change results from
erosion in the state variables due to a failure to maintain the
relationship. Often the relationship does not end, because
neglect results in “reduced social exchanges with the partner
firm (but not necessarily reduced economic exchanges with
them)” (Ping 1999, p. 221). Marketing research on rela-
tionship decay and passive neglect is relatively limited, but
social psychology literature has identified a lack of commu-
nication between partners as particularly detrimental (Rusbult,
Zembrodt, and Gunn 1982). Lower levels of communication
reduce trust, commitment, and norms but typically do not
affect dependence, which is a structural constraint (Heide and
John 1990). The reduction in ongoing communication thus
results in neglect, which should increase the likelihood of a
relationship returning to a transactional state.

Similarly, a seller reducing its relationship investments
removes the resources required for value creation and
signals a lack of relational motivation (Rindfleisch and Heide
1997), which suppresses trust, commitment, and relational
norms in the customer, consistent with the neglect mecha-
nism (Palmatier et al. 2008). Rusbult, Zembrodt, and Gunn
(1982, p. 1239) argue that failing to continue to invest
resources is “promotive of relatively destructive behaviors
such as ignoring the partner.” Thus, reduced communication
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or reduced customer and seller investments represent “pas-
sive strategies” for triggering the neglect migration mecha-
nism, which increases the likelihood that a relationship will
shift from a more developed relational state to a neutral state,
in that it removes the factors that helped initially develop the
relationship. Because of the passive nature of this decay, it is
less emotional or purposeful as the exchange partners grow
apart (Ping 1999), and the relationship likely drifts into a
neutral or transactional state, rather than a more negative
resentful or damaged state.

H4: Among all RM actions, reductions in (a) communication,
(b) seller investments, and (c) customer investments have
the greatest effects on increasing the probability of migrat-
ing from a higher relationship state to a neutral relationship
state.

Active damage: betrayal. In addition to passive neglect,
purposeful actions (or inadvertent actions perceived as pur-
poseful by the customer) can significantly and immediately
reduce relational state variables (Hibbard, Kumar, and Stern
2001). When sellers actively undermine the customer rela-
tionship, it implies betrayal, which involves an immediate,
dramatic drop in the state variables due to purposeful actions,
typically accompanied by strong emotional responses (Grégoire
and Fisher 2008). Relationships with very low levels of trust,
commitment, and norms may persist, however, because the
continued exchange is held together bymedium to high levels
of dependence. Only dependent relationships usually survive
betrayal, because they lack alternatives, despite the potential
for anger and desire to punish the betrayer (Eyuboglu and
Buja 2007). This strong emotional aspect and resultant drop
in state variables distinguishes the consequences of betrayal
from those of neglect.

For the betrayal mechanism to occur, there must be actions
that sufficiently undermine the factors (e.g., state variables)
that facilitate relationship performance and result in strong
negative customer emotions. For this strong negative emo-
tional reaction from the customer to arise, there must be
sufficient cause for offense, attributable to the seller’s actions
(Grégoire and Fisher 2008; Kaufmann and Stern 1988).

Conflict and injustice represent two migration strategies
that are most likely to invoke a betrayal migration mechanism
(Kaufmann and Stern 1988; Samaha, Palmatier, and Dant
2011). Unresolved conflict is an “interactive process man-
ifested in incompatibility, disagreement, or dissonance” (Rahim
2002, p. 207). It can have detrimental impacts on relationship
health, in that “the mere presence of relationship conflict
demonstrates that parties do not share mutual understanding
and appreciation, and will thus undermine trust” (Langfred
2007, p. 887). Incidence of conflict leads customers to have
less confidence in the long-term orientation of the seller
or less willingness to invest in building or maintaining a
relationship, which in turn undermines commitment (Anderson
and Weitz 1992).

Injustice is the customer’s perception of the degree of
inequality in the procedures and processes of the seller. We
focus on procedural injustice rather than distributive injus-
tice, which is more directly under control of the seller and
thus more attributable to seller behaviors (Kumar, Scheer,
and Steenkamp 1995). For example, although just processes

and procedures help generate equitable outcomes, these
outcomes may be obtained even if the seller’s procedures are
not equitable. Conversely, outcomes may be comparatively
inequitable despite just supplier procedures (Kumar, Scheer,
and Steenkamp 1995). Injustice is not easily dismissible by
the customer because unjust seller procedures provide the
customer with negative information about the motives of the
seller, which in turn produces emotionally powerful, negative
attributions directly to the seller. These negative attributions
produce a customer that is more likely to react punitively,
making injustice especially damaging in a relationship setting
(Kumar, Scheer, and Steenkamp1995; Samaha, Palmatier, and
Dant 2011).We also expect an interaction between conflict and
injustice that can accelerate the migration of a relationship to
the damaged state, because the presence of both conflict and
injustice is particularly toxic to relational exchange (Campbell
1999; Samaha, Palmatier, and Dant 2011). Thus, both conflict
and injustice represent key triggers of the betrayal mechanism,
which increases the likelihood that a relationship will shift
fromawell-developed relational state to a negative or damaged
state because it removes factors that underpin the exchange
relationship and provoke significant negative emotional re-
sponses attributable to the seller.

H5: Among all RM actions, (a) injustice and (b) conflict have
the greatest effects on increasing the probability of migrating
from a higher state relationship state to a negative, damaged
relationship state.

H6: The interaction of conflict and injustice positively affects
the probability of migrating from a higher relationship state
to a negative, damaged relationship state.

Damaged relationship states: recovery. The lastmigration
mechanism is recovery, which describes the pattern of change
in the state variables by which an exchange migrates from a
negative/damaged state to a neutral/transactional state. It ne-
cessitates a substantial improvement in commitment, trust,
and norms; the only state variable preventing complete re-
lationship dissolution is likely high levels of dependence.
Migration strategies to promote the recovery mechanism must
work on the two principal characteristics of the damaged state.
One is that the strategies must help rebuild the damaged
relational state variables. The other is that the seller must re-
solve the conflict and injustice that drove the initial migration
to the negative state.

As a result, we expect two strategies to be the most ef-
fective in facilitating the recovery mechanism: communica-
tion and compromise. Just as communication helps identify
value-creating opportunities to promote relationship growth,
it also is critical to relationship recovery as a means to identify
and address the root causes of conflict and inequity, as well
as to help mend relationship state variables (Ganesan 1993;
Palmatier et al. 2006). However, communication alone may
not be sufficient for recovery; after the problem is identified,
partners must act on this information through compromise, or
“the resolution of conflicts by developing a middle ground
on a set of issues based on the initial positions of both parties”
(Ganesan 1993, p. 186). Through compromise, partners di-
rectly address the conflict and inequalities that damaged the
relationship by creating a more equitable exchange context. If
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the seller is able to employ communication to facilitate
identification of the problem while also making concessions
to address relationship inequity, we expect a positive inter-
action these strategies. Thus, communication and compromise
individually and synergistically represent migration strate-
gies for promulgating the recovery mechanism.

H7: Among all RM actions, (a) communication and (b) com-
promise have the greatest effects on the probability of
migrating from a negative/damaged state to a neutral/
transactional state.

H8: The interaction of communication and compromise pos-
itively affects the probability of migrating from a negative/
damaged state to a neutral/transactional state.

Methodology
Sample and Measurement

A large Fortune 500 firm participated in this research and
granted us access to its business customers (channel members)
over a six-year period. The firm sells hundreds of products
across several dozen categories (e.g., housewares, clothing,
books, tools, automotive products, consumer electronics,
sports equipment, home appliances) and offers both branded
and private-label items. Its approximately 1,600 business
customers account for an average of $600,000 in sales annually
for the focal firm, and our study period revealed only 2%
turnover among these customers, reflecting the longevity,
stability, and switching costs inherent to B2B relationships
(Jap and Ganesan 2000). This broad category sample should
generalize effectively to B2B channel relationships, more so
than a sample based in fewer product categories.

The data were collected through six consecutive annual
surveys administered to the owner or senior manager of each
channel member firm to ensure an accurate representation of
the seller–customer relationship. These responses were then
matched with the focal firm’s sales records for each channel
member. The constructs included in each survey remained the
same and were measured with identical items each year. In any
particular year, an average of 57% of the channel members
responded to the surveywith usable responses.We thus defined
our final sample as the 552 channel members that responded
with usable questionnaires in at least four of the six years, so
that we could effectively capture relationship dynamics.2

To test for nonresponse bias, we compared early and late
responses for all waves of the study; these results suggested
no differences (p > .05). Multivariate analyses of variance
of the study constructs and sales numbers indicated that
responses by channel members that returned at least four of
the six waves did not differ significantly from those of
channel members that returned three or fewer waves (p > .05).
Comparable tests of demographic variables (age of relationship

at time t) in our final sample against those of firms with fewer
responses or nonresponders also suggested no significant dif-
ferences across groups.

The survey questions (see the Web Appendix) were the
same in every data collection wave and were based on es-
tablished and psychometrically tested multi-item scales from
extant literature. Trust, customer commitment, customer
dependence, relational norms, and profit assessments used
five-point Likert scales (where 1 = “strongly disagree” and 5 =
“strongly agree”). The firm provided objective financial mea-
sures of sales revenue and growth for each customer. For
each year, we tested confirmatory measurement models by
including all latent constructs in one model.We restricted each
item’s loading to its corresponding construct and correlated
each construct with all others in the model. Individual con-
firmatory factor analyses for each year yielded acceptable fit
indices: c2(836) = 1164.48–1669.39, p < .001; comparative fit
indices = .90–.95; Tucker–Lewis indices = .90–.94; root mean
square errors of approximation = .04–.05; and standardized
root mean square residuals = .04–.07.

To assess discriminant validity, we first confirmed that
the square root of the average variance extracted exceeded its
shared variances (intercorrelations) with all other constructs
(Fornell and Larcker 1981) (see Table 3). Second, we exe-
cuted an exhaustive pairwise comparison of constructs in a
series of two-factor confirmatory measurement models. We
ran each model first with the correlation between the two
constructs constrained to unity, and then with a free esti-
mation of the correlations. Across all construct comparisons,
the chi-square difference tests supported discriminant val-
idity (p < .01). Furthermore, all scales also exhibited accept-
able Cronbach’s alpha values from .73 to .95, in support of
their internal reliability.

Although these data are censored, because the channel
relationships existed both prior to and after the study period,
we do not perceive censoring as a problem, for two reasons.
First, we used the HMM framework to examine movement
between the states of any given relationship, rather than
tracking the entirety of the relationship life cycle. Thus, we
model a sample of relationship state changes that tend to be
generally infrequent in B2B relationships. Second, HMMs
can use interval-censored data without issue (Luo and Kumar
2013), because the Markov chain depends only on the pre-
vious state, not the entire history of the relationship. Cap-
turing six years of longitudinal survey data on relationship
constructs is a rare andmajor undertaking in RM research, but
it still might not represent the full life cycle, from the birth to
the death of the relationship, and not all firms exhibit the same
level of movement within this six-year window.

Modeling Approach

Using the multivariate HMM, we empirically infer latent
relationship states from the time-varying levels of each
customer’s survey responses about the four state variables.
The vector of state variables for customer i at time j is
yij = ðtij, cij, dij, nijÞ, where tij, cij, dij, and nij are the averages
of the trust, commitment, dependence, and relational norm
items, respectively. The latent state at time j for customer i,

2We also ran the full model on customers with five or more
responses and customers with three or more responses. The sub-
stantive results remained the same, with larger parameter errors in
the latter sample, such that we risked overfitting the data. Therefore,
our chosen sample represents a middle ground between general-
izability and reliability.
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fYi1 = yi1, :::,Yij = yijg, has four components: (1) the initial
latent state probabilities pi, which denote the customer’s
initial state; (2) a matrix of transition probabilities among
states that explains how the customer moves from one period
to the next, as well as the effects of various migration
strategies on transition; (3) a multivariate likelihood of
interrelated state variables, conditional on the relationship
state Lijjs = fisðtij, cij, dij, nijÞ; and (4) the customer’s latent
state probability in each time period. We present the four-
variate model as an intercept-only model. The coefficients
for intercepts represent the average proclivity of each state
variable, that is, the state variables’ average levels. We do not
place RM strategies in the utility model because we believe
RM actions would result in gradual and long-lasting changes
to the customer–firm relationship and thus should only in-
fluence state transitions.

Initial state distribution. Let s denote a latent relationship
state (s = 1, 2, ::, S) and pis be the probability that customer i is
in state s in the first period of our data set, where�S

s=1pis = 1.
We use S – 1 logit-transformed parameters to represent the
vector of initial state distribution.

Markov chain transition matrix. The HMM transition
matrix denotes the probability a customer migrates from
one state to each other, over periods, modeled as a Markov
process:

State at t
State at t - 1 1 2 3 / S - 1 S

1 wij11 wij12 wij13 / wij1S-1 wij1S

Vi,j-1→j = 2 wij21 wij22 wij23 / wij2S-1 wij2S

« « « « 1 « «
S wijS1 wijS2 wijS3 / wijSS-1 wijSS

,

where wijss9 = PðSij = s9
��Sij-1 = sÞ is the conditional proba-

bility that customer i moves from state s at time j – 1 to state
s9 at time j, and "s, s9, �s9wijss9 = 1. These transition proba-
bilities might be influenced by several factors (i.e., migration
strategies) at time j – 1. We define each transition probability
as a function of migration strategies, using a logit specification
to ensure 0 £ wijss9 £ 1. That is,

wijss9 =
exij - 19gs

1 + �S-1

s=1e
xij - 19gs

,(1)

where xij-1 is a vector of migration strategies affecting the
transition between states and gs is a state-specific vector
of response parameters that measure the impact of each
migration strategy on the transition probability wijss9. In our
transition matrix specification, we include all possible RM
strategies and hypothesized interactions so that we can
compare the relative effects between all RM strategies for
each migration path and identify the most effective strategy
for each.

HMM likelihood function. Conditional on being in state s
at time j, a customer responds to the levels of trust, com-
mitment, dependence, and relational norms. These four
responses are unconditionally interrelated. If customer i at
time j is in a latent state Sij = s, we can factor the conditional
discrete–continuous joint likelihood using multivariate

normal distributions to model the joint distributions on all
four variables, as follows:

Lijjs = fis
�
tij, cij, dij, nij

�
,(2)

where tij, cij, dij, and nij are trust, commitment, dependence,
and relational norms, respectively. Considering theMarkovian
structure of the model, the likelihood of observing a set of
joint customer responses at time J depends on all responses
prior to that event. The likelihood of customer’s responses
over J periods (Yi1,Yi2, :::,YiJ) is

(3)

LiJ = PðYi1 = yi1, :::,YiJ = yiJÞ = piMi1Vi,1→2Mi2:::Vi,J-1→TMiJ19,

wherepi is the initial state distribution,V is the transitionmatrix,
M is an S · S diagonal matrix with the elements Lijjs from
Equation 1 on the diagonal, and 19 is an S · 1 vector of ones.

To ensure identification of the states, we restrict cus-
tomers’ responses to trust to be nondecreasing in the rela-
tionship states. Let bb01i be customer i’s mean-level response
to trust in state 1, with the lowest trust, such that we set
~bt0si = bt01i + �

s
s9=2expðbt0s9iÞ; s = 2,…, S. To avoid under-

flow, we scale the likelihood function in Equation 2
(MacDonald and Zucchini 1997).

Recovering state membership distribution. We use a
filtering approach (Hamilton 1989) to determine the proba-
bility that customer i is in state s at time j, conditional on the
customer’s history:

(4)

P
�
Sij = s

��Yi1,Yi2, :::,Yij
�
= piMi1Vi,1→2Mi2 :::Vi,j-1→t$sLijjs

�
Lij,

where Vi,j - 1→j$s is the sth column of the transition matrix
Vi,j j - 1→j, and Lij is the likelihood of the sequence of joint
state variables up to time j from Equation 2.

In our HMM, latent relationship states are determined by
each customer’s time-varying levels of survey responses to the
four state variables. It simultaneously identifies the number of
latent states, allows customers to migrate freely across different
states, and assesses the effectiveness of each RM strategy on
migration path. In the following section, we accordingly discuss
the number of states and their characteristics, as empirically
identified by the model, followed by the identified migration
paths and the most effective RM strategies for each path.

Results
Number of States and Model Comparisons

We have no a priori knowledge about the exact number of
relationship states, sowe estimate two-state tofive-statemodels,
with the full set of RM strategies, and select the one that offers
the best fit, according to the deviance information criterion
(DIC), which accounts for model complexity. The results show
that the four-state HMM fits the data best. As we report in
Table 4, significantly different mixtures of state variables and
outcomes arise for the four relationship states. In addition, in the
migration path probability matrix, the diagonal represents the
mean probability of remaining in the same state (i.e., stickiness),
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and off-diagonal values indicate the probabilities that a cus-
tomer in a given state will migrate to a different state.

To assess the extent of dynamics and heterogeneity, we
performed multiple model comparisons and robustness checks,
with the results summarized at the bottom of Table 4. If the re-
lationship states are truly dynamic, we expect a better fit from
HMMs than from static latent class segmentations. Thus, we
compare the fit of our HMMagainst three-, four-, andfive-state
latent class segmentation models, for which the DICs were
significantly worse than the comparable values for the fully
specified HMMs. Thus, significant variance appears due to
relationship dynamics within the same customer, instead of
cross-sectional differences among customers. To assess whether
the migrations are random or influenced by RM strategies, we
test a set of HMMs but without variable specifications in the
transition matrix; they provide worse fit. Therefore, the set of
RM strategies can explain state migrations.

The customers in our data set come fromvarious industries,
with potentially different dynamics and product requirements,
but we do not have data about the industry each customer
represents. We thus need to assess unobserved heterogeneity.
In theory, our data set should not suffer much from hetero-
geneity because (1) the survey questions about relational
constructs are general attitude measures that should normalize
across firms, and (2) incorporating the product mix construct in
ourmodel captures some heterogeneity in that certain industries
should value the product mix more than others. To test the
extent of unobserved heterogeneity more formally, we ran
additional versions of a two–latent segment/four-state model,
as well as a three–latent segment/four-state model. Thus, we
imagine our samples containing two or three types of customers
whose unobserved characteristics do not change over time. The
fit results are worse than those of our chosen model. Therefore,
the amount of time-invariant heterogeneity, after we account
for these two factors, is not enough to overcome the addi-
tional model complexity. Furthermore, we checked alternative
specification of the model using ordinal logistic regression and
found the same substantive results but slightly worse fit. This
battery of model comparisons and robustness checks suggests
our model parsimoniously captures dynamics, identifies the
number of states, and properly specifiesmigrations, influenced
by RM strategies.

Furthermore, as additional controls, the transition matrix
includes, for each customer, the total square footage of its store,
as well as the percentage dedicated to the seller’s business,
along with the number of employees and the percentage of
them dedicated to the seller’s business. Together, these vari-
ables control for economic expansion/contraction and for
competitive intensity, which might shift the customer’s busi-
ness focus and influence the seller’s RM efforts, but we find
no significant effects. In our approach, we estimate aggregate
parameters instead of individual-level parameters; the variation
in movements among customers and the richness in four state
variables provide pooling of information among firms, which
allows us to identify the four states. A Markov chain Monte
Carlo simulation with six data points on four observed vari-
ables, wherein we “observe” the latent states, has a state re-
covery hit rate of 73.7%, which is sufficiently high to allow us
to describe the relationship states in our empirical application.

We would need more than six data points to accurately esti-
mate individual parameters.

Identifying Relationship States

The transactional state is where most relationships begin
(Mage = 3.9 years), characterized by low to medium levels of
trust (M = 3.61), customer commitment (M = 3.66), and
customer dependence (M = 2.43),3 as well as relatively low
relational norms (M = 2.38). This mixture implies a neutral,
undeveloped relationship, with little embedded relational
governance. Relationships in the transactional state exhibit
moderate levels of profit (M = 3.69) and sales growth (5%)
and represent the largest portion across the four states (54%
of total sample). This state is unique because it exhibits the
most heterogeneous state migrations. Relationships move to
stronger relational states 41% of the time, move to weaker or
damaged relational states 16% of the time, and remain in the
same state 43% of the time. The transactional state also is
evaluative, such that parties receive some value from their
exchanges but also explore opportunities to create more value
before making significant investments.

Following a positive migration trajectory, relationships
move from the transactional state to a state that exhibits
medium to high levels of trust (M = 4.02), commitment (M =
4.16), and relational norms (M = 3.37) and low to medium
customer dependence (M = 2.67). Two characteristics define
this state. First, all the state variables are higher than in the
previous state, and the change in relational norms is more
than three times greater than that in the other state variables,
reflecting a substantial increase in relational governance.
Second, it is the least sticky state; in each period, 75% of
relationships migrate to another state (60% strengthening,
15% weakening). We thus refer to it as the transitional state;
most relationships are in the process of shifting from a
transactional to the most developed relational state and are
unlikely to remain transitional for more than one period.
Profits (M = 3.82) and annual sales growth (23%) are higher
than in the transactional state, indicating growth in the po-
tential of the relationship.

The communal state exhibits the highest levels of trust
(M = 4.73), commitment (M = 4.74), customer dependence
(M = 3.58), and relational norms (M = 4.02). Strong relational
development produces the highest levels of profit (M = 4.325)
and good sales growth (12%). In terms of migration, the
communal state is the most sticky (61% remain each period),
but if the relationship changes, it is more likely to move
directly to the weakest relational state (21%), rather than
migrating to a neutral status, such as the transactional state
(15%). Thus, transgressions appear more damaging in the
communal state.

Finally, the damaged state is marked by low levels of
trust (M = 2.54) and commitment (M = 2.67) and very low

3We use the terms “low,” “medium,” and “high” relatively, to
refer to the empirical range for each state variable, because cus-
tomers have different perceptions and baselines for the different
survey items. Thus, 3 would be a relatively high score for de-
pendence but low to medium for trust. In Table 4, we use asterisks
to indicate state variables that are statistically significantly different
from their neighbors at the .05 level.
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levels of relational norms (M = 1.51) but medium to high
levels of customer dependence (M = 3.15). The combi-
nation of low trust, commitment, and norms with higher
dependence results in divergent relational and financial
performance. Sales growth (–3%) is negative, yet these
relationships appear relatively profitable (M = 3.09), likely
because of customer dependence. Exiting the damaged
state is difficult; 56% of the relationships remain stuck

here, and if they recover, they move only to the rela-
tionally neutral transactional state. Exchanges in the dam-
aged state feature not undeveloped but, rather, negative
relationships. Given their relatively larger account size and
probability of having arrived from the communal state,
these relationships likely have declined substantially in
their health. If not for high dependence, many of them
would dissolve.

TABLE 4
Results: HMM of Relationship States

A: Relational States

State Name

Measure Transactional Transitional Communal Damaged

Relational State Variables
Trust (mean) 1–5 scale 3.61* 4.02* 4.73* 2.54*
Customer commitment (mean) 1–5 scale 3.66* 4.16* 4.74* 2.67*
Customer dependence (mean) 1–5 scale 2.43 2.67 3.58* 3.16*
Relational norms (mean) 1–5 scale 2.38* 3.37* 4.02* 1.51*

Performance Outcomes
Profit (mean) 1–5 scale 3.69 3.82 4.25 3.09
Sales growth Annual % 5% 23% 12% -3%
Sales revenue $1,000 549 609 812 629

Relationship State Descriptors
Percentage of sample across all years % 54% 9% 24% 13%
Relationship duration Years 3.9 5.4 7.4 5.8

B: Migration Probabilities

Migrate From

Migrate To

Transactional State Transitional State Communal State Damaged State

Transactional state 42.9% 40.6% 15.6%
Transitional state 10.9% 25.5% 59.8% 3.8%
Communal state 15.4% 60.5% 20.9%
Damaged state 39.6% 56.4%

C: Model Fit Comparisons

Three-State Four-State Five-State Two-Segment Three-Segment Ordinal Logit

Latent Class—No Dynamics
Log-likelihood -14,170.32 -12,662.33 -13,415.57
DIC 28,883.74 25,809.96 27,345.31

Dynamic Model—No
Specification in Transition
Log-likelihood -11,585.83 -10,742.98 -11,109.10
DIC 23,615.71 21,897.70 22,643.98

Dynamic Model—Full
Specification in Transition
Log-likelihood -10,461.23 -9,846.30 -10,731.86
DIC 21,323.40 20,063.98 21,875.03

Four-State HMM with
Segments
Log-likelihood -9,872.38 -9,898.18
DIC 20,419.40 20,659.64

Ordinal Logit Model
Log-likelihood -9,994.40
DIC 20,237.22

*p < .05.
Notes: DIC = deviance information criterion.
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Effectiveness of Relationship Migration Strategies:
Dynamic Relationship Migration

Table 5 presents the parameter estimates of all RM strategies
across all migration paths. This comparison allows us to
highlight the most effective strategy or strategies for each
path; italic values in the table represent the strategies that we
hypothesized would be most effective for a given migration,
and boldface indicates strategies that differ statistically at the
.05 level from the other strategies for a given migration path
as determined by t-test. Conditional on being in a transac-
tional state, both product mix (b = .61, p < .01) and com-
munication (b = .51, p < .01) significantly increase the
probability of moving a customer to the transitional state
and are stronger motivators of this relationship change than
all other strategies we tested, in support of H1a–b and the
underlying exploration migration mechanism. In support of
the endowment mechanism, partners can increase the proba-
bility of advancing their relationship from a transitional to
the communal state by making seller (b = .63, p < .01) and
customer (b = .52, p < .01) investments, which are the most
effective strategies for relationships in the transitional state, in
support of H2a–b. The positive interaction between customer
and seller investments promotes the migration of partners to
the communal state (b = .43, p < .01), in support of H3.

For the two relationship-damaging mechanisms, we find
that reductions in communication (b = -.54, p < .01), seller
investment (b = -.64, p < .01), and customer investment
(b = -.51, p < .01) have the greatest impacts on shifting a
relationship from the transitional to the transactional state,
in support of H4a–c and the neglect mechanism. Similarly,
reducing the levels of communication (b = -.44, p < .01), seller
investment (b = -.34, p < .01), and seller investment (b = -.55,
p < .01) increases the probability of shifting a relationship from
the communal to the transactional state. The effects of reduc-
ing communication or seller investment in the communal rela-
tionship are significant but are not statistically different from
the effect of increasing conflict (.40, .34, and .37, respectively;
p > .05), yet reduction in customer investments has statistically
stronger effects than the nonhypothesized strategies, in further
support of H4a–c. Reducing seller investment is more detri-
mental (vs. other types of RM reductions) to moderately
developed (i.e., transitional) relationships, whereas reducing
communication is more detrimental to more developed (i.e.,
communal) relationships.

Worse than neglect, the betrayal mechanism drives a
relationship to the damaged state through conflict and in-
justice. As we predicted in H5a–b, injustice (b = .50, p <
.01) and conflict (b = .39, p < .01) increase the likelihood
that a transitional relationship moves to the damaged state.
Similarly, in support of H5a–b, injustice (b = .84, p < .01) and
conflict (b = .58, p < .01) have the greatest impacts on
degrading communal relationships to the damaged state;
being perceived as unjust is especially harmful. Each of
these hypothesized migration strategies exhibits stronger ef-
fects than other, nonhypothesized strategies. The significant,
positive interaction effect between conflict and injustice
(conflict attribution) enhances the probabilities of migrating
from the communal (b = .63, p < .01), transitional (b = .39,

p < .01), and transactional (b = .29, p < .01) states to the
damaged state, in support of H6. Accordingly, the more
developed the relationship, the more damaging conflict and
injustice appear to be.

Finally, we evaluate the recovery migration mechanism,
which moves customers from damaged to transactional states
due to intentional transgressions. As we expected, the direct
effect of compromise (b = .55, p < .01) has the greatest impact
on transitioning out of the damaged state, in support of H7a.
Communication (b = .21, p < .01) has a significant direct
impact on the likelihood of migrating to the transactional
from the damaged state, but it is not statistically greater than
that of customer investment (.21 vs. .19, p > .05), in partial
support of H7b. Moreover, the interaction between commu-
nication and compromise is significant (b = .41, p < .01), in
support of H8.

Relationship Migration Strategies’ Elasticities

To understand the performance consequences of applying
state-specific migration strategies, we ran a series of hypo-
thetical scenarios that featured one-standard-deviation changes
to factors under the control of the selling firm, such as com-
munication or seller investment, but in which the status quo
was maintained for all other factors. By examining the re-
sulting changes in the mean transition matrices, we calculated
the elasticity of a migration strategy and derived associated
managerial insights related to the relative effectiveness of a
strategy across states and the performance implications
of applying such a strategy. Table 6 presents the elasticity
analysis results for each relationship migration mechanism.
We present the results as elasticities; for a 1% shift in the
migration strategy of interest, we identify the corresponding
percentage change in the probability of moving from one
relationship state to another.

Exploration. As we show in Table 6, the most effective
strategy for migrating a customer in a neutral, transactional
state to the higher, transitional state is communication
(1.44%), followed by product mix (1.33%). For comparison
purposes, we note that these two strategies are more effec-
tive for this migration mechanism than three other migration
strategies: seller investment (.81%), customer investment
(.97%), and compromise (.17%). Both strategies also have
greater marginal returns in the exploration mechanism (i.e.,
relationships in the transitional state) than in the two other
relationship-building migrations, the endowment (product
mix = .11%, communication = .46%) and recovery (product
mix = .15%, communication = .52%) mechanisms. Targeting
customers in the transactional state by increasing communi-
cation or product mix by 10% would yield a $1,040,483 or
$961,002 increase in revenue in the next period, respectively—
roughly equivalent to adding almost two new accounts. Both
strategies induce a slightly greater increase in the probability
of moving from the transitional to the communal state, but
they are less than 36% as effective when applied to other states
in increasing the probability of migration, which underscores
the benefit of communication and product mix strategies for
undeveloped relationships.
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Endowment. For relationships in the transitional state,
the most effective strategy for moving customers to the
communal state is seller investment (1.20%), which is sub-
stantially more effective than communication (.46%) or
product mix (.11%). Presumably, the information and value
created in earlier states already are known to both parties.
Applying seller investments also provides the most marginal
benefit for increasing the probability of migration compared
with transactional (exploration: .81%) or damaged (recovery:
.14%) relationships. A 10% increase in seller investment applied
to relationships in the transitional state would yield a $725,940
increase in revenue in the next period in our sample. If the
customer also is willing to invest in the relationship (.90%),
this strategy, though outside the focal firm’s control, benefits
both parties, as does a willingness to compromise (.43%).
However, seller investment is the key strategy for emerging re-
lationships because it provides resources for more successful
value creation.

Neglect. Rather than increase the levels of each migra-
tion strategy, we can reduce the levels one at a time to under-
stand the effect of neglect on more developed relationships.
We find especially high elasticities, indicating the strongly
detrimental effect of starving a customer relationship. For
example, for relationships in the less stable transitional phase,

reductions in seller investment (-4.72%) and communication
(-2.77%) are substantially more likely to lead a relationship
back to the transitional state than are similar reductions in seller
investment (-.71%) and communication (-.98%) when rela-
tionships are in the most developed, communal state. A 10%
decrease in communication or seller investment for rela-
tionships in the communal state would yield $408,206 and
$295,741 decreases in revenue in the next period.

Betrayal. To examine the other relationship-damaging
mechanism, we increase the levels of conflict and injustice to
determine their effect on driving more developed relation-
ships toward the damaged relationship state. Again, rela-
tionships in the transitional state are less stable and more
prone to damage. For example, a transitional relationship ex-
hibits more sensitivity to increases in conflict (1.31% vs. .97%)
and injustice (1.59% vs. 1.43%) than a communal relationship.
Injustice is 21%–47%more caustic to the customer relationship
than conflict.Accordingly, 10% increases in conflict and injustice
applied to relationships in the communal state would yield
$491,813 and $725,044 decreases in revenue in the next
period, respectively.

Recovery. If a customer relationship deteriorates to a
damaged state, it can be difficult, though not impossible, to

TABLE 6
Results: Elasticities of State-Specific Migration Strategies

A: Positive Migration Mechanisms

Migration Mechanism
Calculation
Methoda

Migration Strategy Elasticity

Communication
Product

Mix
Seller

Investment
Customer
Investment Compromise

Exploration
Transactional to

transitional
Increase 1.44% 1.33% .81% .97% .17%

Endowment
Transitional to
communal

Increase .46% .11% 1.20% .90% .43%

Recovery
Damaged to
transactional

Increase .52% .15% .14% .90% 1.13%

B: Negative Migration Mechanisms

Migration Mechanism
Calculation
Methoda

Migration Strategy Elasticity

Communication
Seller

Investment
Customer
Investment Conflict Injustice

Neglect
Transitional to
transactional

Decrease -2.77% -4.72% -3.36%

Communal to transactional Decrease -.98% -.71% -2.31%
Betrayal
Transitional to
damaged

Increase 1.31% 1.59%

Communal to
damaged

Increase .97% 1.43%

aThe point elasticities were calculated by increasing or decreasing a single migration strategy (e.g., communication) by one standard deviation and
examining the percentage change in migration probability from one relationship state to another.
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recover. However, a manager who attempts to salvage a poor
relationship with greater communication (marginal return:
.52%), product mixes (.15%), and seller investments (.14%) is
making inefficient uses of the firm’s resources; compromise
(1.13%) offers better marginal returns. In our sample, the
average account size in a transactional relationship is smaller
than that of a damaged relationship, so a 10% increase in
compromise applied to damaged relationships would actually
yield a $257,222 decrease in revenue in the next period.

Discussion
Using an HMM with six years of survey data collected from
552 business relationships maintained by a Fortune 500
seller, we capture dynamic relationship state changes using
theory-rich relational state variables (commitment, trust,
norms, and dependence) and associate them with real,
account-level firm performance variables (profitability and
sales growth). This framework allows us to build on extant
theory and managerial practice.

Theoretical Implications

This study advances RM theory in three key ways. First, we
identify and define three positive (exploration, endowment,
recovery) and two negative (neglect, betrayal) relationship
migration mechanisms that parsimoniously account for
observed customer state changes. Each positive migration
mechanism builds relational variables at different times and in
different patterns and reflects the potential development and
decline of a customer relationship. Relationships with lower
levels of development demand increases to relational variables,
such as trust and commitment. More developed relationships
instead must build mutual dependence and relational gover-
nance through norms.

Second, we expand on two important areas of relationship
management that have been largely neglected by extant lit-
erature: decline and recovery. We show that decline is not a
singular process but can damage relationships through dis-
tinctly different mechanisms. Neglect is passive inattention,
such that partners withhold relationship-sustaining resources
and move the relationship to a transactional state. Betrayal
actively undermines relational equity, driving the relationship
into a damaged state due to direct negative attribution to the
seller of unfavorable behaviors. Considering that damaged
relationships likely persist due to higher levels of dependence
(Jap and Anderson 2007), severing ties is not necessarily the
best or only option; timely compromise can help sellers ad-
dress relational issues to repair damaged relationships.

Third, our research framework and results indicate there is
no single effective RM strategy; there are only effective, state-
specific RM strategies. For example, improving communi-
cation and product mix is 79% and 93% less effective,
respectively, when applied to more developed relationships
rather than less developed, transactional relationships. The
correct strategy must match the relationship state; removing
marketing actions at the wrong time also can quickly undo
prior relational development. A reduction in seller investment
in the transitional state is 3.9 times as likely to result in a

negative migration to the transactional state as an identical
increase is to produce a positive migration to the communal
state (-4.72% vs. 1.20%). Whereas extant literature has
sought to describe the relationship states, we advance RM
theory with a detailed understanding of state migration
mechanisms, as well as the most effective RM strategies
and synergies for each migration.

Managerial Implications

Whenever possible, managers should consider multiple facets
of a customer relationship, because what may appear to be one
type of relationship actually may be another, and the identi-
fication can have important implications for appropriate man-
agerial action. For example, different patterns of all four state
variables determine unique state conceptualizations. Although
trust and commitment tend to move in unison, divergent levels
of relational norms and dependence are important for state
identification. Frameworks that fail to include one of these
critical state variables thus may be unable to identify or
distinguish a transactional state from a damaged state across a
portfolio of customers (e.g., Palmatier et al. 2013). Relying
purely on performance measures to infer relationship states,
although convenient, could be misleading. For instance, dam-
aged relationships appear larger in size (average account size
of $629,000) than either transactional ($549,000) or transitional
($609,000) relationships; yet account size is deceiving, and each
of these states demands substantially different treatment in terms
of migration strategy. Therefore, managers must realize that
account performance and relationship state do not always align
intuitively, and developing marketing actions without looking
deeply into the underlying relationship can lead to inefficient
resource allocations. A comforting finding is that even though a
relationship in a damaged state is roughly 50% more likely to
remain damaged than to improve, it does not necessarily
lapse into dissolution and can be recovered through timely
compromise—a result that contrasts with extant literature
(Dwyer, Schurr, and Oh 1987; Luo and Kumar 2013). We
make a case for investigating the dynamics and multiple facets
of a customer’s relationship, then applying appropriate, state-
specific RM strategies to achieve the best returns.

In Table 7, we list rules of thumb that managers can use
to identify the relationship states of their customers, deploy
relevant RM migration strategies given the states, and predict
the payoffs from these strategies. In the column labeled
“Distinguishing Relationship State Characteristics,” we
describe each of the four relationship states in terms of state
variable levels, the financial performance characteristics, the
customer size in the portfolio, and the movement characteristic,
such aswhere the relationship state originates fromandwhere it
is likely to migrate to. For instance, customers in transactional
states are generally new customers, and they comprise the
majority of the customer portfolio. Levels of trust, commit-
ment, norms, and dependence are low in this state, with cor-
respondingly low levels of sales and sales growth. Many of
these relationships remain transaction-oriented. By comparing
relative performance levels and relative magnitude of state
variables (i.e., trust, commitment, norms, and dependence)
across all customers through regularly fielded survey efforts,
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managers can expediently identify the current relationship state
of each customer.

Next, we provide dynamic relationship marketing migration
strategies for each state that are actionable recommendations to
managers once they have identified customers’ relationship states.
For example, for those customers currently in the highly profitable
communal state, managers need to avoid neglect by maintaining
regular communication and dedicating resources and customer-
specific investments to maintain the relationships. More impor-
tantly, managers need to actively prevent betrayal by regularly
assessing negotiations and contracts for potential areas of conflict
before each transaction and fairness of business procedures and
distribution of profits after each transaction. If there is inadvertent
action that could be perceived as unfair by the customer,managers
need to quickly react and compromise before the communal re-
lationship spirals downward to a damaged one.

Finally, we describe the potential payoffs that managers
can expect to achieve with the RM strategy deployment. To
illustrate, for customers in the transitional state, the firm can
provide a dedicated account manager to facilitate commu-
nication and guide investment in customer-specific resources
to help convert these customers into communal relationships,
which are associated with substantial increases in account
sizes (by an average of 33%, or more than $200,000 a year in
our sample) and loyalty (by as much as 140%). Likewise, an
actively reconciliatory RM strategy for customers in the dam-
aged state can revive these relationships back to the transactional
state, which results in reduced customer churn, improved rep-
utation for future potential customers, and savings from new
customer acquisition cost.

Limitations and Further Research

We note some limitations of our research and suggest
avenues for future investigation. We examine relationships
between a single, large B2B firm and its many customers
across a variety of product categories. Although we control
for time-variant and time-invariant heterogeneity, the

generalizability of this analysis could be enhanced further
with a broader sample of relationships from multiple selling
firms in different industries, which could strengthen the
robustness of inherently noisy approaches like HMM. Re-
search might determine whether relationship moderators
persist across different industries or business environments.
Moreover, we examine four key relationship state variables
that capture the lion’s share of relationship quality according
to extant research, but other state variables might capture
additional facets and result in more nuanced states. For
example, gratitude and reciprocity debts could be critical
early in a relationship. Business relationships tend to be
slow to develop (Jap and Anderson 2007), but using
monthly or quarterly measurements might provide more
fine-grained information about relationship dynamics and
detect rapid migrations, especially early in a relationship
and during conflict-laden periods. In addition, we have
customer information with respect to one seller but not any
competitive relationships. Further research should expand
the analyses by noting the possible influences of third parties
or group-level relationship dynamics. The collection of six
years of longitudinal survey data on relationship constructs
is a major undertaking, enabling us to study relationship
dynamics empirically. The relationship health states we
have presented are relative in the six-year window and
might not represent the full spectrum of the relationship
life cycle. As we expected, not all firms exhibited the
same amount of movement during the six-year window. In
aggregate, customers spend half of their time in a trans-
actional state, and many do not appear to have had enough
time or dynamics during this window to migrate out of the
transactional state (see Table 4). With the increasing ease
of data collection, further research with more compre-
hensive and longer-duration data across multiple firms
might be able to model relationships from initiation to dis-
solution and thereby increase generalizability and paint a more
detailed picture of relationship dynamics.
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Explanation of Relationship State Variables vs. Relationship State Migrations 
            

State Variable 
Definition 

Differential Role In 
Relationship Assessment   Operationalization 

(Scale Source) Loadings 
            
    
Trust  Trust is an other-focused 

evaluation of a partner’s integrity, 
reliability, and intentions. It can 
enhance relationship performance 
by inducing risky but rewarding 
investments, in the belief that the 
partner will not act 
opportunistically (Palmatier, Dant, 
and Grewal 2007). It also facilitates 
information and resource sharing. 
and helps a partner assess 
relationship quality (Fang et al. 
2008). 

  (Morgan and Hunt 1995)   
  Trust is “confidence 

in an exchange 
partner’s integrity” 
(Morgan and Hunt 
1994, p. 23). 

  [Seller can be counted on to 
do what is right. 

.89 

    [Seller] is a company that 
stands by its word. 

.84 

        
        

            
Customer 
commitment  

Commitment reflects a self-
focused evaluation of affective 
facets that contribute to a party's 
intention to continue the 
relationship, such as dedication, 
personal identification with the 
partner, and a focus on long-term 
benefits over short-term 
alternatives (Garbarino and 
Johnson 1999; Morgan and Hunt 
1994; Palmatier et al. 2006).   

  (Kumar, Scheer, and 
Steenkamp 1995) 

  

  Commitment is the 
“enduring desire to 
maintain a valued 
relationship” 
(Moorman, 
Deshpandé, and 
Zaltman 1993, p. 
316). 

  We continue to represent 
[Seller] because it is 
pleasant working with 
them. 

.83 

    We intend to continue 
representing [Seller] 
because we feel like we are 
part of the [Seller] family. 

.88 

    We like working for [Seller] 
and want to remain a 
[Seller] agent. 

.86 

    We are a [Seller] agent 
because we like what 
[Seller] stands for as a 
company. 

.84 

            
Customer Customer dependence captures   (Kumar, Scheer, and   



dependence  immediate evaluations of 
structural constraints with an 
exchange partner, where 
interdependence promotes 
partners to work together while 
dependence asymmetry can 
undermine channel performance 
through potential use of coercive 
actions (Kumar, Scheer, and 
Steenkamp 1995). 

Steenkamp 1995) 
  Customer 

dependence 
reflects evaluations 
of partner-provided 
benefits, for which 
there exist few 
alternatives 
(Hibbard, Kumar, 
and Stern 2001).  

  If for some reason, our 
relationship with [Seller] 
ended… 

  

    We would compensate for it 
by switching our effort to 
other lines we carry. [R] 

.67 

    It would be relatively easy 
for us to diversify into 
selling new product lines. 
[R] 

.97 

            
Relational norms  Relational norms focus on and 

reflect the history of interactions 
between partners by acting to 
“guide and regulate the standards 
of trade and conduct.” They 
emphasize long-term concerns 
about a channel partner’s 
prosperity, ensure equitable 
sharing of benefits and costs and 
serve to reduce opportunism 
(Gundlach, Achrol, and Mentzer 
1995, p. 81).  

  (Kaufmann and Dant 1992)   
  Norms  are 

"expectations about 
attitudes and 
behaviors parties 
have in working 
cooperatively 
together to achieve 
mutual and 
individual goals" 
(Cannon, Achrol, 
and Gundlach 2001, 
p. 183). 

  Even if the costs and 
benefits are not evenly 
shared between us in a 
given time period, they 
balance out over time. 

.85 

    We each benefit and earn in 
proportion to the efforts we 
put in. 

.86 

    My business usually gets a 
fair share of the rewards 
and cost-savings in doing 
business with [Seller]. 

.87 

    In our relationship, none of 
us benefits more than one 
deserves. 

.79 

            
            

Migration 
Strategy 

Definition 

Differential Role in 
Relationship Migration   Operationalization 

(Scale Source) Loadings 

            
            
Communication  Communication identifies value-

creating opportunities, establish 
the mutual goals and relational 
norms needed to govern the 
exchange and ensure an equitable 
division of value, which in turn 
increases confidence about 
investing for further value creation 
(Jap and Ganesan 2000).  

  (Greenbaum, Holden, and 
Spataro 1983) 

  

  Communication 
refers to the 
amount, frequency, 
and quality of 
information shared 
between partners 
(Mohr, Fisher, and 
Nevin 1996).  

  Communications are 
prompt and timely. 

.72 

    Information provided is 
relevant for decision-
making. 

.79 

    Communications are 
complete. 

.89 

    The channels of 
communication are well 
understood. 

.85 

            
Product mix  Effective product mixes provides   (Kahn 1998)   



  Product mix 
captures the 
seller’s assortment 
and the variety of 
desirable products 
available to satisfy 
customer needs 
(Morgan and Hunt 
1994). 

the foundation for value to the 
customer by increasing the 
likelihood each customer finds 
exactly the option they need for 
their purposes, as well as provides 
a diversity of options over time in 
case of changing needs (Kahn 1998, 
Morgan and Hunt 1994). 

  [Seller's category] lines 
represent superior value 
for our customers. 

.70 

    [Seller's category] lines 
have enough variety and 
assortment. 

.71 

    [Seller]'s big ticket items 
provide a rich assortment 
to the customers. 

.78 

    [Seller]'s big ticket goods 
represent superior value 
for our customers. 

.77 

            
Customer 
investment  

 Customer and seller investment 
captializes the relationship with 
the resources needed to exploit 
identified opportunities, thus 
increasing exchange performance 
(Jap and Ganesan 2000).  

  (Heide and John 1988)   

  Customer "time, 
effort, spending, 
and resources 
focused on building 
a stronger 
relationship" 
(Palmatier et al. 
2006, p. 138) 

  I have invested a lot of 
myself as a [Seller]’s agent, 
in terms of... 

  

    Time, beyond normally 
expected, in order to make 
[Seller] business successful. 

.80 

    Effort, beyond normally 
expected, in order to make 
[Seller] business successful. 

.80 

    Personal sacrifices (e.g., lost 
opportunities for other 
jobs, vacations, etc.). 

.86 

    Professional knowledge as 
a retailer. 

.82 

            
Seller investment  Relationship investment mitigates 

customer concerns of 
opportunism and support further 
investments because of the 
difficulty of redeploying resources 
to other exchanges (i.e. 
dependence) (Heide and John 
1990).   

  (Zaheer and Venkatraman 
1995) 

  

  Seller "time, effort, 
spending, and 
resources focused 
on building a 
stronger 
relationship" 
(Palmatier et al. 
2006, p. 138) 

  Assistance from [Seller] for 
keeping operations running 
smoothly is readily 
available. 

.77 

    [Seller] is always available 
to help us solve any day-to-
day operational problems. 

.81 

    [Seller] has invested 
significant resources in 
improving personal 
relations between us. 

.79 

            
Injustice  Injustice is purposeful inequitable 

distribution of relationship 
benefits, contributing to powerful, 
emotionally negative attributions to 
a relationship  (Campbell 1999). 

  (Kumar, Scheer, and 
Steenkamp 1995) 

  

  Injustice is the 
result of perceived 
inequality in the 
ratio of outcomes 

  In working with 
[Customer], [Seller]… 

  

    Treats all customers alike, 
and does not show 

.78 



to inputs (Samaha, 
Palmatier, and Dant 
2011).  

favoritism. 
    Applies its policies and 

procedures consistently. 
.75 

    Seriously considers our 
objections to [Seller] 
policies and programs. 

.80 

    Always explains its policy 
decisions to its us. 

.77 

            
Conflict  Conflict undermines factors that 

facilitate relationship 
performance in that “the mere 
presence of relationship conflict 
demonstrates that parties do not 
share mutual understanding and 
appreciation" in their interactions  
(Langfred 2007, p. 887). 

  (Kumar, Scheer, and 
Steenkamp 1995) 

  

  Conflict is 
"disagreement 
between a seller 
and a customer as 
each party strives 
to achieve its 
business goals” 
(Samaha, Palmatier, 
and Dant 2011 p. 
102) 

  In our disputes with 
[Seller], they usually… 

  

    Threaten to break off the 
relationship if we refuse to 
accept their position. 

.93 

    make implicit threats 
should we not comply with 
their request. 

.95 

    Express strong displeasure 
with our behavior when we 
challenge their stand. 

.94 

    Try to win their position by 
any means. 

.90 

            
Compromise  Once a problem is identified, 

mutual concessions can directly 
address the actions that damaged 
the relationship of the channel 
partners. 

  (Ganesan 1993)   
  "Developing a 

middle ground on a 
set of issues based 
on the initial 
positions of both 
parties" (Ganesan 
1993, p. 186).  

  In our disputes with 
[Seller], they usually... 

  

    Try to find the middle-
ground between our 
position and theirs. 

.84 

    Try to soothe our feelings 
and preserve our 
relationship by meeting us 
half-way. 

.88 

    Try to find a fair 
combination of gains and 
losses for both of us. 

.93 

    Let us have some of our 
positions if we let them 
have some or theirs. 

.68 

            
Profit Accounts for potential endogeneity 

in application of strategies as well 
as differences in customer 
heterogeneity. 

  (Lusch and Brown 1996)   
  A relative 

assesment of 
customer 
profitability (Lusch 
and Brown 1996) 

  As compared to other 
similar [Seller] agents, our 
performance is very high in 
terms of… 

  

    Sales growth. .79 
    Profit growth. .97 



    Overall profitability. .90 
            
Notes: All items were measured using five-point scales, from 1="strongly disagree" to 5="strongly agree." 
[R]=reverse coded. Item loadings refer to six years of pooled data. RMSEA = .03; CFI = .97. 
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