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ABSTRACT 
The potential of small and medium enterprises (SMEs) in promoting economic 

growth in both developed and developing countries is widely accepted and 

documented by both scholars and policy makers. Particularly lacking are studies on 

the evidence in support of the importance of credit rationing to the sustainability of 

SMEs in an emerging economy like South Africa’s. This specific problem, especially 

in the developing countries, has been identified as the major bottleneck in realising 

socio-economic potentials of SMEs in those countries. However, one of the major 

ways of addressing the challenge of inadequate funding that exists within the SME 

sector is the use of bank credit. This study was therefore undertaken to explore the 

role of commercial banks in the provision of credit to the SMEs in South Africa. 

 

This study focuses on the issue of the relationship between the banking industry and 

SMEs. In particular, the problem of credit rationing of, and discrimination against 

SMEs by commercial banks was investigated. Because credit rationing and finance 

gaps can stem from imperfections on either supply-side (banks), or demand-side 

(SMEs), or both, the intention of the study was to examine both of these variables in 

order to uncover the implications of their relationships. 

 

The empirical analysis is based on survey data collected by means of a structured 

questionnaire which was distributed amongst banks and SME borrowers in the 

Gauteng Province of South Africa. Contrary to the general view that commercial 

banks are disinclined to provide credit to SMEs, the study found that South African 

banks are keen to serve the SMEs and are therefore making efforts to penetrate this 

potentially profitable market segment. However, several obstacles are potentially 

restricting the involvement of banks with SMEs in South Africa. The findings revealed 

that regulations such as the Financial Intelligence Centre Act (FICA) and the 

National Credit Act (NCA) came out strongly as major hindrances of bank financing 

to SMEs. Furthermore, it was shown that compliance with the NCA was ranked 

higher than credit history and profitability as a factor hindering the approval of SME 

loans. 
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However, by using the structural equation modelling (SEM), the results also show 

that there is a positive and significant influence of lending technology and collateral 

on the supply of credit to SMEs. Variables such as creditworthiness, collateral and e-

banking were found to have a positive and significant impact on the provision of 

credit to SMEs by commercial banks. For both the supply- and demand-side 

analysis, technology came out as the most important predictor of SME access to 

finance. This means that banks should strive to align their lending techniques with 

the dynamic technological developments so as to reach as many SMEs as possible 

even in the geographically dispersed regions. It is anticipated that improving SME 

access to bank credit could be the key to the growth and sustainability of SMEs, the 

alleviation of poverty and unemployment; and consequently leading to the growth of 

the South African economy. 

 

Key words: SME financing, credit rationing, access to credit, credit supply, 

collateral, lending technology, e-banking, credit risk management, structural equation 

modelling, South Africa.  
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CHAPTER 1 

INTRODUCTION AND BACKGROUND 

1.1 INTRODUCTION 

The significance of small and medium enterprises (SMEs) in economic development 

has made them central elements in policy making in both developed and developing 

countries. As such, a healthy and robust SME sector is crucial for sustainable 

competitive advantage and economic growth. Today, small firms in the UK employ 

62 per cent of the labour force and contribute 25 per cent to gross domestic product 

(GDP). Of the 4.8 million businesses in the UK, over 99 percent are SMEs and they 

account for more than two thirds of the business turnover (Rowe, 2008). It is also 

interesting to note that SMEs are the major growing force behind the fastest growing 

economies of the emerging markets. For example, in China SMEs represent 99.3 

percent of the registered enterprises and account for 55.6 per cent of the Chinese 

GDP, 62.2 per cent of exports and 75 percent of employment opportunities (Wu, 

Song and Ze, 2008). The SME sector did not exist in China up until 1980 when 

SMEs were officially recognised. According to Schaper, (2010) SMEs are 

responsible for 96% of the jobs in Brazil and comprise 98 percent of companies in 

that country. Therefore governments across the globe are eager to encourage and 

support SME development 

South Africa is characterised by a low growth rate, high inflation and a high rate of 

unemployment of 25.5 per cent in the second quarter of 2014 (Statistics South 

Africa, 2014). According to Rogerson (2008), SMEs employ half of the working 

population and contribute about 50% to GDP. It is argued that SMEs offer an 

important vehicle for addressing unemployment problems as they promote growth 

and equity globally, and more specifically, in South Africa (Finmark Trust, 2006). The 

same sentiment is echoed in the New Growth Path document released in December 

2010 by the Economic Development Minister, setting job creation as a priority, with a 

target of creating five million additional jobs in the next ten years. In his 2011 State of 

the Nation address, the President of South Africa Mr Jacob Zuma stated that “the 

small business sector is a critical component of the job creation drive”. The 

government thus aims to reduce unemployment from 25 percent to 15 percent, 

largely through the development of SMEs. Furthermore, according to the National 
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Development (NDP) Plan 2030, SMEs are seen as the key to future growth, 

transformation and job creation. 

1.2 BACKGROUND TO THE STUDY 

While the development of SMEs is a critical focal point, the sector faces some 

serious challenges that inhibit the realisation of its potential. Previous studies identify 

adequate and accessible financing as a critical component of SME development 

(Fatoki, 2010). Financing is needed for business start-up, expansion and growth yet 

a lack of funds inhibits the growth of small businesses. The largest portion of the 

SME sector is unable to access loans from the commercial banks due to lack of 

financial knowledge, collateral and credit history. Foxcroft, Wood, Kew, Herrington, & 

Segal (2002) indicate that lack of collateral security in South Africa emerged as an 

obstacle hindering the access to bank finance for SMEs. 

With inability to access the much needed capital from formal sources, SMEs are 

unable to grow into sustainable businesses in the long run (Mutezo, 2013). Whilst 

profit maximisation is the prime objective of banks, they view SME financing as risky 

due to default risk and lack of collateral (Voordeckers and Steijvers, 2008). The drive 

to minimise risks informs the decision by banks to minimise loan approval for SMEs. 

The question that now arises is how to strike a balance between financial 

intermediation towards achieving economic development, while reducing operational 

and credit risks that confront financial institutions at large, especially banks.  

Traditionally, it is widely believed that SMEs are financially constrained. However, 

the one commonly cited hindrance to funding of small businesses is constrained 

access to finance (Fatoki and Odeyemi, 2010). Bearing in mind that banks are profit-

making institutions, the overarching objective of these financial institutions is 

premised on profit maximisation and risk minimisation. In line with this, most SME 

owners are misjudged by financial institutions, essentially on the grounds of 

information asymmetry. 

 Information asymmetry is the inability of SMEs to provide commercial banks with 

sufficient information on their operations and potential risks and benefits therein, 

which is essential for banks to expediently evaluate their creditworthiness. This also 

enables the bank to evaluate the risk profile and susceptibility of the business/owner 
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to risk, as a way of determining a reasonable cost of capital. This explains why high 

interest rates are charged on a few successful SME applications. Conversely, high 

interest rates increase the operational costs of SMEs, and ultimately decrease their 

profitability, thereby defeating the merits of external funding.  

Bearing in mind that the financial sector in South Africa is liberalised, the existence 

of imperfect information in the credit market may be used to explain the lending 

behaviour of banks to maximise profits. According to Musara and Fatoki (2012) the 

credit needs of borrowers, particularly SMEs, have not been met despite the 

increase in financial resources and regulation of the legal and institutional 

environment. A borrower’s major complaint could be the constrained access to 

credit, rather than its price, implying that banks do not lend just to anyone who can 

afford the price of credit. Clearly banks appear to exercise some degree of credit 

rationing by non-price mechanisms. Credit rationing occurs when loan demand 

exceeds supply, and some borrowers receive nothing or less than the amount of 

credit applied for at prevailing market rates (Stiglitz and Weiss, 1981). Thus, the 

existence of imperfect information in credit markets could create risk and therefore 

make credit rationing a logical, profit-maximising behaviour for banks. 

The constrained access to bank credit could have a negative impact on the growth of 

the SME sector, with serious implications on poverty and unemployment alleviation 

(Angelini, Di Salvo & Ferri, 1998). The SME sector credit is generally characterised 

by small loans, short maturity periods and high interest rates which are not 

favourable for long-term enterprise development (Okurut and Botlhe, 2006). Credit 

rationing on credit worthy firms has important adverse implications for growth of firms 

and the whole economy. Hence it is important to investigate this phenomenon in the 

South African context where the evidence to date seems scarce (Hashi and Toci, 

2010) 

While a series of previous studies have investigated SME funding and contributions 

to economic growth, there is little evidence of documented studies that critically 

examine the specific roles of credit rationing and risk management as determinants 

of the lending behaviour of commercial banks to SMEs in South Africa; hence the 

need for this research. The main focus of this study is on access to SME finance with 

specific reference to the supply side, mainly commercial banks. In this study, the 
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main criteria for accessing bank loans are subsumed under two main aspects, 

namely credit rationing and risk management principles.  

1.3 PROBLEM STATEMENT 

According to the second quarter report of Statistics South Africa (StatsSA, 2014), the 

rate of unemployment in South Africa rose to 25.5%, the highest since 2008. 

Approximately 5.2 million persons were unemployed. It has been noted that 

restrictions on credit to small businesses are a global phenomenon (Baas and 

Schrooten, 2006). For example, in Canada, forty five percent of the SMEs are able to 

access commercial lines of credit (Statistics Canada, 2007). In developing countries 

like South Africa, most SMEs seem to still find it very difficult to access debt finance. 

This is supported by the findings of FinMark Trust (2006), which indicate that only 

two percent of new SMEs in South Africa are able to access bank loans. Access to 

finance is necessary for SMEs to start and grow. For most SMEs, bank lending is 

considered the most important overall source of external funding (Berger and Udell, 

2002) yet a lot of SMEs are denied access to bank credit due to information 

asymmetry. Therefore, an analysis of the way in which banks operate as finance 

providers is necessary as they seemingly represent the main source of finance for 

SMEs. 

According to the literature a funding gap exists for SMEs. A “funding gap” refers to 

deficiency in financing for good SMEs who otherwise deserve credit at the start-up 

stage and beyond. For example, such small firms have good business models, 

skilled entrepreneurs and a high growth potential but they cannot get bank credit. 

SMEs with a funding gap also tend to be undercapitalised and opaque resulting in 

most of them being unable to afford audited financial statements. The traditional 

lending technologies based on strong financial ratios cannot solve the funding gap 

problem for SMEs (Berger and Udell, 2006) especially in developing economies 

where the information environment is weak. However, the gap could worsen under 

systematic shocks such as the recent global financial crisis. 

Literature on SME financing has tended to emphasize relationship lending as the 

primary solution to the financing gap. According to Garriga (2006), relationship 

lending is a special form of interaction between a bank and its borrowing firm in 

which banks gather private information through repeated interaction with the same 
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customer. Resultantly, lenders are able to produce or gather information about the 

borrower beyond that which is readily available. Hence close relationships are 

thought to reduce credit rationing for borrowers. Relationship lending is one of the 

technologies used by banks to solve the problem of information asymmetry.  

Due to cost, data and collateral or security reasons, transactional methods of lending 

decision making are not best suited to new or risky SME lending decisions. Berger 

and Udell (2002) propose that these transactional methods may best be suited to 

firms with long financial histories and high levels of collateral. To these authors, 

relationship lending is often employed by banks throughout the world as a measure 

of overcoming such difficulties in lending decision making. Historically, this 

asseveration has been established by previous research (Baas and Schrooten, 

2006). Relationship lending has been widely advocated to surmount many of the 

problems associated with bank lending decisions such as adverse selection, 

information asymmetry, monitoring and intermediation risks. Relationship lending 

could thus be based on the experience of a given bank with a concrete borrower and 

therefore on “soft” information collected overtime (Baas and Schrooten, 2006). Thus, 

if financial data is limited, relationship lending could be the technique of choice. 

Due to the problems of accessing bank credit, a large proportion of South African 

SMEs rely more on self-financing in the form of personal savings, loans/donations 

from family and friends as well as retained earnings. The implication, therefore, is 

that SMEs do not always have adequate credit to meet their financial needs at 

different levels of growth.  

1.4 OBJECTIVES OF THE STUDY 

The main objective of this research is to empirically investigate the main factors 

which determine the credit rationing behaviour of banks towards SMEs in South 

Africa. This study focuses on uncovering why commercial banks are discriminatory 

against SMEs and what could possibly be done to enhance a better capital 

deepening; essentially to improve the ratio of capital that is directed to the SMEs. As 

suggested by literature, if SME access to finance is improved, this sector of the 

economy will be able to contribute more meaningfully to economic development and 

job creation in a country where almost a quarter of the total population is 

unemployed.   
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The main source of finance for small businesses in most developing and emerging 

economies is bank credit (Berger and Udell, 2002). However, there are a constantly 

increasing number of applications for commercial bank loans from SMEs whose 

readiness to pay interest rates over and above the prevailing rates is a strong 

indication of excess demand for credit by small businesses (Akuetteh, 2009). A 

number of studies have shown that access to finance is a greater obstacle for SMEs 

than it is for large firms, particularly in developing economies (atieno, 2009; Beck, 

Demirguc-Kunt, & Maksimovic, 2005; Beck, Demirguc-Kunt, Levine & Maksimovic, 

2006). There is evidence that SMEs in both developing and developed countries 

have experienced difficulties in accessing credit from the banks (Ayyagari, 2007; 

Beck, Demirguc-Kunt and Martinez Peria, 2008). Consequently, the majority of small 

business credit applications are turned down because they are unable to satisfy the 

credit application requirements such as information transparency and collateral 

(Ayyagari, 2007; Beck et al., 2008). 

Despite the increasing demand for bank credit, commercial banks are unable to 

supply the required credit to small firms because of high transaction costs, high 

default rates, lack of security and the perceived risks associated with small business 

lending (Binks and Ennew, 1996). In addition it is difficult for the banks to collate 

reliable information on SMEs and coupled with this, the high probability of default 

deters banks from lending to small businesses (Bbenkhele, 2007; Lucey, 2010). This 

study is therefore intended to determine factors that banks should consider when 

lending to SMEs in order to enhance the access to credit by SMEs in view of the 

current limited access to finance. It is anticipated that resolving the borrowing 

challenges faced by SMEs will result in reducing unemployment, poverty and 

economic growth in South Africa. 

Based on the foregoing discussion, the main objective of this study is to investigate 

whether SME financing is now a strategic and profitable market for financial 

institutions in emerging markets; and if so, to devise possible interventions and 

guidelines towards improving SME access to bank finance in South Africa. 

Following from the main objective outlined above, the secondary objectives of the 

study are listed below: 

• to investigate the banks’ involvement with SME financing; 
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• to determine the factors driving commercial banks’ desire to become involved 
with the supply of credit to SMEs; 

• to investigate the obstacles to SME financing by commercial banks in South 

Africa; 

• to determine how banks manage credit risk associated with credit supply 

(SME financing) to SMEs; 

• to determine the factors which influence the supply of bank credit to the SME 

sector in South Africa; 

• to investigate the economic sector or industry in which SMEs operate in. 

• to investigate the challenges faced by SMEs in accessing bank finance; and 

• to determine the factors which influence access to bank credit by SMEs in 

South Africa. 

In support of the drive towards achieving the above-mentioned objectives, this study 

will endeavour to address the following research questions. 

 

1.5 RESEARCH QUESTIONS 

The study acknowledges that problems exist both on the supply and demand sides 

of SME financing in South Africa and therefore, focuses on both the supply- and 

demand-side problems. In order to achieve the stated objectives of the study, the 

following questions have been posed:   

1. To what extent are the commercial banks involved with SME financing? 

2. What are the drivers of bank financing to SMEs? 

3. What are the obstacles of bank financing to SMEs?  

4. How do banks manage credit risk associated with SME financing? 

5. What are the main determinants of credit supply to SMEs by South African 

banks?  

6. What is the impact of transaction costs, creditworthiness, collateral, lending 

technology, bank-SME relationship and risk management on credit supply to 

SMEs in South Africa? 

7. What are the main challenges faced by SMEs in accessing bank financing in 

South Africa? 
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8. What is the impact of creditworthiness, collateral, technology, credit rationing 

and bank-SME relationship on SME access to bank credit in South Africa? 

 

In the light of the findings from the main questions, it will be necessary to 

consider and answer two subsidiary, but significant, questions: 

9. How can access to bank finance be improved in the context of South Africa’s 

SME clients’ needs? 

10. What, if any, changes could be made to South African banks’ SME financing 

policies to promote and develop SME financing? 

1.6 RESEARCH HYPOTHESES 

This study was meant to investigate the factors that influence the supply of bank 

credit to SMEs in South Africa. The study focused mostly on the credit supply related 

characteristics which were deemed to be more relevant in explaining the credit 

rationing behaviours of banks towards SMEs. These factors include transaction 

costs, collateral, lending technology, creditworthiness, innovative strategies, bank-

SME relationship and risk management. The sixth research question was translated 

to the following hypotheses based on the literature study. 

 

H1: Transaction costs significantly impact credit supply to SMEs by banks. 

H2: The availability of collateral security significantly impacts credit supply to 

SMEs by banks. 

H3: The cost of lending technology significantly impacts credit supply to SMEs by 

banks. 

H4: Creditworthiness of SMEs significantly impacts credit supply to SMEs by 

banks.  

H5: Bank-SME relationship significantly impacts credit supply to SMEs by banks. 

H6: Innovative strategies significantly impact credit supply to SMEs by banks. 

H7: Risk Management significantly impacts credit supply to SMEs by banks. 

 

The research hypotheses diagram constructed using AMOS 23 path diagrams is 

shown in figure 1.1 below: 
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Figure 1.1: The research hypotheses (Banks) 

 

Figure 1.1 above was constructed on the basis of the research hypotheses to 

diagrammatically show how credit supply determinants (independent variables) link 

up with the dependent variable (credit supply). The proposed model is used as the 

base to run the Structural Equation Modelling analysis presented in later chapters. 

 

The study also sought to investigate the factors that influence SME access to finance 

from the demand side in order to complement the findings from the supply-side. 

These factors include creditworthiness, collateral security, information asymmetry, 

credit rationing and E-Banking. These set of variables are translated to the following 

hypotheses based on the literature study: 

 

H1: Creditworthiness significantly impacts SME access to bank finance. 

H2: Collateral security significantly impacts SME access to bank finance. 

H3: Information asymmetry significantly impacts SME access to bank finance. 

H4: Credit rationing significantly impacts SME access to bank finance. 

H5: E-Banking significantly impacts SME access to bank finance. 

 

The diagrammatic depiction of the research hypotheses is shown in Figure 1.2, using 

AMOS 23: 
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Figure 1.2: The research hypotheses (SMEs) 

 

Figure 1.2 above was constructed on the basis of the research hypotheses to 

diagrammatically show how access to credit determinants (independent variables) 

link up with the dependent variable (SME access to credit). The proposed 

diagrammatic depiction of the hypothesis is used as the base to run the Structural 

Equation Modelling analysis presented in later chapters. 

  

1.7 SIGNIFICANCE OF THE STUDY 
The role of bank lending to SMEs continues to be a subject of intense discussion 

especially in the context of the impact of the recent global financial crisis. The study 

contributes to the debate by providing new insights into the role of banking 

competition and technological changes globally. Of particular interest is the impact of 

the technological changes on the banking industry and how this consequently affects 

SME financing in an emerging economy such as South Africa. rgins and the risks 

involved by engaging with this market segment. 

 

This study is likely to make significant contributions in a number of areas. It has 

important implications for policy makers, finance providers, entrepreneurs and 

managers of SMEs. The findings and recommendations could assist entrepreneurs 

and managers of SMEs in tackling their financing problems. It is anticipated that 

SMEs will benefit from the study, by an improved understanding of how financial 

providers operate and therefore position themselves better to gain access to bank 

finance. 
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In most countries, banks are still the main source of external finance for SMEs. It is 

therefore important for the banking sector to develop practical and sustainable 

means of extending credit to SMEs. This will enable banks to be aware of the 

potential of the SME market and therefore develop strategies and innovations that 

will satisfy the current needs of SMEs in South Africa. 

 

Interest in the role of the SME sector in the development process continues to be in 

the forefront of policy debates globally. Therefore, it is hoped that the findings from 

this study will enable policy makers and practitioners to develop or improve 

appropriate policies aimed at addressing the financing problem that confronts the 

SME sector. The development of SMEs is seen as accelerating the wider socio-

economic objectives, including job creation and poverty alleviation. 

Finally the study also seeks to add to the existing academic knowledge in that it will 

serve as a reference for subsequent research in the area.  

1.8 SCOPE OF THE STUDY 

This study focuses on examining the factors that determine access to bank credit by 

SMEs in South Africa as well as the role of banks in SME financing. The study 

further investigates the involvement of banks with SMEs and the challenges they 

face when lending to SMEs. 

Typically this study was delimited in terms of geographical coverage, participant 

financial institutions and profile of respondents. The study was limited to bank 

personnel involved in the SME lending units of the four leading commercial banks. 

The study also mainly focused on the Gauteng Province as it can be regarded as the 

economic hub of South Africa in general. 

Participant SMEs included formally registered businesses with the Department of 

Trade and Industry (DTI), while survivalists and microenterprises were excluded from 

the study since they do not appear in official registers of businesses. 
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1.9 OUTLINE OF THE STUDY 

To present a comprehensive and coherent report, this study adopts the following 

structure: 

Chapter one gives an introductory background and an overview to the research 

study. The problem statement, objectives, research questions, research hypotheses 

and significance of the study are dealt with, and the structure of the rest of the thesis 

is summarised. 

Chapter two provides a theoretical framework for existing literature on SMEs in 

South Africa and globally vis-à-vis their economic significance as well as challenges 

that confront SMEs, essentially, finance-related challenges. In Chapter three, the 

capital structure determinants of SME financing as hypothesised by financial theories 

of capital structure are examined. 

Chapter four provides a comprehensive literature study of existing theories and 

concepts regarding credit rationing and risk management in a banking environment. 

It further elucidates the conceptual framework of SMEs as well as the financial 

aspect of their operations.  

Chapter five explains the position of this study in relation to the major scientific 

research paradigms, and discusses the methodology used to collect and analyse the 

data for exploring the research questions set for the study. The rationale for 

choosing the quantitative approach is highlighted. Data collection and pilot study 

procedures are explained and the target population and sampling techniques are 

clarified and justified. The chapter also elucidates the techniques used in the data 

analysis.  

Chapter six deals with the analysis and interpretation of the results based on both 

the bank and SMEs surveys. A discussion of how the data were analysed and 

interpreted is presented based on the major statistical techniques used in this study 

namely descriptive and inferential statistics, multiple regression analysis and 

structural equation modelling (SEM). Research results are discussed, synthesized 

and corroborated with theory and other empirical studies.  
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Chapter seven synthesises the results from the analysis of both the bank and SME 

surveys in order to get a clear understanding of the challenges faced in SME 

financing and the factors influencing the supply of bank credit to SMEs. The chapter 

presents a summary of the key research findings and demonstrates the contribution 

made by this study to the body of knowledge. Conclusions and the limitations of the 

study are drawn; and recommendations for further research highlighted. 
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CHAPTER TWO 

SMALL AND MEDIUM ENTERPRISES – AN OVERVIEW 

2.1 INTRODUCTION 

The previous chapter introduced and provided the background information against 

which this study is based. The aim of this chapter is to lay a theoretical foundation for 

the evaluation of the relevance of the small and medium enterprises (SMEs) sector 

to the South African economy. This is intended to uncover the challenges that 

confront SMEs, as a way of leveraging their potential benefits towards advancing the 

national economic development. This chapter reviews available literature on some of 

the important issues on SMEs. Firstly, the definition of SMEs is discussed and the 

characteristics of the SMEs and the entrepreneur are reviewed. The role and 

importance of the SME sector to economic development are highlighted. The 

constraints faced by SMEs are also discussed with specific reference to the 

difficulties they face in accessing bank finance to support their business 

development. Lastly, the determinants of access to funding by South African SMEs 

are discussed.   

2.2 DEFINITION OF SMEs  

A firm can be classified in terms of two groups of characteristics (Bolton, 1971): 

quantity characteristics, such as employment, assets, turnover; and quality 

characteristics, such as innovations and organisational structure. However, it can be 

noted that the latter are much more difficult to measure. Therefore, the most 

common criteria for differentiation between small, medium and large firms are the 

quantity properties, of which the size of employment and volume of annual turnover 

are the most frequently used. Nonetheless, a single standard definition of SME, that 

is uniformly acceptable does not exist (Beck, Levine and Demirguc-Kunt, 2005). 

The definition of SMEs differs widely among countries, depending on their stage of 

economic development and prevailing social conditions (Organisation for Economic 

Cooperation and Development, 2007). The definition of small firms also varies in 

terms of size, finance, sector and ownership, which make consistence on its 

definition more unstable (Dabo, 2006). Some definitions refer to the number of 

employees as their distinctive criteria for defining SMEs; some use financial 
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indicators such as capital turnover while others use a combination of employee head 

count, invested capital, annual sales turnover and industry type (Dababneh and 

Tukan, 2007). There is therefore neither a global consensus nor a single and 

uniformly acceptable definition of what constitutes small firm categorisation (Storey, 

1994). 

Following from the foregoing, SMEs have been defined along a broad continuum of 

size and type. In terms of size, a number of parameters such as number of 

employees, total net assets, annual sales turnover and investment level are used 

across the globe to distinguish between SMEs (Kushnir, 2010). For example, the 

European Union (EU) defines SMEs as those firms that employ less than 250 

people, with annual sales not exceeding $67 million and/or total assets not 

exceeding $56 million. Small enterprises are classified as those firms employing 10 

to 49 people with annual sales not exceeding $13 million. However, according to 

World Bank (2007a) the most commonly used criterion is the number of employees, 

due to the comparative ease of collecting such information in any country. Based on 

employee headcount, Table 2.1 below gives a summary of the comparative 

definitions of SMEs across the globe including the European Union (EU), the United 

States (US) and some of the emerging economies of BRICS. BRICS is acronym of 

an association of leading emerging economies consisting of Brazil, Russia, India, 

China and South Africa. With the possible exception of Russia, the BRICS members 

are all developing economies or newly industrialised countries, distinguished by their 

large, fast-growing economies, and significant influence on regional and global 

affairs (Schaper, 2010).  

Table 2.1: Comparative definitions of SMEs 

Definition by Micro enterprise Small enterprise Medium enterprise 
Number of employees 

US Small Business 
administration 

1-19 20-99 100-499 

European Union 1-9 10-49 50-249 
Brazil 1-9 10-49 50-99 
China 1-299 300 300-3000 
Ghana 1-5 6-29 30-99 
South Africa 1-5 20-49 50-200 

Source: Compiled from literature 
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As reflected in Table 2.1, a small business in Ghana is an enterprise with 6 to 29 

employees while, a medium-sized enterprise employs between 30 and 99 people. 

However the same medium enterprise would be classified as a small business in the 

US.  Where a business is regarded as medium-sized if it employs less than 500 

people while in New Zealand SMEs are defined as enterprises with 19 or fewer 

employees (Ministry of Economic Development, 2011). The EU and Brazil use the 

same limit to categorise micro and small enterprises but different cut-offs for the 

medium enterprise limit. Therefore, many businesses in America and Europe 

regarded as medium enterprises with 250 to 500 employees would be categorised 

as large enterprises in South Africa where firms with up to 200 employees are 

categorised as large. However, given China’s large population and the labour-

intensive characteristics of its SME sector, a small business can employ up to 3000 

employees depending on the industry (Kongolo, 2010). Thus it is almost impossible 

to compare SMEs globally because they differ fundamentally over the threshold 

levels for distinction between small, medium and large firms. 

According to Storey (1994) the best description of the key characteristics of a small 

firm favours the postulation of the Bolton Committee in its 1971 Report on Small 

Firms. The report formulated ‘economic’ and ‘statistical’ definitions for SMEs. On one 

hand, under the economic definition, a business is regarded as small if it has a 

relatively small market share; independently owned, operated and financed without a 

formalized management structure; and does not form part of a large enterprise 

(Nieman, 2006). 

The statistical definition on the other hand, takes into account three generally 

accepted parameters, either separately or in combination, when defining SMEs in 

different countries (Nieman, 2006). These include quantifying the financial size of the 

small firm sector, its contribution to GDP and the employment capacity of the 

business. The statistical definition recognises that size is relevant to the sector, for 

example, in Canada; a small business is defined as one that has fewer than 100 

employees (if the business is a goods-producing business) or fewer than 50 

employees (if the business is service-based). However, it must be noted that the 

statistical definition is discordant with the economic definition of a small business, 

which might have up to 200 employees whilst the economic definition states that a 

small business may be owner managed with an informal management structure 
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(National Credit Regulator, 2011). The most common definitions used by regulators 

are based on the number of employees, sales and/or total assets. The most 

commonly used among the three is the employee head-count (Ardic, Mylenko and 

Saltane, 2011). 

The definition of SMEs also varies among financial institutions. In a survey of banks 

in East Africa, Calice et al, (2012) found that bigger and more established banks 

tend to have much higher thresholds than smaller banks, and more than 56% of the 

banks used more than one criterion.  

2.2.1 Definition of SMEs in South Africa 

According to Atkinson (2012), South African literature on SMEs is fairly rare. SMEs 

are invariably conflated with SMMEs which focuses on very small, new and 

emergent enterprises. Furthermore data collection on SMEs is very limited and 

hence it is difficult to find reliable data on SMEs. The most widely used framework for 

SMEs in South Africa, is the definition of the National Small Business Act (NSBA) 

102 of 1996 (Abor and Quartey, 2010). South African enterprises are classified in 

three ways: by employee numbers, annual revenue and total assets excluding fixed 

property. According to the NSBA 102 of 1996, the definitions for the various business 

categories are given as follows: 

• Survivalist enterprise: The income generated is less than the minimum 

income standard or the poverty line. This category is considered pre-

entrepreneurial, and includes hawkers, vendors and subsistence farmers.  

• Micro-enterprise: The turnover is less than the value added tax (VAT) 

registration limit (now R1million rand per year). These enterprises usually lack 

formality in terms of registration. They include, for example, spaza shops, 

minibus taxis and household industries. They employ no more than 5 people. 

• Very small enterprise: These are enterprises employing fewer than 10 paid 

employees, except for the mining, electricity, manufacturing and construction 

sectors, in which the figure is 20 employees. These enterprises operate in the 

formal market and have access to technology. 
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• Small enterprise: The upper limit is 50 employees. Small enterprises are 

generally more established than very small enterprises and exhibit more 

complex business practices. 

• Medium enterprise: The maximum number of employees is 100, or 200 for 

the mining, electricity, manufacturing and construction sectors. These 

enterprises are often characterised by the decentralisation of power to an 

additional management layer. 

According to the criteria for identifying small businesses stipulated by the South 

African Department of Trade and Industry (1995), “a small business is a firm which 

employs less than 50, but more than 5 workers, using capital assets (excluding fixed 

property) valued at less than R2 million with an annual turnover of less than R6 

million”. These levels of small businesses differ widely, depending on the particular 

sector, the growth phase of the business and access to relevant support. The 

quantitative criteria are presented in the Schedule to the Act as shown in Table 2.2 

and classify businesses into micro, very small, small and medium, using the 

following guidelines in respect of different sectors of the economy: 

• Total full-time paid employees 

• Total annual turnover 

• Total gross asset value 

 

The NSBA, as revised by the National Small Business Amendment Act of 2003, 

defined the threshold per sector and subsectors as indicated in Table 2.3 below. 
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Table 2.2: Classification of SMEs given in the National Small Business 

Ammendment Act (26) of 2003 

Enterprise 
Size 

Number of employees Annual turnover 
Gross assets, 
excluding 
fixed property 

Medium Fewer than 100 to 200, 
depending on industry 

Less than R4 million to 
R50 million, depending 
upon industry 

Less than R2 million to 
R18 million, depending 
on industry 

Small Fewer than 50 Less than R2 million to 
R25 million, depending 
on industry 

Less than R2 million to 
R4,5 million, depending 
on Industry 

Source: The National Small Business Amendment Act 26 of 2003. 

Compared to the developed-country standards, South African thresholds for defining 

SMEs based on employee headcount are low. The Department of Trade and 

Industry (DTI, 2008:3) refined these categories per sector. Each sector has a 

different set of criteria. For example, a medium enterprise in Agriculture employs up 

to 100 people, while Manufacturing and Construction employ sectors employ up to 

200 people.  

Table 2.3: SME thresholds in different sectors 

Sector Class 
Employee 
(maximum 
limit) 

Turnover in 
South Africa 
(million rand) 

Total net 
asset (million 
rand) 

Agriculture Medium 100 5 5 
 Small 50 3 3 
Manufacturing Medium 200 51 19 
 Small 50 13 5 
Construction Medium 200 26 5 
 Small 50 6 1 
Catering, accommoda-
tion & other trade 

Medium 200 13 3 

 Small 50 6 1 
Source: DTI, 2008:3) 
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From Table 2.3 it can be deduced that different sectors have different dynamics in 

terms of labour requirements and investment thresholds. Furthermore, different 

types of thresholds (labour, turnover and total assets) are essential due to the 

divergent requirements in different sectors. Many businesses in the US and Europe 

regarded as medium enterprises with 250 to 500 employees would be categorised 

as large enterprises in South Africa where firms with more than 200 employees are 

defined as large.   

Additionally, within a country, there may be different criteria for defining SMEs based 

on the purpose of categorisation. This is particularly true with respect to the South 

African Revenue Services (SARS). According to the SARS (2007) website, “SARS 

does not have one single description for a small business; instead there are several 

definitions utilised for different purposes, details of which are given below: 

• For amnesty purposes, a small business is any business with a turnover of up 

to R10 million; 

• For Income Tax purposes (section 12E), a Small Business Corporation (SBC) 

is defined as a business having a turnover of less than R14 million, in addition 

to other qualifying criteria; and 

• For Capital Gains Tax, a Small and Medium Enterprise (SME) is described as 

a business having total net assets of under R5 million. 

From the above discussion, it is clear that there is no universal definition of what 

constitutes a SME. It can be deduced that SME classification criteria vary among 

various countries. While SMEs operate in almost all industries, they differ greatly in 

their nature and importance from industry to industry and from country to country.  

This study focuses primarily on SMEs that are formally registered with the DTI 

having 10- 200 employees, a bank account and access to capital markets or other 

suppliers of finance. Informal small businesses are thus excluded from this research. 

The study therefore adopts the quantitative definition of SMEs in South Africa as 

proposed by the National Small Business Amendment Act (26) of 2003. This 

definition is depicted in Table 2.4. 
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Table 2.4: Schedule of size standards for the definition of SMEs in South Africa 

Type of firm Employees Turnover Balance sheet 

Small 10- 50 Maximum R13m Maximum R5m 

Medium 51- 200 Maximum R51m Maximum R19m 

Source: Government Gazette of the Republic of South Africa (2003). 

From the discussion above, it can be concluded that there is no unanimity on the 

definition of SMEs as firms differ in their levels of employment, turnover and 

capitalisation. Therefore, definitions based on size, when applied to one sector could 

lead to all enterprises being classified as small, whereas the same size definition 

applied to a different sector would result in all enterprises being defined as large 

(NCR 2012). The lack of a single definition of SME makes comparison between bank 

lending practices somewhat inconsistent (Calice, Chando and Sekioua, 2012:9).  

Despite the inconsistency in the comparative definitions of SMEs, the enterprises 

have some common characteristics. Firstly, ownership and management are held by 

one individual or family resulting in subjective decision-making. Secondly, SMEs 

require small capital base in general, regardless of the industry and the country 

where they are based. However, SMEs experience difficulties in attracting external 

funds for expansion; hence they rely heavily on finance from friends and relatives. 

Furthermore, there is no distinction between business and personal funds thereby 

resulting in inefficiency and non-performance of many SMEs. The following section 

addresses the characteristic features of SME which influence their access to finance.  

2.3 CHARACTERISTICS OF SMEs 

SME characteristics affect their financial decisions and behaviour and ultimately the 

firm’s performance and growth. Several characteristics peculiarly related to the SME 

sector influence the financial behaviour of firms 

2.3.1 Business characteristics 

These include firm size and age, ownership type and legal form, geographical 

location, industry, sector and asset structure (indicates ability to pay). Globally it has 
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been established that SMEs have less access to finance than large firms and South 

African SMEs are no exception (Fatoki, 2012).  

A firm’s size may be measured by its assets, capital employed in the business, its 

revenue or profits or by the amount of human or physical capital it employees. 

Empirical studies have indicated that SMEs are financially more constrained than 

large firms. For example, Musara and Fatoki (2012) have indicated that restrictions 

on credit are greater when a firm is small. For instance, SMEs are characterised by 

information opacity such as inability to provide audited financial statements (Binks 

and Ennew, 1996). In addition to that, there is high risk involved because SMEs have 

high failure rate compared to large companies. The screening and monitoring of 

small firms may be proportionately more costly to the lender as fixed lending costs 

related to loan approvals make costs per dollar lent relatively higher for smaller firms 

(Hashi and Toci, 2010). 

The age of the business can also play a significant role on a firm’s ability to acquire 

debt. According to Dollinger (1995) the age of the business determines the sources 

of capital for any business. Newly established and young businesses, in most 

instances, lack internally generated capital and are more likely to require external 

sources of capital to fund their businesses. On the other hand, older businesses tend 

to make use of retained earnings and are thus less likely to depend on external 

sources of capital to fund their business operations (Hall, Hutchinson & Michaelas, 

2004). Size and age of SMEs influence their access to finance as lenders and 

investors prefer firms that have accumulated sufficient assets that would be of 

collateral value (Dabo, 2006). This assertion is confirmed by Hashi and Toci, (2010) 

who argue that banks prefer to offer loans based on tangible assets in an effort to 

mitigate problems associated with increased risk ensuing from opaque information. 

Some of the problems revolve around adverse selection and moral hazards.  

It is also argued that the form of ownership influences the sources of finance 

available to a firm and the degree of difficulty encountered in accessing such 

financing (Bhaird and Lucey, 2006). For example, previous research has established 

that listed firms and foreign-owned firms face lesser financial constraints (Beck et al, 

2006; Calice et al., 2012). Furthermore, the legal form of the business also 

determines its financing decisions. Sole proprietors and partnerships are more likely 
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to make use of internally generated sources of capital (Storey, 1994) while 

companies and close corporations are more likely to make use of external funding 

since they exist as legal entities (Coleman and Cohn, 2000). Incorporated firms are 

more likely to have easy access to external finance in comparison to unincorporated 

firms, considering the difficulty often experienced in ascertaining the owner’s 

personal funds from those of the business.  

It can also be argued that spatial variation exists in both the cost and availability of 

finance for SMEs. Such spatial variation may arise due to the following: 

• Absence of financial institutions in rural areas 

• Bank branch managers in rural areas may have limited authority and therefore 

processing and approval of loan applications is delayed since it is done in the 

corporate head office. Rejections of loan applications can be high because 

the head office does not have personal knowledge of customers and projects 

based in distant locations   

 

Another characteristic that influences SME access to external finance is the industry 

or sector the firm belongs to. Previous research has established that most SME 

founders set up businesses in the industry or sector in which they have prior 

experience. The advantages arising from such a position include lower levels of risk 

and better business contacts, which render it more attractive for that individual, even 

when the firm’s profitability levels and prospects are relatively poor. In a study 

carried out in Mozambique, Byiers (2010) found that the economic sector was an 

important determinant of access to credit for small firms. The results of their study 

concluded that metal-mechanic and wood-furniture had significantly lower access to 

credit than the food processing sector. Therefore, investigating the impact of the 

firm’s economic sector or industry on the ease or otherwise with which it can access 

finance is also a subject of enquiry of this study.     

2.3.2 Entrepreneur’s characteristics 

Empirical studies have repeatedly investigated entrepreneur characteristics that 

significantly influence the successful access to external finance (Storey, 1994). 

These include the business owner’s age, educational attainment, management skills, 

training, previous sector experience and organisation size. The entrepreneur’s 
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financing decisions may be influenced by the strong desire to maintain business 

ownership and independence. To achieve this objective, entrepreneurs prefer to use 

internal sources of capital (Abdulsaleh and Worthington, 2013). Therefore, to retain 

control of their businesses, entrepreneurs may choose to reduce the use of external 

finance. According to Barton (1989) business ownership and control are important 

factors that influence the capital structure and financial decisions of SMEs. Owners 

might perceive that any external providers of funds can interfere in the management 

of their business (Padachi, Howorth and Narasimhan, 2012). Furthermore, the 

attitude and objectives of the entrepreneur can exert important influences on the 

firm’s ability to secure external finance, such as unwillingness to provide personal 

assets as collateral (Doba, 2006).  

Human and social capital issues also play an important role in the establishment and 

development of SMEs. Therefore, the level of education and work experience 

provides the business with adequate human and social capital. According to 

Coleman and Cohn (2000), entrepreneurs with higher levels of formal education and 

business skills are more likely to source external finance. Storey (1994) argues that 

education provides a basis for intellectual development which the entrepreneur 

requires in order to be in business successfully and that a higher level of education 

provides the individual with greater confidence in dealing with customers and 

bankers. Similarly, the age of the business owner is more likely to influence the 

consideration of the business for external finance by lenders and investors (Romano, 

Tanewski & Smyrnios, 2001). Older business owners have a preference for internal 

funding sources due to the low risk involved. It is therefore important to understand 

the characteristics of SMEs as these influence their access to finance.  

2.4 ROLE AND IMPORTANCE OF SMEs TO THE ECONOMY 

There is a general consensus that SMEs contribute positively to both economic and 

social development of developed and developing countries (Beck and Demirguc-

Kunt, 2006; Pang, 2008). Economically, SMEs are recognised as engines through 

which growth objectives of developing countries can be achieved. As such, SMEs 

play a significant role in generating employment and income for both rural and urban 

population, and have a tendency to engage more labour intensive technology than 

large firms (Newman, 2010). In support of this statement, Ayyagari, Beck and 
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Demirguc-Kunt (2007:417), using country level data, estimate that on average SMEs 

account for close to 60% of employment in the manufacturing sector of many 

countries. In South Africa SMEs contribute approximately 61% towards employment 

(Abor and Quartey, 2010).  

The significance of SMEs to economic growth has made them focal points in policy 

making in both developed and developing economies (Eikebrokk and Olsen, 2007; 

Maredza and Ikhide, 2013). There is evidence that SMEs are the backbone of the 

nation's economy particularly in developing and emerging countries (Beck et al, 

2006). For example, in India and China, SMEs dominate the industrial and 

commercial infrastructure (Ebrahim et al, 2011). Small businesses constitute the bulk 

of the industrial base and also contribute significantly to exports as well as GDP. In 

many developing and emerging markets, the SME sector is regarded as one of the 

principal driving forces for economic growth and job creation (Abor and Biekpe, 

2007). This holds true particularly for many countries in Africa where SMEs 

represent over 90% of businesses, contribute over 50% of GDP, and account for 

63% of employment in low income countries (United Nations Economic Commission 

for Africa, 2005). 

SMEs are therefore valued for their potential to grow into larger, more productive 

units, their ability to invest in and adopt new technologies, and adapt to new 

economic circumstances (Berry et al. 2002; Finlayson, 2003). SMEs also have 

advantages over large established firms since they are able to adapt more easily to 

market conditions because of their flexible nature (Abor and Quartey, 2010). They 

are typically more flexible due to their flat hierarchical structures and are therefore 

able to respond faster to changes in the external economic environment. Hence, the 

turnaround time for new product development tends to be shorter for SMEs than for 

larger firms. Furthermore, SMEs are more labour intensive than larger firms and 

therefore have lower capital costs associated with job creation (Musara and Fatoki, 

2012). Small businesses tend to use less capital per worker and have the capacity to 

use capital more productively when compared to larger firms. Where they are 

located in the urban areas, SMEs activate untapped resources and skills, 

contributing to a more equitable distribution of income, place a positive role in 

sectoral balance and regional development and hence help strengthen political 

stability in the economy (Dabo, 2006). 
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2.4.1 SMEs contribution to the South African economy 

In South Africa, SMEs contribute to the country’s national product through the 

provision of goods and services to both consumers and suppliers. According to the 

DTI, (2008) South Africa’s SMEs account for 99% of formal business entities, 

contributing between 52% and 57% of GDP and providing about 62% of employment 

(see Table 2.5). However, Berry et al (2002) noted that discussing SME contribution 

to GDP is problematic, since the GDP typically records only formal activities, while 

most SMEs are active in the informal sector. 

Table 2.5: Contribution of SMEs to the South African economy 

Enterprise size Percentage of 
registered enterprises 

Percentage of 
employment 

Percentage of 
gross domestic 
product 

SMEs 99.25% 66.6% 57.% 

Large enterprises 0.75% 33.4% 43% 

Source: DTI, 2008:43 

The role of SMEs is also vital in achieving wider socio-economic goals, including 

poverty alleviation (Cook and Nixon, 2000). The authors allude to the fact that SMEs 

promote the equitable distribution of income. This in turn reduces economic 

disparities between rural and urban areas resulting in improved standards of living of 

the general population.  

SMEs are also crucial in creating entrepreneurial skills and promoting innovation and 

sustainability (Kongolo, 2010). SMEs are important in applying new technology to 

better satisfy consumer demands. According to Falkena et al, (2000) information 

technology and the knowledge economy have made it possible for SMEs not only to 

create jobs, but also to generate high per capita value-added. SMEs are therefore 

valued for their potential to grow into larger and more productive units, ability to 

invest in and adopt new technologies, and their ability to adapt to new economic 

circumstances.  

In many developed and developing countries, SMEs help buffer the shocks that 

come with the boom and bust of economic cycles such as the 2008/2009 world 

financial crisis. SMEs also serve as the key engine behind equalising income 
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disparities among workers (Ebrahim, Ahmed & Taha, 2010). SMEs are therefore 

perceived as the most important vehicle to create jobs, reduce poverty; enhance 

social upliftment and achieve sustainable economic growth (Musara and Fatoki, 

2012).  

Despite the numerous contributions of SMEs to economic development in both 

developed and developing economies, small businesses in many countries face a 

myriad of challenges. These challenges are addressed in the following section:  

2.5  CHALLENGES FACING SMEs IN SOUTH AFRICA 

Despite the identified positive contributions of SMEs to national economies, South 

Africa has one of the world’s highest SME failure rates (Herrington, Kew & Kew, 

2009). Furthermore, Fatoki & Odeyemi, (2010) observed that about 75% of the 

SMEs in South Africa fail within the first two years of operation due to a number of 

challenges that impede their survival. Key among these include inadequately 

educated workforce, crime and corruption, inefficient legal systems, restrictive labour 

regulations, lack of managerial and entrepreneurial skills, an inefficient government 

bureaucracy, constrained access to financing, and inadequate supply of 

infrastructure (Herrington et al, 2009).  

 

According to Fatoki (2012), there is evidence that regulatory constraints resulting 

from government bureaucracy place a proportionally high burden on SMEs, 

especially those in developing economies such as South Africa. As such, SMEs 

often find it difficult to receive regulatory approval to conduct business activities. 

Regulatory barriers prevent SMEs from operating in sectors of the economy in which 

local governments have vested interest in protecting state-owned enterprises 

(Newman, 2010). For example, the labour market in South Africa is highly regulated 

with a high level of market rigidity. As a result, it is difficult and expensive for SMEs 

to hire skilled labour (Mahadea, 2008). Consequently SMEs experience problems 

such as the inability to attract and retain suitable staff, loss of key employees, low 

productivity and inadequate training and development of employees (Brink, Cant and 

Ligthelm, 2003). 
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Furthermore, weak judicial and legal frameworks and lack of property rights increase 

risks and discourage investment. As a result, absence of an effective legal system to 

enforce credit laws impedes the development of a deeper SME credit market 

(Malhotra, Chen, Criscuolo, Fan, Hamel & Savchenko, 2006). The World Bank 

(2003) portrays a relatively inefficient legal system in South Africa compared to the 

emerging BRIC countries due to a shortage of judges and magistrates, backlog of 

cases and lower creditor protection in practice. The lack of protection for property 

rights limits SME access to foreign technologies (Malhotra, et al. 2006) 

In addition, many SMEs lack professional managerial expertise. This statement is 

supported by Radipere and van Scheers (2005), when they state that the lack of 

skills impacts negatively on the ability of SMEs to manage their human resources 

efficiently, and is a major factor that influences enterprise performance. The high rate 

of business failure in South Africa can be attributed to a lack of managerial capacity 

which is a result of a lack of adequate training and education (Radipere and van 

Scheers, 2005). 

Other challenges faced by SMEs in South Africa include problems such as the 

HIV/AIDS pandemic, high crime rate and poor infrastructure, which have a strong 

negative economic impact. On one hand, a high incidence of HIV/AIDS (18% of 

adults) has an enormous effect on the health of South Africa’s workforce and 

implications on how individuals live and work with the disease (Ray, 2010). On the 

other hand, SME development in South Africa is hampered by crime and corruption, 

which is widely believed to restrain investment (NCR, 2011). The crime includes 

robbery, hijackings, break-ins and vandalism. The South African Police Service 

Crime Statistics (2013) indicates an increase in business crime between 2009 and 

2013. Most of the reported cases are robberies on small business premises. SMEs 

are therefore not aggressively pursuing avenues to grow their market share and stay 

ahead of competitors. Instead, they are focusing on operational matters relating to 

security because of the high crime rate (Fatoki and Garwe, 2010).    

According to Von Broembsen, Wood and Herrington (2008), the lack of infrastructure 

and the impact of macroeconomic variables are among the main challenges faced by 

SMEs in South Africa.  Poor infrastructure such as bad roads, inadequate water 

supply and erratic power supply hamper SME growth in developing countries 
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including South Africa (Ejembi and Ogiji, 2007). As such, limited access to the 

Internet, transport and electricity increase the cost of bank operations. Economic 

variables and markets can affect the profit and effective operations of the business. 

These factors include fiscal and monetary policies of the government, interest rates, 

inflation rates and foreign exchange policies. South Africa’s economy is 

characterised by high interest rates, high inflation (>6%), declining exchange rates 

and low consumption (Marcus, 2012). Economic variables therefore influence the 

demand for goods and services and hence the survival and growth of SMEs (Ehlers 

and Lazenby, 2007). Previously insulated from international competition, many South 

African SMEs are now faced with greater external competition and the need to 

expand market share. Limited international marketing experience, poor quality 

control and product standardisation and little access to international partners, 

impede expansion into international markets (Kayanula and Quartey; 2000).  

2.6 CONSTRAINTS TO ACCESSING BANK CREDIT  

Although there could be a range of reasons why SMEs fail, constrained access to 

finance is ranked as one of the top obstacles to SME survival and growth (Parker, 

Riopelle and Steel, 1995; Peria, 2008; Newman, 2010). Fatoki and Garwe (2010) 

further argue that lack of financial support is the second most reported contributor to 

low new firm creation and high failure rate, after education and training in South 

Africa. SMEs have thus encountered many difficulties in accessing finance from 

lending institutions in support of their working capital and fixed capital investments 

(Blumberg and Latterie, 2008). Foxcroft et al. (2002) find that about 75% of 

applications for bank credit by new SMEs in South Africa are rejected. The authors 

reveal that large numbers of entrepreneurs fail to gain access to bank finance due to 

information inadequacy and lack of collateral. The results of their study are given in 

Table 2.6: 
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Table 2.6: Applications for finance and outcomes 

 Entrepreneurs 
applying for 
finance (%) 

Applicants who 
were 
successful (%) 

Applicants who 
accepted the 
offer 

Applicants who 
received 
finance (%) 

Bank loan 84.4 23.0 85.2 18.0 

Bank overdraft 8.2 62.5 76.7 9.0 

Bank credit 
card 

2.3 83.3 60.0 1.2 

Micro lenders 3.1 0.0 - 0.0 

Stokvel 1.2 33.3 100.0 0.4 

Mortgage 0.8 100.0 100.0 0.8 

Venture capital 0.4 0 - 0.0 

Average - 33.2 82.4 27.3 

Source: Foxcroft et al. (2002)   

From the Table 2.6 it is apparent that bank loans are the most preferred sources of 

external finance (84.4%) but only 23% of the applications were successful. 

According to Angela Motsa and Associates (2004) several problems to accessing 

bank finance in South Africa have been identified and these include: 

• Lack of collateral security 

• Failure to make a remarkable own contribution 

• Blacklisting 

• Failure to provide attractive financial records and/business plans 

• High risk of SMEs 

 

According to Malhotra et al, (2006) SMEs are usually more credit constrained than 

other sectors of the economy due to the following: information asymmetries, lack of 

know-how on the part of banks and high risks inherent in lending to SMEs. These 

factors are addressed in the following section. 
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2.6.1 Information asymmetries 

Access to finance is limited by the presence of information asymmetry problems 

between lender and borrower, leading to market failure in the provision of finance to 

SMEs (Levitsky and Prasad, 1987). Due to market failure, excess demand for bank 

finance over supply arises resulting in an imperfect market situation (Stiglitz and 

Weiss, 1981). This scenario is known as credit rationing and refers to the situation 

where lenders limit the supply of additional credit to borrowers who demand funds 

even if the latter are willing to pay higher interest rates. It is thus an example of 

market imperfection, as the price mechanism fails to bring about equilibrium in the 

market (Arroyo, 2007). The interest rate that the borrower is willing to pay does not 

represent a reliable measure of risk as the presence of information asymmetry 

impedes the bankers from knowing the profit distribution of the project that indeed, is 

known by the borrower (Arroyo, 2007). It is therefore difficult or costly for banks to 

obtain information on the creditworthiness of potential SME clients. As a result, 

lenders charge SMEs high interest rates or abstain from lending to them altogether.  

Since the funding institutions do not have full information about the SMEs, they 

cannot make informed decisions on their loan applications (Hutchinson and Xavier, 

2006; Nkuah, Wang & Gaeten, 2013). The SMEs usually hoard away the 

undesirable information from the lender, when they are applying for the loan. There 

is therefore decision risk on the part of the lender, and to avoid or reduce the 

perceived risk, the lender rejects the loan application or rations the credit value. This 

scenario is referred to as adverse selection (De Meza & Webb, 1987; Zambaldi, 

Aranha, Lopes & Politi, 2009). After the loan is approved, there is a possibility that 

the loan beneficiary may utilise the funds in activities not expected or known to the 

lender, leading to failure to repay the loan as per loan contract. This misappropriation 

of the loan is referred to as a moral hazard, which has been documented as being 

the main reason why the lenders ration the loan values (Baas and Schrooten, 2006).  

Under conditions of adverse selection and moral hazard, there is a tendency for 

high-risk individuals to willingly pay higher rates for credit and the risk that a party to 

a contract can subsequently change its behaviour to the detriment of the other party 

(Hall, 2002). Adverse selection can therefore change with lender beliefs and even 

with the cost of applying for funding. According to Bellier et al (2012), adverse 
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selection can lead to credit rationing. Reducing this information asymmetry has been 

suggested to be one of the probable methods to reduce the impasse of credit 

rationing (DeGennaro, 2005).  

With information asymmetry, it is extremely difficult for lenders to accurately 

distinguish between creditworthy and non-creditworthy borrowers. SMEs are thus 

more likely to be credit rationed because they are perceived as particularly riskier 

than large firms. Banks therefore prefer to reduce the credit volume, ration or 

increase collateral requirements to deter demand for credit (Berger and Udell, 1990; 

Coco, 2000). In some instances, banks restrict the provision of credit to specific 

projects, business size, entrepreneurial experience, business track record, and 

provision of collateral and geographical location of applicants due to information 

asymmetry (Akuetteh, 2009). 

2.6.2 High risks of SME operations 

The operations of SMEs with information asymmetries are subject to risks such as 

vulnerability of turnover and managerial weakness (Malhotra et al., 2006). Such 

SMEs are more vulnerable to market changes and often have inadequate 

management capabilities due to their small size. According to Fatoki (2012) the high 

failure rate of South Africa’s SMEs, validates the inherently high risk associated with 

them. Extreme volatility of SME activities (with a large number of them starting up 

while many others are closing down), lack of markets and shortages of working 

capital contribute to the high failure rate among SMEs. This stems from the fact that 

SMEs have limited access to capital markets, locally and internationally, in part 

because of the perception of higher risk, informational barriers, and the higher costs 

of intermediation for smaller firms. As a result, SMEs obtain long-term finance in the 

form of debt and equity. 

Malhotra et al, (2006) argue that SMEs’ access to finance may actually be 

constrained by weaknesses in firm management and the records their management 

present when applying for credit. In most cases, SMEs largely rescind to submit the 

required audited financial statements and comprehensive business plans that banks 

need in order to process their loan applications. Thus banks often complain that loan 

applications from SMEs are not meeting their standards. 
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One important intervention to reduce the risk of information asymmetry is the use of 

collateral as a signaling and bonding mechanism and/or the cultivation of a sound 

working relationship between lender and borrower (Binks and Ennew, 1996). 

However, SMEs are still disadvantaged since they have little or no accumulated 

assets to use as collateral on one hand, and have poor reputation which takes time 

to acquire on the other. Information asymmetry is however minimized to some extent 

through the establishment of a fiduciary relationship between the bank and its 

clients. Consequently many SMEs are rationed out of the loan market mainly due to 

information opaqueness. Hence established large firms are more likely to gain more 

access to bank credit than small firms. 

2.7 DETERMINANTS OF ACCESS TO FUNDING BY SMEs IN SOUTH AFRICA 

According to the Gordon Institute of Business Science (GIBBS, n.d), there is a 

general perception amongst entrepreneurs that access to capital is a major inhibitor 

to SME growth. Various problems and obstacles that are associated with accessing 

bank capital in South Africa include the following: 

• Discrepancies in matching between funding mandates and 
entrepreneur’s eligibility 
The fit between bank’s criteria and SMEs is often problematic. Entrepreneurs 

tend to submit applications that are inconsistent with the funder’s directive. In 

South Africa, SMEs tend to seek funding without the required business size 

and sophistication as collateral to back up their applications (GIBBS, n.d).  

 

• Oversupply of entrepreneurs in highly saturated markets and industries 
Banks are often approached by small businesses operating in highly 

saturated markets with no competitive advantage. In most cases, lack of 

innovativeness makes it difficult for SMEs to present unique business models 

and opportunities to the funding institutions. 

 

• Lack of awareness and preparedness amongst entrepreneurs 
Lack of access to finance is aggravated by the general lack of awareness 

about the procedures and the courses of action involved in gaining equity 

funding, leaving entrepreneurs underprepared and under-researched. The 
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application process tends to be bureaucratic and heavily laden with protocol 

and red tape as banks endeavor to gain confidence in small business 

entrepreneurs (GIBBS, n.d). 

 

Banks are therefore reluctant to lend to SMEs due to information asymmetry which 

makes it very difficult for them to verify creditworthiness, adverse selection and moral 

hazard problems (Berger and Udell, 2002). Furthermore, SMES generally lack long 

credit history or successful credit record that banks can rely on in making investment 

decisions. This problem is further compounded by the fact that banks perceive 

lending to SMEs as a risky business (Hashi and Toci, 2010). Potential costs and time 

involved in collecting information on credit worthiness on SMEs discourages banks 

from lending to them (Newman, 2010). 

As noted in the literature and to emphasize, access to bank financing by SMEs has 

continually been a challenge facing policy makers and banks as the major providers 

of credit. Various reasons are fronted for these challenges which include, from the 

bank side, high lending rates and general lack of expertise in SME financing. From 

the SME perspective, it was noted that lack of collateral and inadequate financial 

information are some of the major constraints (Musara and Fatoki, 2012). From the 

above analysis, it is evident that banks may avoid lending to SMEs (especially start-

ups and very young firms) that typically lack collateral or firms whose activities offer 

possibilities of high returns but substantial risk of loss. 

2.8 CHAPTER SUMMARY 

In this chapter the SME definition was examined and it was noted that there is 

neither consensus, nor a single and uniformly acceptable global definition of SMEs. 

The most commonly used criterion is the number of employees. The study therefore 

adopts the quantitative definition of SMEs in South Africa as proposed by the 

National Small Business Amendment Act (26) of 2003. 

The chapter further goes on to discuss characteristics of SMEs and their importance 

to national economies. The SME sector is regarded as a viable sector that has 

substantial economic growth potential in both developed and developing economies. 

SMEs thus contribute to economic growth, employment creation, regional and local 
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development due to their flexibility and innovation capacity. They act as seedbed for 

the development of entrepreneurial skills, curb the monopoly of large companies and 

offer complementary services to larger firms. In rural areas, small firms activate 

untapped resources and skills thereby contributing to equitable distribution of income 

and eradication of poverty.  

Despite their vital significance to economic growth, SMEs face a myriad of 

challenges. However, difficulty in accessing bank finance is one of the top 

challenges experienced by small businesses in both developed and developing 

countries due to information asymmetries, lack of collateral, perceived high risk and 

lack of managerial and entrepreneurial skills.  

One important intervention to reduce the risk of information asymmetry is the use of 

collateral and the nurturing of banking relationships between the banks and SMEs. 

From the banking perspective SMEs’ access to finance is hindered by the mismatch 

between funding mandates and the entrepreneur’s eligibility; highly competitive 

markets and the general lack of awareness of the loan application procedures and 

processes. The next chapter reviews the capital structure of SMEs and sources of 

financing. 
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CHAPTER 3 

SMALL AND MEDIUM ENTERPRISE FINANCING 

3.1 INTRODUCTION 

The previous chapter examined the definition and contributions of SMEs globally and 

to the South African economy in particular. It was found that SME definitions vary 

among different countries as well as in South Africa depending on the economic 

sector of interest. The issues of credit availability to SMEs have generated 

considerable interest among scholars and policy makers. Literature on small 

business financing has shown that in most developing and emerging economies, 

SMEs encounter challenges when accessing external finance in an effort to support 

growth and sustainable development (Abor and Biepke, 2007).  The chapter also 

deals with the challenges faced by South African SMEs and lack of access to credit 

was found to be one of the prime factors contributing to the high failure rate of SMEs 

in South Africa. However, researchers have observed that the SME sector has a 

major role to play in the South African economy just as in other economies, 

essentially in terms of employment creation and income generation. As stated in 

chapter one, SMEs account for approximately 60% of all employment and 57% of 

the GDP in South Africa (DTI, 2008). For that reason, SMEs are thus seen as a 

vehicle through which the lowest income earners can gain access to economic 

opportunities at a time when the distribution of income and wealth is amongst the 

most unequal in the world.  

This chapter reviews the issues relating to the capital structure of small businesses, 

the sources of finance, the factors affecting availability and accessibility of bank 

credit as well as the challenges faced by banks in making SME lending decisions. 

Several financial theories have been developed in an effort to explain the capital 

structure adopted by SMEs. These theories include the static trade-off theory, the 

agency theory and the pecking order theory. Numerous researches have been done 

on the capital structure of large publicly listed companies which are accessible to 

national and international capital markets (Li, Yue & Zhao, 2009). Such firms are 

legally required to disclose financial and accounting information to the general public; 

and are therefore not subject to the institutional constraints imposed by the domestic 
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financial systems (Li et al., 2009). Contrary to this, the extent to which capital 

structure theories are applicable to SMEs in the developing economies has received 

less attention due to limited availability of SME information in these economies.  

It needs to be pointed out that the financial requirements of SMEs vary in size, 

frequency and maturity depending on the growth stage of the small business 

(Newman, 2010). In addition, the sources of finance available to SMEs change with 

time (Berger and Udell, 1998). SMEs can initially be financed from internal sources 

such as personal savings and/or external “informal” sources of finance such as “soft 

loans” from family and friends. As the business grows, formal external sources are 

sought such as bank loans and overdrafts, venture capital, money markets, and 

lastly private equity firms. According to the FinMark Trust (2006) only 2% of SMEs in 

South Africa are able to access bank loans. Without sufficient long-term finance, 

small firms are unable to expand their businesses and it is even more challenging to 

introduce productivity-enhancing technology. These challenges could adversely 

affect the competitiveness of the sector and the economy as a whole, as the SMEs’ 

functionality is hindered and their innovativeness, hampered. 

Firstly an overview of the theory of capital structure with regard to SME financing 

decisions is presented. Factors which determine the capital structure of SME are 

also discussed. Secondly, the literature which covers sources and types of funding 

available to SMEs is discussed. It is important to understand the financing 

preference of SMEs as the choice of finance at different stages of business growth 

affects their performance and contribution to the economy. Thirdly, the review 

explores the drivers of the banks’ involvement with SMEs and the obstacles they 

encounter in their bid to fund small businesses. Fourthly, the review examines the 

process of credit evaluations by banks and the factors that determine their credit 

rationing behavior towards SMEs. Fifthly, the lending techniques used by banks in 

SME funding are discussed and finally, implications of the reviewed literature to the 

present study are presented. 

3.2 THE CAPITAL STRUCTURE OF FIRMS 

Capital structure has been defined as the mix of debt and equity that a firm uses to 

finance its operations (Myers, 1984). According to Hutchinson and Xavier (2006), a 

capital structure decision is one of the most complex decisions facing a firm. The 
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cost of capital of a firm can thus be lowered through the implementation of effective 

capital structure decisions and hence increase shareholder’s wealth. According to 

Gitman (2009), the corporate finance theory of profit maximisation stipulates that the 

value of the firm is maximised when its cost of capital is minimised. However, this is 

a difficult measure to determine the optimal combination of debt and equity financing 

of a company. Thus, the optimal capital structure is the combination of debt and 

equity at which the weighted average cost of capital of a firm is minimised and 

shareholder’s wealth is maximised. The weighted average cost of capital is the 

average cost of debt and equity funding weighted by the proportion of the firm’s 

capital structure that the two components constitute (Gitman, 2009). The major 

competing theories of capital structure are discussed in the next section. 

3.2.1 Financial Theories of capital structure 

Contemporary capital structure theory is based on the influential work of Modigliani 

and Miller (1958), who under the assumptions of perfect markets, proposed a model 

that suggests that any changes in a firm’s capital structure has no impact on the 

value of the firm. The theory is based on the assumption that firms operate in a 

completely free and competitive market, without taxes, or transaction costs, where 

information is readily and freely available. Under these conditions there is no optimal 

method of financing. Modigliani and Miller (1963) argue that, in the absence of taxes, 

the cost of capital remains constant as the benefits of using cheaper debt are exactly 

offset by the increase in the cost of equity due to increased risk. 

When imperfect capital markets are taken into consideration, the capital structure of 

a firm becomes relevant. Since Modigliani and Miller’s (1958) work, a number of 

theories have been put forward to explain the determinants of the capital structure of 

firms. These include the trade-off, the agency and the pecking order theories. Such 

theories take into consideration factors such as taxes, agency costs and information 

asymmetry that may cause deviations from the efficient market thereby reinforcing 

the market imperfection hypothesis. Details of the static trade-off theory are outlined 

in the ensuing section. 
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3.2.2 The Static Trade-Off theory 

The static trade-off theory builds on the work of Modigliani and Miller (1958) to 

propose the existence of the an optimal capital structure for a firm, assuming the 

management of a firm will aim to maintain an optimal debt/equity ratio in making 

capital structure decisions to minimise the cost of prevailing market imperfections 

(Kraus and Litzenberger, 1973; Kim and Sorensen, 1986). The market imperfections 

include the tax shield benefits of debt finance, and the agency and financial distress 

costs of maintaining high debt levels (Haris and Raviv, 1990).  

According to tax-based theories of capital structure, the financing decisions of a firm 

are influenced by the tax benefits of using debt and bankruptcy considerations. Tax 

paying firms are assumed to prefer debt over equity financing due to the fact that 

interest payments on debt are tax-deductible. Although tax benefits may encourage 

firms to use increasing amounts of debt in their capital structure, this may lead to an 

increase in the costs of financial distress and agency costs, putting opposing 

pressure on firms to avoid debt. 

Financial distress costs arise when the likelihood that the firm may default on loan 

repayments is greater than zero. The more debt the firm uses in its capital structure, 

the higher the costs of financial distress resulting in banks adjusting the costs of the 

loan to take into account the potential risk that the company may go bankrupt. 

Agency costs arise from the of interest between equity and debt holders due to 

asymmetry in risk-sharing. These costs also increase as the amount of debt in a 

firm’s capital structure increases (Jensen and Meckling 1976, Haris and Raviv, 

1990). Equity holders tend to favour risky investments with a high rate of return 

whilst debt holders prefer less risky investments with guaranteed returns. Agency 

costs result from the need for debt-holders to monitor the behaviour of the equity 

holders so as to protect their own interests. Consequently, costly monitoring devices 

are often incorporated into loan agreements which result in higher costs of capital. 

Under the static trade-off theory, firms trade-off the benefits and disadvantages of 

debt financing to maintain an optimal debt/equity ratio. Firms identify their optimal 

leverage by weighing-up the benefits and costs of using debt. Although there is 

empirical evidence that the static trade-off theory might provide a plausible 

explanation for the financing behaviour of firms in developed countries (Newman, 
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2010), there is weak support for its applicability to SMEs in both developed and 

developing economies (Watson and Wilson, 2002, Klapper et al., 2006). According 

to Watson and Wilson (2002), the explanatory power of the static trade of theory is 

low and the results of empirical inconclusive. This may be due to the difficulties faced 

by SMEs in accessing adequate sources of debt finance in comparison to larger 

companies which renders managers’ inability to trade-off the benefits and costs of 

debt. Holmes and Kent (1991) purport that SME owners tend to operate without 

targeting an optimal debt/equity ratio. Thus the applicability of the trade-off theory of 

capital structure to SMEs is rather limited (Andree and Kallberg, 2008). 

3.2.3 The agency theory 

Pioneered by Jensen and Meckling (1976), the agency theory proposes that under 

conditions of information asymmetry, self-interest and uncertainty, principals lack 

reasons to trust their agents and will therefore adopt measures to align the interest of 

the agents to those of the principal (Newman, 2010). Agency costs, resulting from 

the conflict of interest between equity and debt holders due to asymmetry in risk 

sharing also arise as the amount of debt increases in the capital structure. Jensen 

and Meckling (1976) identify two types of agency conflicts. The first focuses on the 

conflict between shareholders and managers and the second on the conflict between 

equity and debt holders. In the first instance, managers are tempted to pursue the 

profits of the firms they manage to their own personal gain at the expense of the 

shareholders. Thus managers cannot capture the entire gain from their value-

maximising activities. According to Falkena, Abedian, Blottnitz, Coovadia, davel, 

Madungandaba, Masilela & Rees (2002) and Padachi, Narasimhan, Durbarry and 

Howorth (2008), the agency theory gives vital insights into the problems of 

ownership, management interrelationships and credit rationing. 

The second type of costs, which arise as a result of conflicts between equity and 

debt holders, ultimately increases the cost of capital. In more practical sense, when 

firms are on the verge of bankruptcy, there is no incentive for shareholders to invest 

more equity capital, even if profitable projects are available. This is because the 

value derived from the projects will accrue mainly to the debt holders. The 

implication is that high debt levels may result in the rejection of value increasing 

projects. 
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For a large enterprise, the evaluation of an application for finance may be limited to 

the assessment of an audited set of financial statements and supporting 

documentation provided by the applicant. However, for SMEs the assessment 

normally goes beyond this, implying substantially higher transaction costs. Agency 

costs result from the need for debt-holders to monitor the behaviour of the equity 

holders in order to protect their own interests (Jensen and Meckling, 1976). Costly 

monitoring devices are therefore often incorporated into loan agreements which 

result in higher costs of capital for SMEs. 

Two agency problems arising from information asymmetry include adverse selection 

and moral hazards, which can impact on the availability of credit and hence the 

capital structure of SMEs (Stiglitz and Weiss, 1981). These authors termed this 

phenomenon as credit rationing. Thus, credit rationing is said to occur firstly among 

loan applicants who appear to be identical, but discriminated against as some 

receive credit while others do not. Secondly, there are identifiable groups in the 

population that are unable to obtain credit or can only obtain credit at much higher 

prices. This underlying principle is at variance with the postulation that suppliers of 

finance may choose to offer a range of interest rates that would leave a significant 

number of potential borrowers without access to credit.  

In terms of the agency cost theory, SMEs are expected to have the least debt and 

thus depend on internal equity. Debt levels gradually rise as the firm develops and 

becomes established. However, some authors disagree with the pattern of 

relationship as suggested by the agency theory. Frelinghaus, Mostert & Firer (2005) 

argue that whilst it is true that firms in latter stages do have more debt than firms in 

prime, the agency theory cannot explain why firms in the early stages of 

development have more debt than firms in prime. This argument therefore suggests 

the inadequacy of internal equity as a form of SME financing and the unavailability of 

external equity. The reliance of SMEs on debt finance therefore becomes inevitable.  

According to Jensen and Meckling, (1976) fixed wage contracts cease to be the only 

means by which a relationship can be organised between banks and entrepreneurs 

under conditions of adverse selection and moral hazards. To ensure an agent’s 

cooperation, principals may adopt measures such as monitoring and rewards tied to 

an agent’s performance (Chittenden, Hall & hutchinson, 1996). Such measures are 
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expected to reduce the problems of information asymmetry and agent opportunistic 

behaviour. However, the agent’s motives may be influenced by factors such as 

financial rewards, labour market opportunities and other relationships outside the 

agent-principal relationship. Therefore, firms with relatively higher agency costs due 

to inherent conflict between the firm and debt-holders should have lower levels of 

external debt financing and financial leverage (Cassar and Holmes, 2003). 

3.2.4 The pecking order theory  

The Pecking Order Theory (POT) was proposed by Myers (1984) and Myers and 

Majluf (1984) as an alternative approach to capital structure. The POT builds upon 

information asymmetry between managers and investors. According to the theory, 

due to agency costs, most firms prefer internal funding to external funding. 

Preference is given to funding sources with the lowest degree of information 

asymmetry as borrowing costs increase when obtaining funds from external 

financiers who do not have complete information on the borrower. The POT 

therefore implies that firms opt first, for internally generated funds in the form of 

retained earnings, then for debt, and only as a last resort for external equity 

(Degryse, de Goeij and Kappert, 2012). According to Myers (1984) there is no 

optimal debt-to-equity ratio to capital structure, and if there is, it is insignificant as 

compared to the cost of external financing. Baker and Wurgler (2002) therefore 

argue that raising external finance becomes costly as firm owners have more 

information about the prospects of the business than outside investors. 

Internally generated finance is preferred because there are no problems of adverse 

selection. However, acute adverse selection problems are associated with equity. 

Therefore, in the mind of the investor, equity is considered riskier than debt and 

hence the investor will demand higher rates of return for equity investments than for 

debt (Myers and Majluf, 1984; Frank and Goyal, 2003). Another reason for equity 

investors demanding high rates of return is that it is costly and burdensome to float 

shares on the stock market. In addition, small firm owners avoid the use of equity 

finance for fear of losing control of their businesses to new external shareholders 

(Chittenden et al., 1996). Due to their small size and the high cost of issuing 

securities, SMEs are thus unable to issue publicly-held debt. Hence, SMEs tend to 

rely heavily on debt in the form of bank financing and trade credit (Coleman & Cohn, 
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2000). If debt financing becomes necessary, the SME managers are assumed to 

favour short-term debt because this does not tend to involve any demand for 

collateral security. 

The applicability of the POT to SME financing in developing countries has been 

examined by a number of studies in recent years (Sorgorb-Mira, 2005). There is a 

general consensus in the empirical literature that the POT provides a much sounder 

theoretical explanation than the static trade-off theory for the capital structure 

adopted by SMEs (Sorgorb-Mira, 2005). A more constrained version of the pecking-

order theory is suggested for SMEs than is the case for larger firms. It is thus 

indicated that smaller firms rely overwhelmingly on internal sources of finance in the 

start-up and development phases of the business life cycle.  

In making a financing choice for the business, Newman (2010) argues that an 

entrepreneur considers the current situation in both the debt and equity markets. The 

current condition which is more favourable to the entrepreneur determines the 

financing decisions made. Businesses therefore are likely to defer fund raising in 

instances where debt and equity markets are unfavourable. Funds may however be 

raised even when they are not needed, when the current market conditions are 

conducive (Frank and Goyal, 2003). In their bid to sustain firm-growth, entrepreneurs 

borrow from both formal and non-formal institutional sources. The implications of this 

theory are that SMEs have a preference hierarchy for different types of finance in 

their financial policy. The factors that determine the capital structure of SMEs are 

discussed in the following section. 

3.3 DETERMINANTS OF CAPITAL STRUCTURE OF SMES  

The capital structure decisions of firms, especially SMEs, have important 

implications for their performance, growth, risk of failure and potential for future 

development (Cassar, 2004). The inability to secure adequate sources of finance 

has been cited as the primary cause of SME failure (Coleman, 2000). It is therefore 

important to understand the entrepreneurial and business characteristics that 

determine the capital structure of SMEs. These factors are reviewed in sub-sections 

3.3.1 to 3.3.2.  
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3.3.1 Owner manager characteristics 

According to Irwin and Scott (2010), the personal characteristics of the owner-

manager influence the firm’s ability and likelihood of accessing finance. The 

entrepreneur’s financing decisions may be influenced by the strong desire to 

maintain business ownership and independence. To achieve this objective 

entrepreneurs prefer to use internal sources of capital (Abdulsaleh and Worthington, 

2013) and reduce the use of external finance. Owners might perceive that any 

external providers of funds can interfere in the management of their business 

(Padachi et al., 2012). Characteristics such as owner’s education, experience and 

age are reviewed in the following section. 

• Education and experience 

Theoretically the educational background of the SME owner-manager is often used 

as a proxy for human capital and has been found to be positively related to the firm’s 

usage of leverage (Coleman and Cohn, 2002). In a study of SMEs owner-managed 

by men across the US between 1976 and 1986, Bates (1990) established that 

owner-managers with high levels of education were more likely to retain their firms 

operating throughout the period of study. Similarly, experience as measured by the 

number of years in an industry, has been found to enhance the availability of credit 

to SMEs (Cole, 1998). Empirical evidence indicates that prior experience of SME 

owner-managers in the industry is positively correlated with the share of external 

financing in the firm (Nofsinger and Wang (2011). In addition to that, the cumulative 

experience of entrepreneurs plays a significant role in mitigating problems like 

information asymmetry and moral hazard that hinder SME access to external 

finance. Therefore, the level of education and work experience provide the business 

with adequate human and social capital. According to Coleman and Cohn (2000), 

entrepreneurs with higher levels of formal education and business skills are more 

likely to source external finance.  

• Owner’s age 

Similarly, the age of the business owner is likely to influence the capital structure 

decision of SMEs (Romano, et al., 2001). Unlike younger entrepreneurs, older 

business owners are less likely to invest additional finance into their firms. 
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Consequently, they are more reluctant to accept external ownership in the firm.  

Using data sets from the US and the UK, Vos, Yeh, Carter and Tagg (2007) affirm 

that younger owner-managers tend to use more bank credit than older entrepreneurs 

who appear to be more dependent on retained earnings   

3.3.2 Business characteristics 

The characteristics of SMEs also affect their financial decisions and ultimately the 

firm’s performance and growth. Corporate finance literature advocates for a number 

of factors that can be attributed to the cross-sectional variation in SME capital 

structure. These include firm size, age, asset structure, profitability, growth and risk 

(Abor and Quartey, 2010). This section provides an analysis of prior empirical 

literature on the most prominent factors that have been correlated to SME capital 

structure.      

• Firm size   

Size has been viewed as a determinant of a firm’s capital structure. A number of 

reasons could be listed that justify the inclusion of size indicators to the capital 

structure of the firm (Cassar, 2004). Firstly smaller firms find it costly to resolve 

information asymmetry problems with potential lenders, resulting in limited access to 

finance or financing only being available at a higher cost (Newman, Gunesse and 

Hilton, 2013). Consequently it becomes more efficient for small firms to use internally 

generated funds than external sources (Myers, 1984; Barbosa and Moraes, 2004).  

Information costs are lower for larger firms due to better quality of financial 

information in terms of accuracy and transparency (Daskalakis and Psillaki, 2009). 

Secondly small firms face higher transaction and interest rate charges than larger 

firms who have the advantage of economies of scale to the financial institution 

(Cassar, 2004). Since transaction costs are fixed, financing costs are inevitably more 

costly for smaller firms. Thirdly, SMEs are perceived to possess greater operating 

risk than larger firms, resulting in lending institutions charging them higher prices for 

the loans or equity investments (Ortqvist, Masli, Rahman and Selvarajah, 2006). 

Thus smaller firms have far higher risk of bankruptcy as they tend to fail more often 

than larger firms. At the same time larger firms have diversified streams of revenue 

and established operations, making them more prone to succeed in the long run. 

Therefore size is expected to be positively related to leverage. 
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The empirical evidence regarding size as a possible determinant of firm leverage is 

mixed. On one hand, there is support for a positive relationship between firm size 

and capital structure of SMEs (Sogorb-Mira, 2005), while on the other hand some 

studies found a negative relationship in the short-run (Chittenden et al., 1996; Hall et 

al., 2004). These authors argue that small firms tend to depend mostly on equity 

while large firms are most likely to use debt. According to Newman et al., (2012) 

research conducted in developing countries has also established a positive 

relationship between firm size and measures of capital structure.  

• Age of the firm 

According to Abor and Biepke (2007) age is a standard measure of reputation and 

risk in capital structure models. Age plays a significant role on a firm’s ability to 

acquire debt. Older firms are deemed to be more stable, and thus more reputable 

due to their ability to survive over a longer period of time (Diamond, 1991). 

Therefore, the prediction is that older firms tend to have more long-term debt in their 

capital structures. Empirical work on the relationship between age of a firm and its 

use of external finance is mixed. Petersen and Rajan (1994:24) found a significant 

relationship between age and leverage of small firms. Similarly, Barton, Ned & 

Sundaram (1989:41) concluded that mature firms experience lower earnings volatility 

and hence are expected to have higher debt ratios. Hall et al., (2004) found a 

positive relationship between age and long-term debt but negatively related to short-

term debt. This suggests that the reputational capital held by older firms is sufficient 

to ensure that risk of default bank credit is minimised. In Ghana, Abor and Biepke 

(2007) also found that age is positively related to debt, suggesting that age is an 

important factor influencing SMEs’ access to debt finance. The current study seeks 

to establish whether business age has any influence on the availability of bank credit 

for SMEs. 

• Asset structure 

The general consensus among researchers is that asset structure is directly related 

to leverage (Bester, 1985). However, due to conflict of interest between providers 

and shareholders, lenders face the risk of adverse selection and moral hazard. 

Therefore, lenders take action to protect themselves by requiring tangible assets. 

Collateral also provides a means to mitigate the risks of information asymmetry 
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between lenders and borrowers (Besanko and Thakor, 1987) thereby limiting 

monitoring costs or any extra risk acceptance required by firms with unsecured 

positions (Newman, et al., 2013). Hence asset structure is likely to be positively 

associated with capital structure of small firms. Furthermore, in the event of 

bankruptcy, a higher proportion of tangible assets could enhance the salvage value 

of the firm’s assets (Stiglitz and Weiss, 1981). The lenders of finance are thus willing 

to advance loans to firms with a high proportion of tangible assets.  

In general, empirical studies on SMEs in developed countries are in support of a 

positive association between asset structure and long-term leverage and a negative 

relationship between asset structure and short-term leverage (Chittenden et al., 

1999; Cassar and Holmes, 2003; Sorgob-Mira, 2005). This emanates from the fact 

that small firms use internal sources of finance which do not require fixed assets as 

collateral in the short-term, while in the long-term, financing is secured against fixed 

assets (Newman, et al., 2013). Thus, assets function as guarantee in case of default 

(Harris and Raviv, 1991). Similarly, it has also been argued that collateral reduces 

adverse selection and moral hazard costs (Forte, Barros and Nakamura, 2013) for 

SMES with information asymmetry. Empirical evidence discussed so far provides 

strong support for the positive association between asset structure and leverage 

predicted by capital structure theorists. This is also evident for SMEs in developing 

economies as supported by studies in Ghana (Abor and Biepke, 2007) and in China 

(Huang and Song, 2006). It can be suggested that the firm’s asset structure 

influences its use of debt finance. Without tangible assets, the firm cannot access 

bank finance and has to look for alternative sources of finance. 

• Profitability 

According to Myers and Majluf (1984), a negative relationship should exist between 

firm profitability and leverage. The authors contend that firms that are more profitable 

will prefer to use retained earnings, and thus will have lower debt ratios. External 

financing is only sought when it is absolutely necessary. It has also been argued that 

firms with better past performance have lower default risk and consequently a higher 

debt capacity. However, the trade-off theory posits that, in order to take advantage of 

the interest tax shields associated with higher leverage, more profitable firms will 

have higher debt ratios. In addition, profitable firms prefer not to raise external equity 
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in order to avoid potential dilution of control. Thus, an inverse relationship is 

expected between profitability and leverage.  

A number of studies have tested the effect of profitability on firm leverage. The 

majority of empirical studies in the developed countries find evidence for the 

negative relationship suggested by Myers according to the pecking order theory. 

These include the works of Chittenden et al., 1996; Cassar and Holmes, 2003 and 

Sogorb-Mira, 2005. Likewise Abor and Biepke (2007) find a negative relationship for 

SMEs in South Africa and Ghana.  

The evidence presented in the preceding discussion suggests that most small firms 

in both developed and developing economies follow a pecking order in their 

financing decisions. These findings confirm the predictions of Myers and Majluf 

(1984). In theoretical literature, profitability is measured as a ratio of earnings before 

interest and taxes (EBIT) to total assets. This then gives the impression that only 

unprofitable SMEs access bank finance. 

• Growth prospects 

Potential of business growth is another factor that influences the capital structure of 

small firms. The general consensus in the SME financing literature is that growth 

opportunities are negatively related to leverage, principally because future growth 

prospects are intangible and hence cannot be easily collateralised (Barclay and 

Smith, 2005). However, the effect of growth is dependent on the measure used to 

capture growth. Myers (1977) argues that firms with higher growth will have smaller 

proportions debt in their capital structure. In addition, high growth firms whose value 

comes from intangible growth opportunities do not want to commit themselves to 

debt servicing  as their revenue may not be available when needed (Deesomsak, 

Paudyal and, Pescetto, 2004).  

Empirical evidence seems inconclusive.  According to Michaelas et al., (1999) future 

firm growth is positively related to leverage and long-term debt. With reference to 

South African SMEs, Abor and Biepke (2007) established that high growth prospects 

tend to entice more debt finance than those with low growth opportunities. This is 

evident in the positive relationship between long-term debt and the growth variable. 
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However, Chittenden et al., (1996) and Esperanca, Ana & Mohamed (2003) found 

mixed results.  

• Firm risk 

The level of risk is said to be one of the primary determinants of a firm’s capital 

structure. According to Kim and Sorensen (1986), firms with high degree of business 

risk have less capacity to sustain financial risks, and thus use less debt. 

Theoretically, riskiness is expected to be negatively related to leverage. However, 

empirical evidence between risk and leverage for SMEs is limited and varied. Halov 

and Heider (2011) empirically examined the role of risk in the capital structure of 

firms. The authors argue that the traditional POT puts too much emphasis on the role 

of information asymmetry to explain financing decisions of firms. However, an 

important factor that has been ignored in the literature is the role of risk. SMEs face 

more severe information asymmetry problems than large and mature firms. But the 

POT fails to explain why small firms that are supposed to face more severe 

information asymmetry problems generally issue equity. 

The legal form of the business also determines its financing decisions (Storey, 1994; 

Coleman and Cohn, 2000). Sole proprietors and partnerships are more likely to 

make use of internally generated sources of capital while companies and close 

corporations are more likely to make use of external funding since they exist as legal 

entities. Other factors that determine the capital structure of businesses include ratio 

of debtors to creditors, the nature of business operations (Cassar, 2004) and the 

economic sector they belong to (Harris and Raviv, 1991). 

To summarise, the evidence documented suggests that firm specific characteristics 

such as size, age, profitability, asset structure, growth prospects and risk have an 

impact on firm financing. Firm profitability tends to be negatively related to leverage. 

However, with regards to size, the evidence is mixed with some studies reporting a 

positive association between size and leverage, while others suggest that a negative 

relationship exists. Asset structure appears to be positively correlated to leverage 

and growth prospects tend to be negatively related to debt. However, small 

businesses are characterised by information asymmetry problems resulting in high 

costs involved in resolving these challenges. Consequently, their choice and access 

to external finance is influenced by higher transaction costs than those of larger 
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businesses. The larger the firm, the more established it is likely to be, and the lower 

the degree of information asymmetry it is likely to face. The high business risk and 

information asymmetry increase if firms are small in operational size. Therefore, it 

appears that SMEs have to rely more on short-term than long-term debt. In the light 

of the above discussion, the next section reviews the various sources of finance 

available to owner-managers of small businesses. 

3.4 SOURCES OF FINANCE FOR SMES 

An analysis of the capital structure of SMEs in the previous section revealed that 

initially small business owners rely on internal sources of capital such as personal 

savings and retained earnings to support their business operations (Bhaird and 

Lucey, 2006). As the business grows, external sources of funding such as debt from 

formal financial and non-financial institutions become important (Vos, et al., 2007). 

External sources of finance include venture capital, business angels, capital markets 

and trade credit. For the purposes of this study, the focus is on debt finance as 

discussed below. 

• Debt finance 

Due to the fact that internal equity is limited for most growing SMEs and external 

equity is not easily available and expensive, debt finance is therefore one of the 

financing options SMEs can use. Gitman (2009) describes debt as any financing 

vehicle that is a contractual claim on the firm, creating a tax deductible interest 

payment, with a fixed life and priority claims on cash flows in both the operating and 

bankruptcy periods. A distinctive feature of debt is that it has to be serviced (principal 

and interest) irrespective of whether the firm makes profit or not. The bootstrapping 

theory suggests that firms prefer to finance their capital requirements with external 

debt over external equity if sources of internal funds are exhausted (Winborg and 

Landstrom 2001). Most SMEs are more positively disposed towards debt funding 

from banks because this is a more attractive, realistic and obtainable source than 

external equity. Unlike equity finance, bank finance does not affect the ownership 

and management of small enterprises (Bruns and Fletcher 2008).  Informed by their 

attractiveness to SMEs, Berger and Udell (2003) report that debt represents 50% of 

the capital structure of small firms in the US. The principal sources of private sector 

debt for SMEs are commercial banks and trade credit. Although the commercial 
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banks have the funds, it is difficult for SMEs to access these funds as will be 

discussed in the following section.  

• Bank Finance 

A large body of literature has documented that banks are the principal sources of 

debt finance for SMEs in both developed and developing countries (Coleman and 

Cohn, 2002; Zhou, 2009). Traditional forms of bank credit include term loans, 

overdraft facilities, factoring, leasing, export and import financing and government 

loan guarantee schemes (Uchida, 2011). Due to their extensive branch networks in 

the country, commercial banks can be easily accessed by SMEs, even in remote 

areas, and are therefore in a better position to gather information on SMEs. 

However, SMEs tend to face higher costs of financing because they typically create 

demand for smaller loans, they are less transparent and they have less collateral to 

offer as security. Thus banks act as financial intermediaries by gathering information 

about the borrowers (in this case SMEs) and monitoring them over time, and 

sometimes renegotiating the terms and conditions of the loan if and when the 

borrower defaults payment. Consequently, there has been an increase in bank-

lending activities to SMEs in both developed and developing countries. The next 

section reviews the drivers of increased bank lending to SMEs. 

3.5 DRIVERS OF SME BANK FINANCING 

Contrary to popular belief that banks are generally not interested in serving the SME 

market, new empirical evidence suggests that banks now perceive the SME segment 

as a strategic profitable part of their business (de la Torre, Martinez and Schmukler, 

2008; Chironga, dahl, Goland, Pinshaw and Marnus, 2012). A number of factors 

have been put forward in support of this new paradigm in SME bank financing. 

Firstly, the banks’ focus on SMEs is based on the perception that this segment’s 

elevated profits more than compensate for the higher implicit costs and risks (World 

Bank, 2007b). The profitability is not only coming from lending products but from the 

potential of cross-selling. Calice et al. (2012) argue that a significant proportion of the 

bank’s revenue comes from the fees they charge for the variety of fee-based non-

lending products and financial services now offered to SMEs. In addition to that, 

profits from corporate banking are dwindling due to intense competition from capital 

markets and exposure to the retail sector (de la Torre, et al., 2008). Banks are 
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therefore looking for new markets to diversify their sources of income. Empirical 

evidence based on a survey in Argentina indicates that SMEs performed better than 

large companies during the 2001-2002 crises. The default rate for SMEs was lower 

than that of big firms and they recovered faster from the crisis. 

Secondly, the SME lending market is now considered to be large, unsaturated and 

carries optimistic prospects. According to Chironga et al., (2012), an estimated 60% 

of global banking revenue growth in the next decade will lie in emerging markets. 

They further propound that it is estimated that bank revenues could jump from 

US$150 billion in 2010 to US$367 billion by 2015. Thirdly, banks have developed 

coping mechanisms and therefore no significant obstacles impede them from tapping 

into the SME market. In addition to relationship lending, banks are using different 

transactional technologies to extend financing to SMEs (Stephanou and Rodriguez, 

2008). These include credit scoring, factoring, leasing and unsecured lending. Banks 

can thus use other types of hard information and other incentives to increase the 

likelihood of loan repayment. Fourthly, risk management is now an important aspect 

of SME financing, and banks have therefore developed the structure to deal with 

SMEs. Chironga, et al., (2012) concluded that banks have discovered a key, 

untapped segment and are making substantial investments to develop relations with 

SMEs.  

The high level of perceived profitability and growth potential of the SME sector has 

been identified as the major motivation for the increased banks’ involvement with the 

segment (Calice et al., 2012; de la Torre, et al., 2008). Using data from 91 banks 

from 45 countries, Beck, Demirguc-Kunt and Peria (2008:6), found that 81% of the 

banks from developed countries and 72% from developing countries identify 

perceived profitability of the SME sector as the most important determinant for their 

involvement. Banks argue that the potential profits which stem primarily from high 

loan spread more than compensate for the elevated costs and risks associated with 

SME funding (Stephanou and Rodriguez, 2008). Furthermore, banks are discovering 

the cross-selling opportunities available to them in having a large number of SMEs 

as depositors and not as borrowers. Diversification and market saturation in 

corporate banking are also seen as important drivers for increased SME 

involvement.   
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From the discussion above, it can be concluded that the SME segment is now being 

considered as a strategic sector with great prospects for growth. There is also 

possibility to seek SMEs through relations with existing large clients. However, in 

dealing with SMEs, banks face a number of obstacles which will be discussed in the 

following section. 

3.6 OBSTACLES TO SME BANK FINANCING 

Although banks consider that the SME potential market is large, a number of 

obstacles are, however, constraining banks’ further engagement with the SME 

segment, including SME-specific factors, macroeconomic factors and business 

regulation.  

• SME specific factors such as informality, low quality accounting information 

and lack of adequate guarantees; firm’s credit history with the bank, owner’s 

characteristics and purpose of the loan complicate the assessment of the 

creditworthiness of SMEs resulting in increased transaction costs. For 

example, Calice et al., (2012), found that the lack of adequate and reliable 

information is the most important deterrent to banks’ involvement with the 

SME segment in Kenya, Uganda, Tanzania and Zambia.   

• Macro-economic factors such as political instability, taxes, disincentives to 

foreign investors and exchange rate risk have been documented to be 

important obstacles to bank lending to SMEs. Legal and contractual 

environment not of high significance to developing countries (Beck, Demirguc-

Kunt and Peria, 2008; Calice et al., 2012). It is argued that perhaps banks 

adapt to the legal and contractual environment in which they operate by 

offering instruments that allow them to circumvent existing deficiencies 

(Rocha, Farazi and Pearce, 2011).  

• Regulations impede banks to lend to SMEs with tax arrears, or those with 

impaired credit profiles at the credit bureaux. 

• Lack of collateral and third party guarantees to address collateral issues 

(Uganda and Tanzania). 

• Difficulty in standardising the risk assessment makes SME lending 

problematic. Banks have to adapt their commercial operational models in 

order to accommodate the peculiar needs of SMEs. Other banks are finding it 
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difficult to lend to SMEs the same products as those extended to corporate 

and retail clients (Calice et al., 2012). 

• Other bank specific factors in the developing countries include lack of 

appropriate technology, skilled staff, general staff and operational inefficiency 

(Stephanou and Rodriguez, 2008).  

In summary, there seems to be an increase in banks’ involvement in the SME 

segment due to the sector’s perceived high profitability and good prospects. Also 

from the preceding discussion, banks perceive macroeconomic instability in 

developing countries and competition in developed countries as the main obstacles 

impeding access to SME finance. The next section focuses on credit evaluation by 

commercial banks. 

3.7 CREDIT EVALUATION BY COMMERCIAL BANKS 

Entrepreneurial activity is restricted by limited access to financial resources. The 

empirical evidence of capital market imperfections in the context of starting a 

business is widespread. According to Haris and Raviv (1991), one reason for the 

lack of financial resources available to SMEs is that banks hesitate to lend funds to 

businesses in general and to small enterprises in particular. In judging credit 

applications, banks face several serious information problems. Information 

asymmetries exist in the context of small businesses because of the relatively high 

fixed cost of gathering information, which banks are reluctant to incur on small 

transactions (Blumberg and Letterie, 2008). Furthermore, the smaller the number of 

repeated transactions, the smaller the incentives for banks to collect information. 

This is so because administrative costs increase due to economies of scale.  

According to Bruns and Fletcher (2008), the major source of capital mobilisation is 

short-term loans (credit) rather than long-term loans (bonds) and equities (stocks). 

Small business owners are mostly involved in short-term credit markets. Lenders 

usually screen loan applications on the basis of borrowers’ intention and ability to 

repay the loan because of the potential default risk associated with credit contracts 

(Dutta and Magableh 2006). Loan contracts, therefore, need to include both price 

interest (interest rate) and non-price provisions (collateral, market inter-linkage) as 

appropriate incentives for a loan repayment.  Thus, entrepreneurs face a binding 

supply constraint because they are willing to pay a higher interest rate, hence price 
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rationing is non-existent. However, quantity rationing may set in, which takes the 

form of lenders offering an applicant a loan amount less than demanded or 

completely rejecting the loan demand.  

When SME managers seek bank loans, it is important that they understand the logic 

of the lending officer’s decision process in order to increase the chance of receiving 

credit and more importantly, to boost their credit rating profile (Bruns and Fletcher, 

2008). A good credit rating enables firms to finance their capital requirements and 

decrease the cost of credit. A good credit rating also enhances the capability of the 

enterprise to generate external equity. According to Winborg and Landstrom (2001), 

bank loans have been found to be the most important external source of financing 

the capital requirements of SMEs.  

Most SMEs are privately held and owner-managed and, therefore, less transparent. 

The enterprises have an information advantage with regard to external financiers. It 

must be noted that this information asymmetry can be used opportunistically by the 

borrower, which can restrain the willingness of banks to invest in the SME business 

(Giannetti, 2012). At an early stage, entrepreneurs may be hesitant to provide full 

information about the potential business opportunity because of concerns that 

disclosure may make it easier for competitors to exploit (Shane and Cable, 2002).  

In a study of bank’s risk assessment of Swedish SMEs, Bruns and Fletcher (2008) 

examined the factors that lending officers actually use when deciding whether to 

grant credit to SMEs. They established that banks place the strongest emphasis on 

the tangible accounting figures that are presented by SMEs, and factors that shift the 

risk from the bank to the borrower. In addition, the general risk taking appetite of the 

borrower interacts with the financial position of the borrower and the collateral that is 

provided. For new ventures that lack a track record, and SMEs that have a weak 

track record, it is difficult to get loans from the banks. As such, the prescript notion of 

developing a strong business plan for a project to be financed is not the way forward 

for SMEs, but rather, they are expected to show that they have the competence to 

perform the activities that are contained in the proposed project. In addition, they 

need to provide strong collateral such as private property.  

In a study of SMEs’ access to bank finance in Scotland, Deakins, Whittam and 

Wyper (2010) investigated the factors that affect decision making by bank managers 
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based on real entrepreneur case scenarios of debt funding applications. Using data 

from the 2005 Annual Small Business Survey (ASBS), the authors established that a 

significant minority of Scottish entrepreneurs had experienced problems in accessing 

finance from banks. The supply-side interviews with bank loan officers reveal that 

banks have standard financial ‘models’ that are followed in terms of financial 

requirements, although there may be considerable discretion exercised by individual 

bank loan officers, dependant on seniority. It was also found out that younger 

entrepreneurs with limited security found it difficult to raise finance for propositions 

that contain higher risk or do not meet the banks’ financial modelling requirements. 

In addition to information asymmetry, trading records and the nature of relationship 

banking are important factors that determine the access to finance by SMEs in 

Scotland.  

3.8 FACTORS DETERMINING THE CREDIT RATIONING BEHAVIOUR OF 
BANKS  

According to Coleman and Cohn (2000), commercial banks are the principal source 

of debt finance for SMEs, offering a wide range of services including overdraft 

facilities, term loans, trade bill financing, factoring, leasing, export and import 

finance, and even government loan guarantee schemes.  Products offered by banks 

to SMEs include credit cards, hire purchase, current and savings accounts. 

However, all these services and products require documentation from SMEs, but 

because of information asymmetry the majority of SMEs in South Africa fail to satisfy 

the criteria used by banks for screening their clients.   

However, the credit rationing behaviour of banks may be influenced by a number of 

factors which include the borrower’s observable characteristics (age, gender, wealth, 

experience, credit history), firm characteristics, (business experience, risk profile, 

income), and loan characteristics (loan size, loan maturity, collateral offered, interest 

rate). According to Lapar and Graham (1988) the bank’s credit rationing behaviour 

against the firm’s loan demand can be categorised into three stages namely: the 

screening stage, the evaluation stage, and the quantity rationing stage. At the 

screening stage, the eligibility of the borrower for credit is determined in terms of 

credit worthiness, loan requirements and the terms desired. At this point, the 

decision whether the applicant qualifies to apply for a loan or not is made. At the 
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evaluation stage, a detailed analysis of the viability of the proposed investment is 

done. This includes an investigation of the credit record, the type and value of the 

collateral, management of the firm and probability of repayment. Details of the 

requirements of SMEs by the bank at the screening and evaluation stages are 

shown in the Figure 3.1. 

 

Figure 3.1: The credit evaluation process  

Adapted from the McKinsey Report, 2012 

As shown in the Figure 1, it is mandatory for SMEs to have documented evidence of 

cash flow such as financial statements or payslips; and personal capital to put down 

as collateral. In addition, SMEs should have a verifiable credit history such as a 

credit rating from the credit bureau or collateral. If collateral is not available, a 

guarantor can be used instead. It can thus be deduced that the likelihood of SMEs 

meeting these requirements is very low and this explains why the majority of small 

businesses are credit rationed. Owner information, which forms an integral part of 

the SMEs evaluation, is personal information, which is inadequately disclosed to 

financial institutions. A decision to determine whether it will be profitable for the bank 

to grant the loan or not is done based on the evaluation result. Therefore, those 

SMEs found not to be credit worthy are denied loans completely (credit rationed).  

At the final stage of quantity rationing, the bank determines the optimal loan size for 

a borrower at a given interest rate based on a firm’s probability of repayment, the 
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marginal cost of granting the loan, and the collateral offered (Freel, 2007; Baas and 

Schrotten, 2006). Thus, some borrowers are granted loan amounts less than what 

they applied for. According to Lapar and Graham (1988), the bank adjusts the loan 

contract to reflect the bank’s evaluation of the riskiness of the loan and the impact of 

these risks on expected profit. Thus credit rationing can be regarded as a form of risk 

management on the part of the banks where they seek to minimise the costs of 

production and create value for their shareholders.  

The risk profile of a firm is an important factor that determines whether a bank 

extends credit to an SME or not (Hoff and Stiglitz, 1990). Firms for which the 

repayment of loans is uncertain are more risky for the bank and hence are more 

likely to be credit rationed. In this instance the bank is threatened by default risk, 

being the risk that the SME cannot fulfil its obligations to the bank at a given time 

according to an agreement. The degree of risk of the firm may be inferred from its 

credit history, the expected returns of the project and business experience of the 

firm. In the case of South African SMEs, most small businesses fail to satisfy these 

requirements due to information asymmetries and are thus credit rationed. Banks 

perceive SMEs as risky because, they face a more uncertain competitive 

environment than larger firms. As such, SMEs experience more variable rates of 

return and higher rates of failure. In South Africa, the risk perception on SMEs is 

endorsed by the high failure rate of about 75% (FinMark Trust, 2006) and it is 

therefore reasonable for banks to ration credit to SMEs. The environment in which 

SMEs operate is perceived to be risky. For example; crime and labour unrest in 

South Africa (Fatoki, 2012), may have a negative impact on the security of 

transactions. It may also be argued that credit rationing may also originate from a 

lender’s inability to classify loan applicants into proper risk categories due to 

information opacity (Zambaldi, et al., 2009).  

As an instrument of risk management, collateral is also regarded as very relevant to 

credit granting decisions (Laper and Graham, 1988). Collateral serves as the last 

resort for recovery of the loan in case of default, and where the bank can sell the 

collateral obtained to recover the balance (or part) of the loan. In reality, the bank 

has limited information (imperfect information), and limited control over the borrowers 

actions (incentive effect). This leads to what is known as ‘Collateral and Limited 

Liability Theory’ in which financial institutions, especially banks, use collaterals as a 
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way to reduce the risk of default and, concurrently, increasing their return on 

invested capital (Arroyo, 2007). This mechanism, by which the bank increases the 

liability of the borrower, should the project fail, leads to different perceptions of the 

risk and return of the project from both parties (Arroyo, 2007). Collateral helps to 

reduce information asymmetry and moral hazard problems that could arise between 

banks and small business owners (Coco, 2000). Due to the fact that most SMEs are 

not formally registered and therefore lack a credit record, banks consider collateral 

as attractive security. The willingness to offer collateral thus signifies the confidence 

of the small business owner’s commitment in the business. Thus according to Smit 

and Fatoki (2012), collateral positively impacts on the risk perception of the 

entrepreneur and the business. 

The loan size and length of the loan’s maturity period required by the borrower may 

also influence a bank’s credit rationing behaviour. The longer the maturity period, the 

greater the risk of loan defaults. This is due to the uncertainty of long-term 

investments as circumstances of borrowers may change overtime thus increasing 

the probability of a borrower being credit rationed. The loan size affects credit risk, 

since a loan tends to become riskier as its size becomes larger (Stiglitz and Weiss, 

1981; Hashi and Toçi, 2010). According to Lapar and Graham (1988), the 

observable characteristics of the borrower (level of education, income, wealth and 

asset values) are argued to reduce the borrower’s probability of being credit 

rationed. These factors tend to raise the borrower’s credit rating and thus reduce the 

probability of loan default.  

Under South African banking regulations, various forms of assets including land, 

buildings, houses, investment instruments and equipment can be used as collateral. 

Borrowers who do not have their own land or buildings find it difficult to meet the 

arduous requirements for collateral imposed by banks. Therefore, a lack of assets 

that can be used as collateral is one of the major constraints that results in the low 

proportion of lending to SMEs. 

3.9 TECHNIQUES USED IN SME BANK FINANCING 

According to Ashton and Keasey, (2005) lending decision-making is central to the 

operation of SME banking services and relies on the type and suitability of the 

lending technology that is used. A transactional lending technology refers to a bank-



 

- 60 - 
 

firm relationship in which the bank obtains verifiable quantitative information from the 

borrower that the loan officer can credibly communicate to others in the bank, such 

as audited financial statements, collateral values and credit scores (Berger and 

Black, 2011). The principal lending technologies that can be employed for lending 

decision-making include financial statement lending, asset-based lending, small 

business credit scoring, factoring and leasing as discussed below.  

According to Berger and Udell (2006), financial statement lending is a transactions 

technology based primarily on the strength of a borrower’s financial statements. For 

this technology there are two requirements that depend on hard information, namely 

the possession of detailed financial statements, such as audited statements and a 

strong financial condition as reflected in the financial ratios calculated from these 

statements (Berger and Udell, 2006). Unlike other lending strategies, financial 

statement lending is reserved for firms with relatively transparent information. 

According to Berger and Black (2011), large institutions like commercial banks can 

equally engage in SME financing. Uchida (2011) asserts that commercial banks 

have a comparative advantage in transactions lending to SMEs based on “hard” 

information, while small lenders have a comparative advantage in relationship 

lending based on “soft” information.  

Small business credit scoring is another transactions technology based primarily on 

hard information about the SME’s owner/manager as well as the firm. Owner 

information is personal data obtained from consumer credit bureaus. The data is 

pooled together with information on the SME that has been collected by the lender 

and entered into a loan performance prediction model which yields a score, or 

summary statistic for the loan. Empirical evidence suggests that credit scoring 

increases credit availability for SMEs. Berger, Frame and Miller (2005) affirm that 

implementing credit scoring leads to an increase in in the supply of credit to SMEs. 

Furthermore, Berger et al., (2005) further establish that the adoption of the credit 

scoring technology by banks included in their sample increased the portfolio share of 

SMEs by 8.4%. According to Berger and Frame (2007), the increase can be 

categorised into various forms namely: increasing the quantity of credit extended, 

increasing lending to relatively opaque, risky borrowers, lending over greater 

distances and increasing loan maturity. Small business credit scoring may be applied 

even when there is very limited information about the quality of the firm, as long as 
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the firm has a good credit score based on the credit history of the owner (Berger and 

Black, 2011).   

 

Likewise, Berger and Udell (2002) suggest that credit scoring is a method for making 

lending-decisions which uses statistical techniques to analyse appropriate data. 

These authors further suggest that credit scoring techniques require a lot of data 

about the firm and the firm owner, and it also needs to factor in the experience 

gained from lending to other firms. The data is entered into a loan performance 

prediction model, which yields a score, or summary statistic for the loan. Like 

financial statement lending, this technique is appropriate for firms with long credit 

history, which may reduce its importance as a tool for SME lending in developing 

economies.  

Asset-based lending is a transactions lending technology in which financial 

institutions address the information asymmetry problem by focusing on a firm’s 

assets which are pledged as collateral, as the primary source of repayment. In 

simple terms, it is any kind of lending secured by an asset (Uchida, 2011). This 

involves lending to business or corporations using assets that are not normally used 

in loans other than mortgages. Typically, these loans are tied to inventory, accounts 

receivable, machinery and equipment. This type of lending provides working capital 

financing secured primarily by accounts receivable and inventory (Berger and Udell, 

2006).  

According to Berger and Udell (2006), the use of collateral itself does not distinguish 

asset-based lending from other lending technologies. The pledging of accounts 

receivable and inventory is often associated with financial statement lending, 

relationship lending and credit scoring, where collateral is used as a secondary 

source of repayment. With asset based lending, credit extension is based on the 

value of the collateral and not the overall creditworthiness of the firm. According to 

Coco (2000) collateral helps reduce information asymmetry and moral hazard 

problems that could arise between banks and small business owners. Due to the fact 

that most SMEs are not formally registered, and therefore lack a credit record, banks 

consider collateral as attractive security. The willingness to offer collateral thus 

signifies the confidence of the small business owner’s likely success in the business. 
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Thus according to Fatoki and van Ardt Smit (2011), collateral positively impacts on 

the risk perception of the entrepreneur and the business.  

Factoring is another transaction technology that employs hard information to lend to 

opaque SMEs. According to Soufani (2002) factoring is a method used to raise 

short-term finance whereby clients’ account receivables are purchased by a bank for 

a pre-agreed fee plus interest. The bank then takes the responsibility to control and 

manage a debtor portfolio of the firm. Put simply, factoring is the process of 

exchanging the account receivable of a firm for cash (Abdulsaleh and Worthington, 

2013). Thus accounts receivable can be used as collateral for SMEs that usually lack 

security to raise finance. As an alternative source of finance, factoring can play a 

crucial role in alleviating financing gaps faced by SMEs (Soufani, 2002). However, 

factoring has been used effectively in the developed countries such as Italy and 

Switzerland and less in developing and emerging markets such as Africa (Berger 

and Udell, 2006). According to Uchida and Udell (2010), factoring may be particularly 

useful in countries with weak secured-lending laws, inefficient bankruptcy systems, 

and imperfect records of upholding seniority claims, because factored receivables 

are not part of the estate of a bankrupt SME.   

Leasing is a common method of financing equipment, motor vehicles, and real estate 

by financial institutions in developing and emerging markets, including South Africa. 

The lender (the lesser) purchases fixed assets, and immediately enter into a rental 

contract with the lessee (the borrower, in this case the small business owner) which 

specifies the payment schedule. At the end of the contract the lessee has the option 

to purchase the assets at a pre-specified price. Leasing is thus a transactions 

technology which can be used to finance opaque firms since the underwriting 

decision is primarily based on the value of the asset being leased.  

Relationship lending technology is used to reduce problems of information 

asymmetry in firms, especially SMEs. Banks gather “soft” information through 

continuous contact with the firm in the provision of financial services (Berger and 

Udell, 1998; Carbó, Rodríguez and Udell, 2011). The information is then used to 

evaluate the creditworthiness of the owner-manager as part of the loan process to 

ensure that the potential loan will be repaid. An important characteristic of such a 

relation to the lender is the increase in the value of the information gathered (Baas 
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and Schrooten, 2006). Therefore loan interest rates are expected to decrease over 

time as the relationship strengthens.  

Several studies have proposed theoretical models of “relationship lending”, which 

consistently show that borrower-lender relationships provide valuable private 

information on the financial prospects of potential borrowers (Diamond, 1991; Rajan, 

1992; Boot and Thakor, 1994). It is generally argued that relationships would have a 

positive association with the availability of debt finance. However, Petersen and 

Rajan (1994) found a positive correlation between the strength of the relationship 

measured by its duration and the availability of credit for SMEs. Other benefits of 

relationship lending as reported in the literature include lower cost of credit, 

protection against credit crunches and the provision of implicit interest rate or credit 

rate insurance. Hernandez-Canovas and Martinez-Solano (2010) suggest that trust-

based relationship lending is more effective than the establishment of a longer or 

more concentrated bank-borrower association.   

The impact of long-standing bank-firm relationships on availability of credit has been 

investigated in several countries, mainly in the context of small business finance. In 

the US, using the data from the National Survey of Small Business Finance, 

Peterson and Rajan (1994) found that the duration of relationship significantly 

increases credit availability, but has little impact on the cost of capital. The authors 

also report that older firms enjoy easier access to credit at lower costs and that 

borrower firms that attempt to widen the circle of relationships by borrowing from 

multiple lenders face higher costs as well as reduced availability of credit. Using the 

same data but examining only firms borrowing on credit, Berger and Udell (1994) 

found that borrowers with longer banking relationships are more likely to obtain credit 

at lower costs.  

The main lending technology used for SME lending in South Africa is the traditional 

scoring model. However, SMEs rarely possess the information required for traditional 

credit scoring due to information asymmetries. This is so because the majority of 

people do not have a good credit record because they have been blacklisted, and it 

is difficult and costly for them to clear their record (Musara and Fatoki, 2012). Like 

financial statement lending, credit scoring is appropriate for firms with long histories, 

which may reduce its importance as a tool for SME lending in developing economies. 
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Credit scoring is also able to provide automated accept/reject decisions in high 

volume environments and therefore makes it a suitable lending technique for 

commercial banks. Indirectly this is a form of risk management as banks endeavor to 

minimize losses resulting from SME lending. 

Another approach used in SME assessment is the credit assessment or analysis in 

the measurement of credit risks. The borrower’s credit assessment is done using the 

five Cs of lending, namely character (willingness of the customer), capacity (ability to 

pay), capital, collateral (pledged assets) and general economic conditions. It is 

interesting to note that two factors (capacity and capital) are based on hard 

information, character refers to soft information and economic conditions refer to the 

external environment while collateral is needed when insufficient hard and soft 

information to grant credit are available (Fatoki and van Ardt Smit, 2011). However, it 

has been argued that the credit lending behavior is not only determined by internal 

factors alone, but by external factors as well. These determinants include demand, 

competition, and macroeconomic environment, regulatory, social and institutional 

factors. Banks do not have control over external factors and thus, it would be in their 

best interest to work closely with the government. 

The most common findings in the extant literature are that banks have comparative 

advantages in transactions lending to more transparent SMEs based on formal 

documents, while relationship lending suites most to those SMEs with information 

asymmetry. Therefore, SMEs may be constrained in the financing they can obtain 

through transactions approaches offered by the banks. Therefore, depending upon 

the borrower’s characteristics and financial needs, innovative lending technologies 

may be used to supply funding even when relationship lending cannot be effectively 

employed.  

3.10 CHAPTER SUMMARY 

The chapter focused on the financial theories of capital structure of small businesses 

and SME financing in general. From this review of literature, it is evident that access 

to SME financing is an important topic in the banking industry both in developed and 

developing economies. It seems that the financing decisions of SMEs are jointly 

determined by the capital structure of the firm and the entrepreneurial and business 

characteristics.  
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An analysis of the literature on the capital structure of SMEs has shown that initially 

small businesses rely on internal sources of capital such as personal savings, gifts 

from family and friends and retained earnings to support their business operations. 

As the business grows external sources of funding such as venture capital, business 

angels, capital markets, trade credit and bank credit become important. However, 

bank credit appears to be the most common source of finance due to the 

accessibility and distribution of bank branches geographically. 

Section 3.5 reviews the drivers of increased bank lending to SMEs in the past few 

years. Hence banks now perceive the SME segment as a strategic profitable 

business. However, in dealing with SMEs, banks face a number of challenges 

including SME specific, factors, macro-economic factors and regulatory issues.  

Although banks are the principal source of debt finance for SMEs, they ration the 

credit they give to the small businesses. This credit rationing behaviour is influenced 

by a number of factors including the borrower’s observable characteristics, firm 

characteristics and loan characteristics. The rationale is that these factors tend to 

raise the borrower’s credit ratings, hence reducing the probability of loan default to 

the lender.  

The chapter also reviewed the lending technologies used by banks in financing 

SMEs. It was established that the principal lending technologies employed by banks 

for lending decision-making include financial statement lending, asset-based lending, 

credit scoring, factoring, leasing and relationship lending. However, due to 

information asymmetry, these lending techniques do no suit the funding 

requirements of small businesses. Therefore banks are encouraged to adopt 

innovative techniques which are directed specifically to satisfy the financial needs of 

SMEs.  

The next chapter focuses on the credit rationing concept and the risks associated 

with bank lending to SMEs. 
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CHAPTER 4 

CREDIT RISK MANAGEMENT: A CONCEPTUAL FRAMEWORK 

4.1 INTRODUCTION 

In this chapter, literature on credit rationing and the risk management associated 

with bank lending to SMEs is explored. Empirical evidence has shown the existence 

of excess demand over supply, leading to the credit rationing of loan applicants. As 

indicated in chapter one, the aim of this study was to investigate the factos that 

militat against SMEs’ access to funding from commercial banks. in this chapter, more 

emphasis was directed towards understanding the credit rationing concept. The 

chapter also discusses other bank-specific factors that negatively influence SME 

financing, such as credit risk management, innovation and technology.                                                                                                                                                               

The chapter proceeds as follows. The first section discusses the basic notions of 

financial market imperfections. Subsequent sections  discuss the theory of credit 

rationing, credit risk management and innovative strategies associated with SME 

bank financing. Electronic banking as a factor of credit supply to SMEs is also 

discussed. The last section presents a summary of the chapter.  

4.2 IMPERFECT MARKETS AND INFORMATION ASYMMETRY  

According to Jaffee and Stiglitz (1990:838), credit markets differ from standard 

markets in two important ways. On the one hand, credit markets are characterised 

by a homogeneous commodity where delivery of and payment for the goods occur 

simultaneously. On the other hand, standard markets are charaterised by postdated 

obligation; in that, credit received today is exchanged for a promise to repay in the 

future. Furthermore, promises to repay the loan are not the same, as one person’s 

promise might not be as good as another’s. Further, there might not be an objective 

way to detect the likelihood that the promise will be kept. Hence, an element of 

uncertainty is brought into the credit market. 

Under conditions of uncertainty, access to information about potential risk and return 

on investment that are associated with the funded project, plays an important role. It 

is assumed that borrowers know more about their own risk characteristics (i.e. if they 

are high- or low- risk averse) and the risk characteristics of the projects they are 
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engaged in (i.e. they know the expected return and risk of the project) than do the 

institutions they are borrowing from. Borrowers know only the expected return and 

risk of the average project in the economy. In such a situation, financial markets are 

therefore characterised by information asymmetry. 

For credit markets, information asymmetry creates problems on two fronts namely: 

ex ante, i.e., before the transaction is entered (adverse selection) and ex-post, i.e., 

after the transaction is entered (moral hazard). There are a variety of ways and 

devices that can be used by lenders to reduce the information gap, encourage 

positive and discourage high-risk actions, and finally to reduce their losses in case of 

default by borrowers (Colquitt, 2007). However, these instruments can only mitigate 

the risk of exposure of the lender, but not eliminate it. Consequently, there is no 

equilibrium in the credit market (where demand is equal to supply), and credit 

rationing may follow. The process of credit rationing is summarised in Figure. 4.1 

below:  

 

 

 

 

 

 

 

 

Figure 4.1: The credit rationing process 

Source: Author’s own compilation 
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moral hazard, while the following sections provide the theoretical background 

concerning these issues. 

4.2.1 Problems created by information asymmetry 

According to Stiglitz and Weiss (1981), the main causes of credit rationing include 

adverse selection and moral hazard that occur as a result of information asymmetry. 

In the case of information asymmetry, the party lacking the information (principal) 

would search for relevant information in the market, while the other party (agent) who 

has access to information would spread useful information to the market. Stiglitz and 

Weiss (1981) further suggest that in applying the principal-agent theory, the SMEs 

are in possession of vital information that relates to their financial position and 

earnings, which is usually impossible for financial institutions to obtain in good time. 

The fact that SMEs are largely unwilling to divulge this critical information 

precipitates information asymmetry, which culminates credit rationing. 

The problem of adverse selection arises when borrowers withhold private information 

about their personal behaviour and/or the project they want to invest in, before the 

credit relationship begins. By the same token, lack of information prevents bankers 

from perfectly distinguishing between good and bad firms (e.g. between firms 

characterised by low-risk and/or high expected profits, and high-risk and/or low 

expected profits).  

To reduce the perceived risk, the lender can use interest rates as direct screening 

mechanism to differentiate the risky borrowers/projects from the safe ones. High risk 

firms tend to be more prepared to pay high interest rates to obtain funds. 

Consequently, low-risk individuals and firms tend to drop out of the market since they 

know that they will be paying higher interest rates than they ought to have paid 

(Stiglitz and Weiss, 1981). This gives rise to adverse incentive effects because as 

the average riskiness of those who borrow increases, the average quality of 

borrowers tends to deteriorate (Jaffee and Stiglitz, 1990). 

According to Jaffee and Russell (1976), the bank cannot use the interest rate as a 

signalling mechanism. This analysis of credit markets is contrary to the classical 

teachings of the market mechanism. When there is an excess demand for loans at a 

given interest rate, classical economic analysis would suggest that the price (interest 
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rate) would rise to block off excess demand. But in the case of information 

asymmetry, the lender will choose to keep the interest rate low enough to obtain a 

favourable risk composition of projects and to ration the available loanable funds 

through other means. As a result, the interest rate does not rise, hence demand may 

exceed supply. 

After the transaction has been entered into, information asymmetry can generate 

another problem known as moral hazard. Because the borrower has more 

information about his activities than the lender, the borrower’s actions affect the 

incomes of both parties to a different extent. In short, there is a conflict of interest. 

Once one has acquired a loan, one is more likely to invest in higher yielding but 

more risky projects, since the profit will be higher if successful. Furthermore, by 

raising the interest rate, the lender reduces the expected marginal return to the 

borrower, thus increasing the incentive for the borrower to undertake undesirable 

actions. As the firm’s expected marginal profit decreases with increased credit price, 

the borrower may undertake projects with lower probability of success but higher 

profits when successful (Jaffee and Stiglitz, 1990).   

According to Zambaldi, et al. (2009), adverse selection and moral hazard relate 

inversely to the age and size of the firm. Availability of public information about 

SMEs is limited due to the poor quality of their accounting records and low incentives 

to operate formally. Further, Baas and Schrooten (2006) suggest that information 

asymmetry is one of the reasons why small businesses are confronted by challenges 

of constrained access to funding. Hartarska and Gonzalez-Vega (2006) also posit 

that financiers are largely unable to solve the problems of information asymmetry, 

thereby inhibiting the possibility to adequately fund small business expansion 

projects.  

From the ongoing, it becomes evident that adverse selection, adverse incentive and 

moral hazard derive directly from the imperfect information present in the financial 

markets. Given that financial markets are largely characterised by uncertainty and 

information asymmetry, lenders are forced to protect the interest of banks by 

reducing default rates, especially by attracting low-risk borrowers. The various 

possibilities are explored in the section that follows: 
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4.2.2 Solutions to problems created by information asymmetry 

In order to alleviate the problems generated by information asymmetry, lenders tend 

to engage in information-producing activities, which in most cases, may lead to the 

closure of the information gap and loss-reduction. These activities encourage 

borrowers to undertake actions that are not in conflict with the lender’s interest. 

Information-producing activities are intended to reduce the risk the bank faces before 

and after a transaction. Such activities include, for example, screening and 

monitoring. 

Screening is aimed at reducing the risk before the transaction, thereby helping to 

reduce adverse selection problems. Information from and about potential borrowers 

is collected and assessed for creditworthiness. Safe borrowers are filtered out from 

the pool of seemingly identical applicants. After the credit risk appraisal, the lender is 

then able to determine whether to grant the loan and, under what conditions. 

According to Shikimi (2013), riskier borrowers could be charged higher interest rates 

and non-price terms to mitigate the higher likelihood of default or rationed by 

rejecting the applications at a given interest rate.  

Once the contract is signed, banks monitor the activities undertaken by the borrower 

and determine whether they are in harmony with the provisions (restrictive 

covenants) written into the contract (Bellier et al, 2012). The borrower can be 

penalised for bad behaviour by being forced to pay back the loan immediately if the 

outcome is negative. Thus, the ex-post risk is reduced and the moral hazard problem 

could be alleviated.   

However, it should be noted that the efficiency of a credit approval process is 

dependent upon how much time and money is spent on both screening and 

monitoring. The bank can explore several ways of reducing the screening and 

monitoring costs, but this may result in less reliable information (Gianneti, 2012). 

Although both methods help reduce information asymmetry problems, they do not 

eliminate them completely, and therefore lenders look for other ways of reducing 

possible losses. 

To prevent moral hazard from occurring after the transaction (ex-post), lenders 

attempt to devise a contract which will prevent borrowers from engaging in activities 
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that are in conflict with the lenders’ interest and reduce the lender’s losses in the 

event that a borrower defaults (Bellier et al., 2012). Therefore, non-interest price or 

non-price terms of the loan contract can be employed. Such mechanisms include the 

use of collateral, cash contribution by the applicant, net worth analysis (equity 

capital) and long-term customer relationships. 

Following from the ongoing, it has been demonstrated that uncertainty and 

information asymmetry give rise to imperfect credit markets, which in turn give rise to 

adverse selection and problems relating to moral hazard. Consequently, it becomes 

very difficult for lenders (banks) to differentiate between credible and implausible 

potential borrowers. This specific challenge poses a potential threat to accurate risk-

evaluation of credit applicants. The sensitivity of this challenge have been observed 

as the main culprit for credit rationing. The next section discusses the credit risk 

associated with SME financing by banks.   

4.3 CREDIT RISK MANAGEMENT FOR SMEs 

Banks experience a variety of risks including credit risk, capital risk, investment risk, 

interest rate risk, market risk, operational and currency risk. However, the most 

fundamental of these risks, for the purposes of this study, is credit risk, also known 

as default risk, and, for that reason, it is worthy of special mention in bank lending 

research for SMEs. It is recognised that the intelligent and responsible management 

of credit risk makes it one of the bank’s largest profit drivers (Calice et al., 2012) and 

hence the management of credit risk is central in the bank’s SME credit 

management process. According to (Colquitt, 2007), credit risk is the potential that a 

bank borrower/counter party fails to meet the obligations on agreed terms. For one 

reason or another, there is always a possibility of a borrower defaulting on his 

commitments (moral hazard), resulting in the crystallisation of credit risk to the bank. 

The inability of the SME to pay interest payments (or repay the principal) can result 

in a default that might lead to loss for the bank. This explains why banks ration credit 

to SMEs.  

Credit risk is believed to be the central risk in financial banking intermediation. In the 

area of lending, credit risk arises through the provision of loans and contracts to 

support a client’s obligations (Young 2006:2), while in trading activities, credit risk 

results from the possibility that the party with whom the bank is trading is unable to 
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fulfil its contractual obligation on or before the settlement date. According to (Berg 

and Fuchs, 2013), credit or default risk refers to the uncertainty associated with 

borrower’s repayment of their loans. For creditors, the potential loss that may arise 

may be due to a borrower’s non-payment for matured liabilities. The borrower’s non-

payment may be a result of either the inability or unwillingness to perform as per 

contract or a decline in the borrower’s credit quality. According to Kundid and 

Ercegovac (2011), credit risk is thus a probability of partial or complete value 

reduction of receivables.  

The goal of credit risk management is to maximise a bank’s risk-adjusted rate of 

return by keeping credit risk exposure within acceptable parameters. As such, banks 

need to manage the credit risk inherent in the entire profile as well as the risk of 

individual transactions, while at the same time managing the relationships between 

credit risk and other risk types. Although other sources of credit risks exist 

throughout the activities of the bank, loans are the largest and most obvious source 

of credit risk (Colquitt, 2007). Therefore, the long-term success of any banking 

institution is dependent upon an effective and efficient management of credit risk. 

A credit risk management process includes many phases, namely credit risk 

identification, measurement of credit risk, strategy of response to credit risk and 

fourthly, constant credit monitoring and control. According to Berger and Udell 

(2006), such activities are termed “lending technology – a unique combination of 

primary information source, screening and underwriting policies/procedures, loan 

contract structure and monitoring strategies and mechanisms”. The credit risk 

management process is depicted in Figure 4.2. 
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Figure 4.2: The credit risk management process  

Source: Adapted from Colquitt, 2007:7 

Credit origination or loan decision process relate to ex-ante credit risk management. 

This stage involves the transaction’s origination between borrower and lender. Credit 

requests are prepared and presented for approval. According to Kundid and 

Ercegovac, (2011), the purpose of this process is to avoid anti-selection of 

borrowers. The credit function involves credit assessment, monitoring credit limits 

and administration of the credit contracts to avoid moral hazard of clients. In so 

doing, the credit worthiness of lenders is evaluated.    

Credit risk management also includes credit pricing and selection of clients and their 

investments, taking cognisance of the clients’ credit capacity and the bank’s attitude 

towards risks. Although credit risk can be alleviated in a variety of ways, one of the 

strategies for banks to cope and reduce portfolio credit risk in financial markets is 

credit rationing. According to Young (2006), credit risk can be mitigated through risk 

reduction, risk transfer and risk retention. From the analysis above, it can be 

deduced that credit rationing is a type of risk mitigation which consists of aborting or 
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reducing lending which is not caused by lack of funds. It therefore seems that credit 

rationing is an integral element of credit risk management in financial institutions. 

The next section deals with credit rationing associated with SME financing. 

4.3.1 Credit rationing and SME financing 

Various credit risk management approaches are utilized when extending credit to 

SME clients, depending on the volume of transactions and facility or loan size. 

Gitman (2009) defines credit standards as the minimum requirements for extending 

credit to a customer. Credit standards are also known as credit policies or business 

rules. In an effort to increase shareholder value, a firm may decide to change credit 

standards. Relaxing credit standards will increase sales volumes and may result in 

an increase of bad debt. Tightening credit standards will decrease sales volumes 

and may result in a decrease in bad debt. The credit standard decision is dependent 

upon the effect on profit. If profit and shareholder value increase, credit standards 

may be relaxed accordingly (Gitman, 2009).  

Commercial banks tend to ascribe high risk to small businesses and are therefore 

reluctant to extend credit to them. Banks follow certain principles in evaluating credit 

applications and making credit decisions. The purpose of any credit assessment or 

analysis is the measurement of credit risk. Brierley (2001) argues that the willingness 

of financial institutions to provide finance to SMEs depends ultimately on the risk-

reward relationship. This implies the extent to which such investments are likely to 

provide returns proportionate to the risk involved.  

Due to their small size and intrinsic exposure to market fluctuations, the failure rates 

of small firms are relatively high in South Africa (Fatoki, 2012). The majority of SMEs 

is still in their infancy and therefore lacks financial history and a track-record of 

profitable projects. In addition, these SMEs are characterized by organisational and 

administrative deficiencies, low quality management and a lack of appropriate 

accounting systems (Fatoki and Aregbeshola, 2013) which may compromise the 

accessibility and reliability of information from SMEs regarding their repayment 

capacity (Green, 2003). The relative labour-intensity of the SMEs implies a high 

debt-to-asset ratio if loans are made. Lack of sufficient and adequate collateral 

further limits the amount of finance that banks are willing to grant to SMEs. Collateral 

thus acts as a screening device and reduces the risk of lending for commercial 
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banks. This is exacerbated by inadequate legal frameworks which make the 

enforcement of contracts difficult for financial institutions.  

The difficulties faced by SMEs in accessing finance are attributed to their perceived 

higher risk profile. Lending institutions regard SMEs as risky enterprises for a 

number of reasons, which include the following: 

• SMEs face a more uncertain competitive environment than larger firms. In 

other words, small firms experience more variable rates of return and higher 

rates of failure. Therefore lenders are left with no option but to ration the credit 

to SMEs who have little or no credit history. 

• SMEs are usually less equipped, in terms of both human and financial 

resources, to withstand economic pressures such as the recent global credit 

crunch (Smit and Fatoki, 2012). 

• There is the problem of inadequate accounting systems, which undermines 

the accessibility and reliability of information concerning profitability and 

repayment capacity. 

• SMEs operate in volatile environments in the developing and emerging 

markets. For example, crime and labour unrests in South Africa have a 

negative impact on the security of transactions. 

• There is also a greater risk that lenders will not get paid or that assets are not 

properly registered. SMEs may therefore not be paid in time for the products 

and services they render to the government through tender contracts (SEDA, 

2008). 

• SMEs are geographically unevenly distributed in South Africa, making it costly 

for banks to reach their clients. The share of people living in towns and cities 

(40% in Africa) is far less than in developed regions like Europe (80%). In 

South Africa, SMEs are scattered throughout the country, making it costly for 

banks to penetrate consumers without a transaction account (the unbanked) 

and those without access to incremental credit (the under banked).  

• With less data available and an inherently higher risk than consumer lending, 

the operational cost generated by determining whether to accept an SME’s 

credit application or not can often be higher than the potential return, and it is 

thus not uncommon to find that many banks do not encourage lower value 
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SME lending because the time and effort is not worth the revenue received 

(Gildert, 2009).  

Demand for credit continues to come from businesses where the assessment of risk 

is difficult using traditional lending methods. Such businesses include unproven start-

ups, unregistered small businesses, sole traders and partnerships that do not file any 

accounts other than for tax purposes. Despite the challenges discussed above, 

banks have to adopt risk management systems that take into cognizance the 

changing technological and economic environments. The next section reviews the 

risk management systems that banks have adopted in other parts of the world so as 

to overcome the challenges discussed in section 4.5.1  

4.3.2 Risk Management Systems 

As they learn to deal with SMEs, banks are reorganizing their credit risk 

management systems. De la Torre et al (2008) have observed that in most large 

banks, with the exception of credit scoring, credit risk management is not automated. 

As such it involves a credit risk analyst. In essence, risk management is a function 

that is organizationally separated from sales and is primarily done at the head office 

(De la Torre et al., 2008:30). The risk management department is therefore given 

independence and strong approval and rejection powers (De la Torre et al., 2008). 

However, the risk analysts and managers are expected to maintain independence 

and work cooperatively with those who sell products and initiate loans. In countries 

where business models are more advanced, there are SME account managers who 

are trained by risk analysts to raise their risk awareness. In so doing, the credit 

approval process is simplified and the loan application has a higher probability of 

being approved by risk analysts. 

Evidence from Banco Ciudad de Buenos Aires (BCBA), one of the top three public 

financial institutions in Argentina indicate that large banks use well developed 

screening tools to filter out good debtors from the applicant pool (Klinger, Castro, 

Szenkman & Khwaja, 2013). These screening tools are differentiated by firm or loan 

size. According to de la Torre et al., (2008), the size threshold for the applicability of 

a given tool is typically determined by the effectiveness of the tool itself, as gauged 

by repeated experience. Therefore, automatic scoring models are usually applied to 

SMEs in need of small loans. However, the scoring technique does apply to large 
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loans, and hence there is need to use standardized rating tools for such loans. Tools 

such as qualitative and quantitative information are typically developed by adapting 

to the SME business rating methods applied to large organisations. According to de 

la Torre (2012:31), SME ratings do not lead to automatic approval of loans, but they 

rather provide a basis for the risk analyst to evaluate loans and decide on their 

approval. After the approval, the loans are continuously monitored by the bank, and 

an early warning system, with prompts to anticipate and detect potential problems, is 

put in place (de la Torre et al., 2008).   

De la Torre et al., (2010) make a general statement that some banks in Chile and 

Argentina have embarked on medium-term plans to link screening tools to the banks’ 

provision policies (for expected losses) and capital policies (for unexpected losses). 

Perfecting systems and procedures to generate risk-adjusted pricing unit cost-

accounting per product or service line are also being developed. Other plans include 

greater use of stress testing, quantitative analysis, and improved estimates of loss 

given default and post-default recovery costs. Despite these plans, in the short-term, 

banks cope with difficulties in lending to SMEs by hedging risk, using instruments 

like short-term loans, document discounting and collateral (Chironga et al., 2012).  

The credit risk management processes to serve SMEs discussed in section 4.5 can 

better be pursued by large commercial banks as they can better capture economies 

of scale and move beyond reliance on relationship banking (de la Torre et al., 2010). 

Commercial banks also have an extensive branch network that allows them to 

develop low-cost approaches to give SMEs a closer, tailored service without moving 

into costly, full-fledge relationship lending. In addition to this, commercial banks are 

well positioned to get information about valued SMEs with which large organisations 

work through outsourcing or supply connections. Due to their size and their presence 

in many different markets, commercial banks are better able to diversify away the 

distinctive risks of SME lending (De la Torre, 2008). Also commercial banks probably 

have better ways to assess the value of collateral, better recovery units and easier 

ways to execute the collateral.  

In most developing countries, SMEs rarely possess the information required for a 

traditional credit scoring model – a credit rating, financial statements or collateral. 

According to Chironga et al., (2012), banks must therefore think beyond the standard 



 

- 78 - 
 

risk models to design simple data and informationtechnology-enabled approaches to 

overcome the problem of information asymmetry. Some of the innovative strategies 

that banks have embarked on are reviewed in the ensuing section. 

4.4 INNOVATIVE STRATEGIES 

The banking industry is currently undergoing changes in response to swift changing 

customer behaviour, technological and regulatory realities (Chironga et al., 2012). 

Thus banks have to keep pace with changes in technology such as internet and cell 

phone banking, as more and more SME clients have access to mobile phones and 

laptops. For example, in Kenya 60% of the micro, small and medium enterprises 

(MSMEs) use M-Pesa, a mobile phone-based product, offering clients, payments 

and deposits or savings functionality (Chironga et al, 2012). The physical 

infrastructure is minimal, with account opening, cash transactions and customer 

support facilitated by more than 28000 merchants acting as agents.  

According to Chironga et al., (2012), a significant number of MSMEs with traditional 

bank accounts in Kenya and Tanzania prefer M-Pesa for flexible, acceptable, safe 

and reliable transactions. It is believed that with new technology, banks are most 

likely to pursue channel innovation in order to reach SMEs even in remote rural 

areas. Thus, the internet is most likely to reduce operating costs and the turnaround 

times (of 1 to 4 days) for the processing of loan applications. The cost of risk for 

banks can be drastically reduced by creating products anchored in lean, automated 

processes. For example, according to Chironga et al., (2012), a large African Bank 

made savings of around $15 million by reducing its application form from twenty to 

two pages.  

At the same time, banks can issue more products other than loans to their SME 

clients such as the cheque account, foreign exchange, savings and the use of 

derivative instruments such as swaps and options.  Lending institutions should strike 

a balance between maximizing profits and adding value to SME clients at affordable 

prices. Therefore banks must meet their clients’ needs at the lowest possible costs in 

terms of distribution and products. Distribution can be achieved through the provision 

of low cost branches and the extensive use of correspondent banking. With 

correspondent banking, banks use retailers to expand their distribution reach. For 
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example, in Colombia one bank has 700 branches and 900 correspondent outlets 

(Stephanou and Rodriguez, 2008).   

Another strategy being used by banks to screen SME clients is the psychometric 

testing. According to Chironga et al., (2012), psychometric testing uses test scores to 

separate good clients from bad ones, and are capable of lowering default rates by 

25-40%. This is a self-administered test done in thirty to forty minutes and measures 

attributes such as entrepreneur’s psychological profile, ethics and integrity, 

intelligence and business skills.  According to the Chironga et al., (2012), the cost of 

assessment is 45% less than the traditional credit assessment measures. The fact 

that psychometric testing is computerized, simple and cheap makes it ideal for use 

by banks to evaluate the creditworthiness of SMEs which lack traditional credit 

scoring inputs such as pay slips and credit history which are conditional 

requirements for loan approval. Psychometric testing has been successfully used by 

banks in Chile and Argentina (Klinger et al, 2013), while in South Africa Standard 

Bank has successfully used it in a pilot study (Botha, 2012). 

Banks elsewhere in the world use approaches which combine quantitative and 

qualitative assessment instruments such as the Qualitative Credit Assessment 

(QCA) tool by McKinsey (Chironga et al., 2012). The QCA is a 15-25 question 

assessment tool for SME clients that can be completed in less than an hour. Areas 

covered by the QCA include SME competitiveness (identifying the strength and 

integrity of the entrepreneur), SME company management (ownership structure, and 

relationship with the bank), and the way the company operates (including 

relationship with its suppliers and customers). Each of the questions is then 

aggregated to provide a score, with the weight of each question in the score being 

determined by the question’s predictive power. The QCA has been successfully used 

by more than 20 countries in the emerging markets, including South Africa 

(Chironga, et al., 2012). The strength of QCA questionnaires can be tailored to 

reflect factors relevant to a bank’s country and target client segments. 

Another approach is for banks to advance unsecured credit to SMEs in an effort to 

do away with collateral altogether. Banks can use insurance of loans instead of 

collateral and if priced correctly, can deliver exciting returns from loans which can 

improve their profit. In South Africa, unsecured credit is gaining popularity amongst 
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all the leading commercial banks (National Credit Regulator, 2011). Instead of 

relying on financial statements, other banks now rely on the lender’s estimate of 

cash flow through observation of the business or analysis of payments into a 

transactional account. However, credit scoring is only one element of the credit risk 

management process. Therefore, banks must review all parts of the credit process 

which include credit origination, underwriting, monitoring and collections as shown in 

Figure 4.3. 

Figure 4.3: Proposed credit risk management process for SMEs  

Adapted from Chironga et al., (2012) 

 

Details of the credit management process have been discussed in section 4.5 but a 

few additional aspects are noted here. In the origination stage, banks are challenged 

to limit or eliminate client fraud by knowing their clients well. This can be achieved 

through regular visits to the client’s business premises. In underwriting, bank staff is 

encouraged to take accountability of both the revenue and risk associated with bank 

lending to SMEs and “lend as if it is their money” (Chironga et al, 2012). It is 

suggested that the final approval for a loan application should be made by the bank 

manager, with the aid of credit assessment tools. In such instances the managers 

will be able to take into account personal circumstances which cannot be considered 

by the credit assessment tools. With credit monitoring banks are encouraged to 

monitor credit risk on a continuous basis and not leave it until late. Finally the credit 

collection section is advised to maximize the net present value by recovering partial 

payments now than wait for full repayment after lengthy court battles. Therefore a lot 

more other factors have to be taken into consideration for the credit risk 

management process to be effective when lending to SMEs.   

By reviewing all parts of the credit process, the problems of information asymmetry 

and lack of collateral are taken care of, thereby allowing more SMEs which are 

considered to be informationally opaque to access credit. If more SMEs are able to 



 

- 81 - 
 

access credit, there will be sustainable growth in the SME sector while at the same 

time banks improve their profitability. However, to complement these efforts, banks 

need to engage themselves in improving the financial literacy of their SME clients. 

Such issues are discussed in the following paragraph. 

From the lender’s perspective, poor financial literacy increases transaction costs, 

notably the investment in the time required to explain products, services, interest 

rates and other issues to bank clients. In a survey of the commercial banks in 

emerging markets, including South Africa, Chironga et al., (2012) indicate that poor 

business plans (a consequence of poor financial literacy) is the number one reason 

why banks decline credit applications for SMEs. In addition to that, SMEs often have 

limited knowledge of bookkeeping, supply chain management, sourcing and pricing. 

Therefore banks need to empower their clients by developing their clients’ financial 

literacy and business skills. Empowering clients with financial literacy and business 

skills helps existing SME clients survive where they might not have done so, and 

new clients thrive, thereby increasing the bank’s profits. 

From the analysis above, it has been observed that banks need to keep pace with 

the changing technology such as internet and cell phone banking through the pursuit 

of channel innovation. Transaction costs can be minimized by reducing the 

turnaround time for processing applications, and extensive coverage of banking 

services through correspondent banking. Other strategies that have been 

successfully employed in other parts of the world include psychometric testing, 

Qualitative Credit Assessment and the advancement of unsecured lending. If 

traditional lending strategies do not work for SME financing, then banks need to 

develop innovative techniques that will capture this supposedly potential market  

4.5 CHAPTER SUMMARY 

The chapter has reviewed the substantial literature pertaining to the issue of credit 

rationing and credit risk management. It has been shown that adverse selection, 

adverse incentive and moral hazards derive directly from the imperfect information 

present in the loan markets. Consequently, lenders (banks) are unable to distinguish 

between borrowers, which may threaten accurate risk-evaluation of credit applicants 

and projects. This in turn may adversely affect the probability of loan repayment and 

the profits of the bank. To mitigate these problems, lenders employ a variety of 
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mechanisms which, although alleviate their magnitude, do not eliminate them 

completely. This may lead to the rationing of credit for SME clients by the banks. 

The chapter also examined the impact of information asymmetry on bank lending to 

SMEs and the role played by relationship lending and collateral in determining the 

availability, quantity and cost of credit. It was established that relationship lending 

can help lenders close the information gap while collateral ensured the banks of the 

lender’s commitment to repay the loan. Both these attributes reduce the risk of 

default by SME clients. 

Section 4.5, presented a brief review of the credit risk and credit risk management 

associated with bank lending to SMEs. It was established that credit risk is the most 

important of the risks experienced by banks when lending to SMEs and hence credit 

rationing remains an integral element of credit risk management. The chapter also 

discussed the new strategies and innovations being used in SME bank financing 

elsewhere in the world. It was established that SMEs in developing economies do 

not possess the information required for a traditional credit scoring assessment, 

hence the constrained access to bank credit. Therefore, banks are urged to make 

use of innovative risk management strategies such as the use of internet and cell 

phone banking, correspondent banking, cross-selling products, psychometric testing, 

Qualitative Credit Assessment and the advancement of unsecured loans. 

Furthermore, banks are encouraged to empower their clients by developing their 

financial literacy and skills to help them survive the harsh economic conditions. 

The review of the credit literature provides the study with background knowledge on 

the concept of credit rationing. It further provides detailed knowledge on information 

asymmetry, relationship lending and the role of collateral, and its impact on credit on 

the supply of bank credit to SMEs. This chapter therefore serves as a solid 

foundation for the empirical chapters on SME financing. The next chapter presents 

an in-depth discussion of the research design and methodology that is used in 

answering the stated research questions in order to achieve the research objectives 

that are identified in chapter one. 
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CHAPTER 5 
 

RESEARCH METHODOLOGY 

5.1 INTRODUCTION 

This chapter deals with the research methodology which is crucial, as it underpins 

the analysis of the literature. In the light of this significance, this chapter presents the 

research design for this study and the implementation thereof. Given that research 

design and methodology direct a researcher in planning and implementing a study in 

a way that is most likely to achieve the intended outcome and to provide the 

blueprint for conducting the research, this chapter is aimed at achieving these 

objectives. In support of the above McGivern (2006) states that research is about 

enquiry, and systematic investigation to find relevant solutions to problems. 

In addition, this chapter also deals with the research design, the research methods 

used in this study and, the statistical techniques used for the analysis of the data. 

The research process will be dealt with in the ensuing section as a starting point for 

this chapter. 

 

5.2 THE RESEARCH PROCESS 
In order to give direction for this study, the research process “onion” of Saunders, 

Thornhill and Lewis (2012) was adopted. This research onion illustrates the 

paradigms, strategies and methods followed by the researcher during the research 

process. The concept of the research ‘onion’ provides a summary of the important 

issues that need to be taken into consideration and reviewed before undertaking any 

research. The different layers of the ‘onion’ serve as a platform for the following 

considerations: the philosophical positioning of the researcher; the research 

approach adopted; appropriate research strategies; the research time lines that are 

under review; and the data collection techniques employed by the researcher. Figure 

5.1 below shows the research onion which was used as a guideline and justification 

for the chosen research designs and strategies used in this study. 
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Figure 5.1: The research ‘onion’ (Saunders et al., 2012:128) 

The next sections will deal with the components of the research onion. 

5.2.1 Research Philosophy 

According to Saunders et al. (2012), the first important layer of the research onion 

deals with the research philosophy. Research is defined as the systematic collection 

and interpretation of information with a clear purpose to identify issues/concepts 

(Saunders et al. 2012). It is a careful and systematic means of solving problems.  

According to Fellows and Liu (2008) research is defined as a “voyage of discovery” 

with the hope of discovering the truth and constructing reality. Research is founded 

on philosophical assumptions, which are related to the researcher’s view or 

perception of what reality is. According to Easterby-Smith, Thorpe and Lowe (2008), 

such philosophical assumptions can be understood in terms of epistemology and 

ontology.  

Saunders et al. (2012) define epistemology as a branch of philosophy that studies 

the nature of knowledge that concerns itself with the understanding of how people 

have come to know what they claim to know. Based on such a perspective, some of 

the questions that emerge relate to what constitutes meaningful evidence, as well as 

to what process gives rise to knowledge. On the other hand, ontology is concerned 
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with the nature of reality or as Neuman (2011) puts it, ontology is the science of 

being and existence. In effect, therefore, ontology is the researcher’s perception on 

the nature of the real world. Ontological questions relate to issues such as the nature 

of reality and to whether reality can exist prior to being discovered.  

In keeping with the above philosophical assumptions, research in the scope of 

natural and social sciences has assumed different perspectives. Consequently, two 

different streams of research, with different methodological underpinnings, have 

emerged, namely positivism and interpretivism, which are discussed below. 

5.2.2 Positivism and interpretivism research paradigms 

A research paradigm is a comprehensive belief system that guides research and 

practice in the field. Collis and Hussey (2009) define a research paradigm as a 

system in terms of which people view events. These research paradigms provide a 

theoretical framework for choosing an appropriate research methodology. The 

positivism research paradigm is variously referred to as the ‘normative’ and it is 

‘quantitative’ in nature, while the interprevitism paradigm is often referred to as 

‘social constructivism’ with a ‘qualitative’ orientation. According to Gill and Johnson 

(2010), positivist scholars argue that the world is concrete and real, and that a 

separation is necessary between the researcher and the research object in order to 

prevent the former’s subjective feelings from affecting the research process, which 

might otherwise, lead to biases in the study. Positivists believe that observations and 

measurements constitute the core of all scientific undertakings.  

Easterby-Smith et al. (2003) posit that interpretivists use approaches epitomised by 

the rigorous application of techniques in a carefully structured design to establish 

high authenticity and credibility. In support of such an argument, Fellows and Liu 

(2008) contend that truth and reality are socially constructed and cannot, therefore, 

exist independently. Interpretivists, therefore, maintain that the researcher’s key role 

in the research process is to gain a general overview of the context of the topic 

under investigation. As a result, qualitative methods of analysis and their explanation 

highly favour interpretivist research.  

Advocates of positivism and interpretivism have advanced reasons for claiming the 

supremacy of one school which they advocate over the other. Positivists, for 
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instance, posit that qualitative data does not necessarily exist in exclusivity, and that 

all data can be quantified by means of allocating figures or codes (Babbie, 2011). 

Contrary to this, the interpretivists argue that all data are basically qualitative, with 

numbers merely being attached to meanings in quantitative analysis. As the debate 

rages on, various research methods characterising both the positivist and 

intepretivist approaches have emerged (see Tables 5.1 and 5.2 below). 

Table 5.1: Various research approaches in terms of the positivist paradigm 

Research Approach Questions Main features 

Experiments 
(Laboratory) 

How, why Intensive study; precise relationship; 
Quantitative variables  

Experiments  
(field) 

How, why Real-life situation experiments 

Archival analysis Who, what, where, 
how many 

Quantitative and qualitative analysis of 
records to describe incidences 

Forecasting future 
research 

What, how much Insights into likely future events  

Simulation, game 
role playing 

What, how Simulating the behaviour of a system by 
generating and introducing random variables 

Surveys Who, what, where, 
how many, how much 

Questionnaires, interviews, observations 
used to obtain data on practices or situations 

Source: Adapted from Saunders et al., (2012) 

Table 5.2: Various research approaches in terms of the interpretivism paradigm 

Research Approach Questions Main features 

Case study How, why Explanatory; exploratory; descriptive 

Archival analysis Who, what, where, 
how many 

Quantitative and qualitative analysis of records to 
describe incidences 

History How, why Explanatory studies relating related to 
happenings over time 

Subjective 
argumentative 

What Creative; free flowing; unstructured 

Action research What to do, how, 
why 

Obtaining results and benefits for practical value 

Grounded theory What Structured approach to forming theory grounded 
in data 

Descriptive 
interpretive 

What, how, why Based on the philosophy that phenomena are the 
essence of experience; development of 
cumulative knowledge 

Source: Adapted from Saunders et al., (2012) 
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The current study applies the positivist paradigm, based on the understanding that 

researching knowledge management practices and organisational learning is deeply 

rooted in social context. This thesis is not only interested in knowledge construction, 

but also aims to contribute to a better understanding of customer behaviour towards 

the supply of bank credit by taking into account the positivist paradigm as 

appropriate. This study seeks to understand the phenomenon of value creation for 

SMEs and banks, by understanding the drivers and barriers towards access to 

finance. Thus, the study investigates certain elements that have an objective, 

external reality and also tries to question the prevalent social constructions of reality. 

5.3 RESEARCH APPROACH 

According to Saunders et al (2012), the second important layer of the ‘onion’ deals 

with the approach between deduction and induction. Deduction is a research 

approach which involves the testing of a theoretical proposition by using a research 

strategy designed to perform this test while induction is a research approach which 

involves the development of the theory as a result of analysing data already 

collected (Burney, 2008). Since the objective of this research is to explore the 

influence of access to bank finance variables mentioned in the literature review on 

credit supply, a deduction approach was used. The next paragraph discusses the 

research design adopted for this study. 

5.4 RESEARCH DESIGN AND METHODOLOGY 

5.4.1 Research Design 

There are different research designs, for example exploratory, explanatory and 

descriptive designs. For the purposes of this study the researcher utilised the 

descriptive research design to achieve the stated objectives. According to Saunders 

et al., (2012), a descriptive study is a research designed to produce an accurate 

representation of persons, events or situations and therefore considered appropriate 

for this study as a lot is known around the subject and hence there is no need for 

exploratory designs.   

In conducting the research study, a quantitative research method was used. Babbie, 

(2013) defines quantitative research as the methods that primarily seek to express 

information numerically, in terms of quantities or measurements. Quantitative 
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research method derives empirical generalisations which can be used to determine 

future courses of action, or which solve a particular research problem. Quantitative 

research is usually used in descriptive studies and subjects the results to statistical 

tests in order to quantify data and generalise the results obtained from a 

representative sample to the target population (Hollensen, 2003; Tustin, Ligthelm, 

Martins & van Wyk, 2005). The research format for this study follows a descriptive 

approach as it provides a useful analysis of the research variables based on the data 

to be collected as well as answer questions on ‘who’, ‘what’, ‘where’ and ‘how’.  

Quantitative data was collected by distributing a questionnaire amongst bank officials 

in the four leading commercial banks and SME owners/managers in the Gauteng 

province. Survey research is undertaken to measure the characteristics of different 

groups, or their attitude towards, or perceptions of, a certain phenomenon. The 

questions in the research instruments were based on the theory from the literature 

for consistency and hence provided both content and construct validility.  

5.4.2 Time Dimension 

The time attribute of a research study plays an important part in the design and 

execution of a research study (Babbie, 2013). This study collected data from 

different places which are widely separated by big geographical distances. Many 

constraints were needed to put into consideration especially in terms of time and 

finances. After putting these constraints into consideration, cross-sectional study was 

opted for. In this case data was gathered just once over a period of six months.    

In this study, the cross-sectional dimensions were deemed the most appropriate and 

suitable as the study involved a large-scale survey focusing on banks and SMEs at a 

specific point in time. The next section addresses issues relating to the innermost 

layer of the ‘onion’ which deal with the research methods used in the study. 

5.4.3 Population, sample and sampling method 

Population of the study 
A target population is the entire group under study as specified by the research 

(Bradley, 2007). For the purposes of this research, the target population comprised 

of SME owners/managers and banks. The banks included in the survey, were 

commercial banks that have a working relationship with SMEs based in the Gauteng 
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province of South Africa. The reason for this selection is that the South African 

banking industry is dominated by four major players, namely Standard Bank of South 

Africa (SBSA), the Amalgamated Bank of South Africa (ABSA), First Rand Bank 

(FNB) and Nedbank - all of which account for almost 85 percent of the industry’s 

total assets (Akinboade and Kinfack, 2014) and are considered to be the most 

sophisticated banking institutions in the South African industry. With such a strong 

banking sector, it is of interest for this study to determine why access to bank credit 

continues to be a challenge to SMEs in South Africa.  

In addition to the identified banks, SMEs were also considered in the target 

population.  Statistics South Africa (StatsSA, 2013) documented the total number of 

SMEs in South Africa to be approximately 1.8 million of which 33 to 40 percent of the 

SMEs are in Gauteng province alone (StatsSA, 2013). According to the Department 

of Trade and Industry (DTI 2011:156), the number of SMEs in Gauteng is estimated 

to be approximately 10,000. Johannesburg alone accommodates 70% of the SMEs 

in the province. This study focuses on the SMEs registered with the DTI and 

commercial banks in Johannesburg and Tshwane cities, the two largest cities in the 

province. 

It is noteworthy that no existing database for the number of SMEs was in place at the 

time of the survey, a situation consistent with the observation of Babbie and Mouton 

(2011) that, unlike in developed countries, researchers in developing countries 

struggle to acquire data on SMEs either because extensive information is not 

available, or when it is available, it is erratic. The next section describes the sampling 

technique. 

• Sample and sampling method  
Sampling is the process of choosing units (for instance organisations or people) from 

a specific population of interest so that, by studying the sample, we can generalise 

the results to the target population from which they were chosen (Neuman 2011). 

Sampling falls into two main categories: probability and non-probability sampling. 

Probability sampling is, organised in terms of simple random, complex random, 

systematic, cluster and stratified sampling (Leedy and Omrod, 2010:205). Non-

probability sampling, in contrast, constitutes convenient sampling, purposive 

sampling and snow ball sampling.  
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In ensuring that the survey sampling was the representative of the population, the 

researcher used stratified random sampling to stratify the population into commercial 

banks and SMEs. In stratified random sampling, the population was divided into a 

number of strata which were mutually exclusive (Kolb, 2008) and a random sample 

was obtained from each stratum (Tustin, Lighhelm, Martins & Van Wyk, 2005). In this 

case the characteristics of the banks and SMEs are different hence stratification. The 

four strata in the selection of the sample of bank branches were, ABSA Bank, First 

national Bank, Nedbank and Standard Bank. Within these four strata, systematic 

random sampling was used to select 100 bank branches in each stratum. Also, from 

the list provided by the associations, stratified random sampling frames of SMEs 

were constructed. According to Strydom (2005), “in systematic sampling, the first 

case is selected randomly and all subsequent cases are selected according to a 

particular interval”. The first bank branch was selected randomly from a list of 

branches in each stratum and thereafter every 10th branch until 100 branches in 

each stratum were selected. The same process was applied for the SMEs and The 

reason for using systematic sampling over simple random sampling was that it is 

often easier to draw a systematic sample and execute without mistakes (Timmons, 

2007). 

In total four hundred bank branches in the Gauteng province were selected. Based 

on this selection, after distributing the questionnaires, a response rate of 51% was 

obtained. 

• Sample size 
The sample size is significant to consider in the research. According to Quinlan 

(2011), the size of a sample in any research relies on the type of study being carried 

out, although practical restrictions might have an influence. Hence, by involving 

specified inclusion criteria, the sample becomes homogeneous, which means that 

there is not much difference within the sample, permitting a smaller sample size 

(Kaplan and Saccuzzo, 2008). According to Bradley (2007:185), the best sample 

size depends on the following factors: 

• Required precision of the study 
• Budget, resources and time available  
• Nature and size of the population under study  
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• Significance of the results 
The following three techniques were applied in determining the sample size for the 

current study: 

• The first technique is based on Krejcie and Morgan’s (1970) table, as 

reproduced by Sekaran (2003:294). According to the table, the corresponding 

sample for the SME population of approximately 10000 (which is the 

population for the current study) and 500 bank branches in Gauteng is given 

as approximately 370 and 217 respondents respectively. 

 

• The second technique involved computing the sample size using the formula 

provided by Yamane (1967), which is depicted as follows: 

     2)(1 eN
Nn

+
=  

Where: 

n = the sample 

N = the population of the study 

e = the level of significance (set at 0.05 for this study) 

To arrive at the sample size, the above formula was used by substituting with known 

quantities as follows: 

 

21 Ne
Nn
+

= = 10000/(1+10000 x 0.052) = 384 SMEs 

 

For the banks, the questionnaires were distributed to bank branches of the four big 
banks.  

21 Ne
Nn
+

=  = 500/(1+500 x 0.052) = 222 bank branches. 

 

A sample size of 384 SMEs and 222 bank branches was generated using the above 

formula; given a 95% confidence level is maintained. 
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• The third technique that is applied in this study is aimed at satisfying the 

conditions of factor analysis. The technique followed Hair, Black, Babin, 

Anderson and Tatham’s (2014) recommendations. According to these 

authors, it is essential to ensure that for those observations which are 

conducted in a study must be at least five times as many as the number of 

variables analysed, which implies attaining a ratio of 5:1. In the current study, 

26 items were used in the bank analysis in terms of credit supply and 50 items 

were used in the SME analysis. The corresponding number of observations, 

on the basis of 5:1 ratio is therefore estimated to be 130 observations (26 x 5) 

for banks and 250 observations (50 x 5) for SMEs. The application of such a 

method requires that the suitable samples be constituted of 130 and 250 

respondents respectively.  

The recommended samples were decided upon by considering all three scientific 

techniques, namely those of Sekaran (2003:294) = 370 and 217; Yamane (1967) = 

384 and 222; and Hair et al. (2006) = 250 SMEs and 130 bank branches. In this 

study, 500 questionnaires were distributed to SMEs and 400 to the banks, thus 

exceeding the number that is recommended by the techniques adopted. The number 

of responses ultimately generated for the analysis amounted to 262 for SMEs and 

188 for banks representing a response rate of 52% and 51% respectively. After the 

target population had been identified, the sample was finalised and was ready for 

data collection. 

5.4.4 Data collection instrument  

The research adopted a self-administered questionnaire on a five-point Likert scale 

to acquire responses from “strongly disagree” to “strongly agree”. This was designed 

based on selected characteristics as per the literature. According to Zikmund (2003), 

the self-administered questionnaire has advantages such as flexibility, lower costs, 

respondent convenience, time saving, standardised question design and well-

structured questions.  

The questionnaire was designed based on the constructs and variables selected 

from the literature study in chapters two to four. Accordingly, two self-administered 

structured questionnaires with closed-ended questions were compiled; one for the 

banks and the other for the SME owners/managers. A five-point Likert scale 



 

- 93 - 
 

questionnaire survey was used to generate quantitative data and was designed 

around opinion statements as a means of exploring the respondents’ perception on a 

wide range of cause and effect relationships on SMEs access to finance. The 

questionnaire consisted of four sections namely demographic information, financial 

information, credit risk management and obstacles to SME financing. 

5.4.5 The pretesting process 

After the questionnaire had been developed, a pilot test was executed by distributing 

the questionnaire to 10 respondents who were not part of the main study, to see if it 

was collecting the data that it was intended to collect, and to see if respondents 

understood the content. According to Quinlan (2011) and Babbie (2011) researchers 

are advised to develop some procedures for survey pretesting. This research, 

consistent with this advice, adopted a multi-stage testing process that integrated 

various techniques. The process began after the survey was considered “ready” by 

its developers. This stage consisted of a review by knowledgeable colleagues and 

analysts to ensure question completeness, efficiency, relevance, and format 

appropriateness. This included an assessment of the cognitive and motivational 

qualities of both questionnaires. This process helped to ensure, easy readability, 

consisting of interpretation, consistency, logical sequencing and overall positive 

impression from the look and feel of the survey. The second stage consisted of a 

small pilot study (discussed below) that incorporates the major procedures proposed 

for the main study. This helped to refine the wording of the questions and test the 

clarity of both questionnaires.  

The main points considered during the pilot process are the following: 

• Bias in the wording of the questions 

• Requesting inappropriate demographic data 

• Overlapping question scales or selection options 

• Inaccurate or missing instructions 

• Technical vocabulary with no definitions 

 

In discussing the pilot surveys, Quinlan (2011) emphasizes that pre-testing begins 

with question development because every question and every scale used in the 

survey must be tested and re-tested as improvements are made. In addition, the 
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question lay-out, instructions to respondents, the answer categories and even the 

question numbering system should be tested, along with the sampling and data 

analysis techniques. 

Accordingly, a pilot study was conducted to determine the feasibility of the study to: 

test the reliability and validity of the instrument as well as the trustworthiness of 

participants for data collection in the main study; address any problems prior to the 

main study; and check the time required for the completion of the questionnaire. The 

pilot study included 37 questionnaires collected from SME owner-managers; and 11 

questionnaires collected from bank officials. Respondents were asked to express 

their opinion about the clarity of the questionnaire and to make suggestions about 

how the instrument could be made easier to understand. After collating the input 

from all the respondents, the statistician and literature sources, the questionnaires 

were finalised for data collection. 

5.4.6  Data collection procedure 

Babbie (2011) states that data collection methods are the actual ways of collecting 

data for a study, conducting an experiment or focusing on the analysis of statistics 

that are already created by others. Close-ended questions were used to generate a 

response pattern that was analysed using Statistical Package for Social Sciences 

(SPSS) and Analysis of Moment Structures (AMOS) version 23. Permission was 

sought from the university to conduct this study before any attempt to collect data 

from the participants was initiated.  

 

Questionnaires were used as a data collection instrument in this study. Creswell 

(2014) considers questionnaires as the most viable research method as they are 

cost-effective and they can be administered within a short period of time without 

compromising the validity and reliability of the research. By using questionnaires, it 

was easy to access respondents and capture data in a more precise and effective 

way.  

 

Before administering the questionnaires, a pilot study was conducted, comprising the 

target population, namely bank staff working with SME loan applications, SME unit 

managers and the SME owner/managers. The approval from the banks to conduct 



 

- 95 - 
 

this research was gained, subject to a proviso that the bank would have the right to 

receive an executive summary of the key findings of this research. According to 

Brace (2008), pilot testing can be successful in identifying the needed changes if as 

few as ten individuals are willing to complete it and provide suggestions to improve 

clarity and format. This exercise was done to ensure that the research questions 

could be answered by all groups with ease. After the pilot study, the questionnaire 

was reviewed and some necessary amendments were done. Furthermore, the 

researcher had an opportunity to assess validity of the questions and the extent of 

reliability of the data. 

 

Four hundred questionnaires were distributed to the banks. However, 202 completed 

questionnaires were returned, rendering a response rate of 51%, and of these, 181 

responses were useable. Twenty-one responses were thus eliminated from this 

sample due to incompleteness of the questionnaire or giving the same answers to all 

the questions. Although, collection of data from clients was carefully conducted, the 

incompletion was caused, according to some participants, by their lack of time to 

complete all the focus units in the questionnaires. The SME questionnaire was 

distributed to 500 participants, of which 262 (52.4%) questionnaires were captured 

for analysis. Questionnaires were collected over a period of three months. 

5.5. DATA ANALYSIS PROCEDURES 

The Statistical Package for the Social Sciences (SPSS) version 22 was used to 

analyse the data. All items that were not reliable were dropped from the instrument. 

The descriptive statistics in the form of frequencies, proportions and mean, were 

used to describe the variables. Composite variables were calculated using the 

averages and summary statistics to determine the patterns depicted by the variables. 

Correlation analysis was used to determine the relationship between the dimensions. 

The results of the exploratory factor analysis are used to create new variables and 

the factors are named. The new variables are then used in confirmatory factor 

analysis to determine how well the measured variables represent a small number of 

constructs (Hair, Black, Babin & Anderson, 2014). Structural equation modelling was 

then used to determine the statistical model that seeks to explain the relationship 

among the variables.  
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5.5.5.1    Correlational analysis 

In probability theory and statistics, correlation (often measured in terms of a 

correlation coefficient) indicates the strength and direction of a linear relationship 

between two random variables (Pallant, 2010). Correlation analysis was conducted 

among the variables to provide insight into possible relationships among variables. 

Because of the conventional dictum that correlation does not imply causation, these 

correlations cannot be validly used to infer causal relationship between the variables 

(Pallant, 2010). Pearson correlation coefficient was used to test the association 

between the variables and the chi-square test to establish the level of significance of 

the association. Having established the presence of correlation, regression analysis, 

was done to determine the influence of the predictor variables on the endogenous 

variables.  

5.5.5.2    Regression analysis 

Regression analysis is a collective name for methods that can be used for the 

modelling and analysis of numerical data consisting of values of a dependent 

variable (also called a response variable or measurement) and one or more 

independent variables (also  known as explanatory variables or predictors). The 

dependent variable in the regression equation is modelled as a function of the 

independent variables, corresponding parameters (constants) and an error term. 

Regression is used for hypothesis testing, and it is also referred to as modelling of 

causal relationships (Pallant, 2010). The use of regression analysis relies heavily on 

the underlying assumptions being satisfied. Multiple regression analysis was used to 

model the relationship between one continuous dependent variable (credit supply) 

and other continuous independent variables (transaction costs, lending technology, 

innovative strategies, creditworthiness, collateral, bank-SME relationship and risk 

management). A dependent variable is described as a measured variable that 

depends on the behaviour of an independent variable (Albright, Winston & Zappe, 

2009). In this study the dependent variable for banks is credit supply and that for 

SMEs is access to finance. The inedependent variable is one that influences the 

dependent variable and can be controlled in an experiment (Albright et al, 2009).  

The estimated model took the following form: 
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Y = α + β1TC + β2C + β3LTech + β4CW + β5IS + β6BSMER + β7RM + ε1                       (1) 

Where 

Y = Credit supply 

TC = transaction costs 

C = collateral 

LTech = lending technology 

CW = Creditworthiness 

IS = innovative strategies 

BSMER = bank-SME relationship 

RM = risk management 

β = Beta 

ε1 = error term and α = constant 

 

For the SME survey, the estimated regression model took the following form was 

used to estimate the access to finance model: 

Y = α + β1CW+ β2C + β3AI + β4CR + β5EB +  ε1                                                  (2) 

Where 

Y = Access to finance 

CW = Creditworthiness 

C = Collateral 

AI = Information asymmetry 

CR= Credit Rationing 

EB = Electronic banking 

ε1 = error term and α = constant 

 

The following assumptions of regression analysis were used in the research: 

• The error is assumed to be a random variable 

• The independent variables are error-free and the predictors are independent 

• The errors are uncorrelated, that is, the variance-covariance matrix of the 

errors is diagonal and each non-zero element is the variance of the error. 

• The variance of the error is constant across observations (homoscedasticity) 
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When testing theoretical models, it is important to examine beta scores in order to 

determine the importance of each variable relative to changes in the dependent 

variable diversity. The above variables were significant in the regression model and 

structural equation modelling. Therefore, were regarded as the final equation for the 

model. 

The researcher performed regression analysis to determine the strength of combined 

independent variables, in determining the magnitude of movement and direction of 

movement in the dependent variable (Pallant, 2010).  

5.5.5.3    Structural Equation Modelling 

Structural Equation Modelling (SEM) is used to determine the main factors 

influencing supply of credit to SMEs by banks in South Africa. SEM is used to 

estimate all coefficients in the model in order to evaluate the significance and 

strength of the relationships within the model (Su and Yang, 2010; Turyahebwa, 

Sunday, Ssekajugo, 2013). Thus, SEM specifies the causal relationships among the 

latent variables, describes the causal effects, and assigns the explained and 

unexplained variance (Lukman & Abdullah, 2011). Latent variables are the 

constructs or factors whose features are not seen or are unobservable but can only 

be measured by their respective indicators.  

As discussed earlier, SEM’s potential to do multiple regression analysis of factors 

among a single measured dependent variable and a group of measured independent 

variables (Hair et al. 2006) made it a suitable analysis for this study. Another factor 

that made SEM suitable for this study is the use of confirmatory factor analysis 

(CFA) that helps in evaluating the equivalence of the different data used in this study 

that were obtained. Hair et al. (2006) also recommends CFA for its ability to assess 

both the metric and scalar invariance. This measurement is crucial in the comparison 

of latent variables. The statistical tools used in this study to carry out this analysis 

are; IBM Statistical Package for Social Sciences (SPSS) Statistics version 23.0 

together with SPSS Analysis of Moment Structures (AMOS) Version 23. The two 

tools help to build and validate the models with more accuracy than the standard 

multivariate statistics techniques.  
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There are a number of available fit indices, which are classified as absolute fit 

indices and incremental fit indices and they should be represented in standardised 

scientific research. Kline (2005) speaks strongly about which indices to include and 

advocates the use of the following absolute fit indices: Chi-Square test (and its 

degrees of freedom), the Root mean square error of approximation (RMSEA) and its 

associated confidence interval, goodness of fit (GFI) and the incremental fit index, 

Comparative fit index (CFI). These indices have been chosen over other indices as 

they have been found to be the most insensitive to sample size (Hooper, Coughlan, 

& Mullen, 2008). These fit indices are described below: 

• Model chi-square (
2χ ) 

The most fundamental absolute fit index is the chi-Square (
2χ ) statistic. The 

chi-square value is the overall measure for evaluating overall model fit and 

assesses the magnitude of discrepancy between the sample and fitted 

covariance matrices (Coughlan, et al., 2008). A good model fit would provide 

an insignificant result at 0.05 thresholds and as the sample size increases so 

is the 
2χ  value and it is also likely to be higher when the number of observed 

variables increases. 

The implied null hypothesis is that the observed sample and SEM estimated 

covariance matrices are equal, suggesting that the model fits perfectly. When it is 

found that the p-value for the test is small (statistically significant), it indicates that 

the two covariance matrices are statistically different and hence signifies problems 

with fit (Anderson, Babin, Black & Hair, 2010). In SEM, we look for relatively small 
2χ  and the corresponding large p-value to support the idea that a proposed theory 

fits reality; that is we seek a model, in which the Chi-Square test is not significant, as 

indicated by a p-value above 0.05. To minimise the impact of sample size, the 

normed chi-square (
2χ /df) is used with the acceptable ratio for this statistic ranging 

from 5.0 to as low as 2.0. 
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• Goodness-Of Fit Index (GFI) 
The GIF was an early attempt to produce a fit statistic that was less sensitive to 

sample size as an alternative to Chi-Square test. It calculates the proportion of 

variance that is accounted for by the estimated population covariance (Coughlan, et 

al., 2008). This statistic ranges from 0 to 1 with larger samples, increasing its value 

and traditionally the cut-off point of 0.9 has been recommended for the GFI. 

However, simulation studies have shown that when the factor loadings and sample 

sizes are low, a higher cut-off of point of 0.95 is more appropriate (Anderson, et al., 

2010). 

• Root mean square error of approximation (RMSEA) 
The RMSEA tells us how well the model, with unknown but optimally chosen 

parameter estimates would fit the population’s covariance matrix and in recent years 

it is regarded as one of the most informative indices (Coughlan et al., 2008). 

Recommendations for the RMSEA cut-off points have been reduced considerably 

over the years with the more recent one indicating that the value should be in the 

range of 0.05 to a stringent upper limit of 0.07 with values below 0.05 and close to 

zero showing the best fit. Anderson et al. (2010) also argue that the values between 

0.03 and 0.08 present a good fit with 95% confidence. 

• Comparative Fit Index (CFI) 
The comparative fit index (CFI) is an incremental fit index that is a revised form of 

the normed fit index (NFI) which takes into account sample size that performs well 

even when sample size is small (Coughlan, et al. 2008). NFI assesses the model by 

comparing the chi-square value of the model to the chi-square of the null model. 

Coughlan et al. (2008) indicates that CFI assumes that all latent variables are 

uncorrelated (null/independence model and compares the sample covariance matrix 

with this null model). CFI values range from 0.0 and 1.0 with values closer to 1.0 

indicating good fit and a value of CFI>= 0.95 is presently recognised as indicative of 

a good fit. The summary of the selected fit indices is shown in Table 5.5. 
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Table 5.3: Fit indices and their acceptable levels  

Fit Index Acceptable Threshold 
Levels Interpretation 

Chi-
Square 

2χ  to degrees of freedom 
in the range of 5 to 1 

Low 
2χ  relative to degrees of freedom  

with insignificant p value (p>0.05) 

Relative 
2χ  

5.0 to 2.0 Adjusts for sample size 

RMSEA Values less than 0.07 Has a known distribution and values 
less than 0.03 represents excellent fit 

GFI Values greater than 0.95 Scaled between 0 and 1, with higher 
values indicating better fit model 

CFI Values greater than 0.95 Normed, 0-1 range 
 
Source: Coughlan et al., (2008:192) 
 

The next section describes how the validity and reliability of the collection instrument 

were ascertained. 

 

5.6 VALIDITY AND RELIABILITY OF THE INSTRUMENT 
According to Babbie (2013), the validity and reliability of the data collection 

measurement influence the extent to which one can learn from the phenomenon 

being studied, the probability of statistical significance and the extent to which 

meaningful conclusions can be drawn from the data. It was therefore deemed 

necessary to ascertain the validity and reliability of the questionnaires used in this 

study. 

5.6.1  Validity  

 According to Babbie (2013), validity refers to “the extent to which the empirical 

measure adequately reflects the real meaning of the concept under consideration”. 

The validity of an instrument can be concluded from three perspectives: face and 

content; concurrent, or predictive validity; and construct validity. Face validity refers 

to the judgement made of the instrument in respect of the logical linkage between 

the questions asked and the objectives of the research in question. Concurrent 
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validity refers to the degree to which one instrument compares with another when 

they are concurrently administered. Predictive validity in contrast, refers to the extent 

to which an instrument can easily predict or forecast the outcome of a study. Hence, 

to ascertain the validity of the instrument, it is necessary to conduct the construct 

validity test. 

  

In the current study, both the face validity and the construct validity tests were 

conducted. Face validity, the first step towards authenticating the validity of the 

survey instruments, was sought through a review of the draft questionnaires by 

academics and bank managers who are experts in SME financing. Once completed, 

feedback was incorporated and a revised draft of the questionnaire produced. The 

construct validity was established by means of an exploratory factor analysis (Hair et 

al. 2014). Cronbach’s alpha has a theoretical relation with factor analysis. 

Cronbach’s alpha was therefore used to determine the reliability of the constructs 

used in this study, based on the relationship it has with exploratory factor analysis. 

According to Hair et al (2014), exploratory factor analysis is used to condense a 

large set of variables or scale items down to a smaller and manageable number of 

dimensions or factors.  

 

Two statistical measures which were generated from SPSS were used to assess the 

factorability of the data used in this study. The two measures are: 

• Bartlett’s test of sphericity (Pallant, 2010) which should be significant (p<0.05) 

for the factor analysis to be considered appropriate. 

• The Kaiser Meyer-Olkin (KMO) measure of sampling adequacy. KMO values 

of between 0.7 and 0.8 are considered good values for factor analysis, while 

values of between 0.8 and 0.9 are regarded as excellent values (Pallant, 

2010). 

 

Two other techniques that were used in the study in determining the number of 

factors to retain are: 

• Kaiser’s criterion or the eigenvalue rule. The eigenvalue of a factor represents 

the amount of the total variance explained by that factor. According to 
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Tabachnick and Fidell (2007), an eigenvalue of 0.60 represents a good fit to 

the data. 

• Catell’s scree test. This involves plotting each of the eigenvalues of the 

factors, and inspecting the plot to find a point at which the shape of the curve 

changes direction and becomes horizontal (Pallant, 2010).  

 

Based on the feedback received from the pilot study, the questionnaire could be 

regarded as valid. 

 

5.6.2 Reliability 

Reliability is the consistency with which a measuring instrument yields certain results 

when the entity being measured has not changed (Leedy and Ormrod, 2010). It is 

the extent to which set of variables is consistent in what it is intended to measure 

(Hair et.al. 2014). Cronbach alpha was used to measure the reliability, that is, the 

internal consistency of each dimension. The internal consistency is the extent to 

which all of the items within a single instrument yield similar results (Leedy and 

Ormrod, 2010). It was used to determine how unified the items in the dimension are 

(Salkind, 2012). A "high" value of alpha is often used (along with substantive 

arguments and possibly other statistical measures) as evidence that the items 

measure an underlying (or latent) construct. According to George and Mallery 

(2003), the rule of thumb states that the goodness of fit of a measuring instrument 

lies along a continuum. An alpha > 0.9 = excellent; > 0.8 = good; > 0.7 = acceptable; 

>0.6 = questionable; >0.5 = poor and < 0.5 = unacceptable. However, the generally 

agreed lower limit for Cronbach’s alpha is 0.7, although it may decrease to 0.6 in 

exploratory research (Hair et al., 2014). In this particular research, 0.6 is also used 

as an acceptable level. The following reliability measures are considered. 
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Table 5.4: Reliability results of dimensions 

Factor No. of items Cronbach’s alpha Acceptable level 

Credit supply 6 0.737 Acceptable 

Bank involvement with SME 7 0.870 Good 

Obstacles in SMEs Lending 13 0.708 Good 

Cost reducing techniques 5 0.804 Good 

Response to excess demand 4 0.727 Acceptable 

Lending technology 5 0.730 Acceptable 

Measures of creditworthiness  4 0.757 Acceptable 

Credit screening 7 0.746 Acceptable 

Transactional costs 4 0.720 Acceptable 

Bank-SME relationship 4 0.702 Acceptable 

Collateral 3 0.671 Acceptable 

Risk management 4 0.611 Acceptable 

Factors hindering approval of 
SME loan application 

10 0.723 Acceptable 

Innovative strategies 2 0.622 Acceptable 

Risky nature of SMEs 9 0.706 Acceptable 

Total 97 0.835 +Good 
 

Some of the aspects were removed from the analysis to increase the reliability of the 

instrument. The targeted threshold level was 0.7. A reliability of 0.6 was only 

accepted if removal of factors could not improve on the reliability. The items removed 

from the dimensions to increase reliability are given in Appendix C. 

A Cronbach’s alpha of 0.7 or more indicates a reliable scale. All the other 

dimensions had reliability scale of more than 0.7 except the dimensions “collateral 

(0.671), “risk management (0.611)” and “innovative strategies (0.622)”. According to 

Hair et al. (2014), in practical research a reliability of 0.6 is acceptable. Thus the 

reliability of these dimensions was at acceptable levels. The reliability of the revised 

instrument was 0.835 which is good and thus overall the instrument was regarded 

reliable. 
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Another method of factor comparison used in the study is the Pearson’s coefficient. 

This method was chosen because of its ability to determine the differences in two 

factors’ pattern of loading and also to determine the differences (or similarities) in the 

magnitude of these loadings. Chapter 6 presents the details of how these 

measurements were used and interpreted. The next section briefly describes the 

limitations of the study. 

5.7 METHODOLOGICAL LIMITATIONS 

Limitations in the methodology relate to the non-availability of a database with 

accurate records of SMEs both nationally and at provincial level. To overcome this 

hurdle, reliance was placed upon membership registers obtained from organisations 

affiliated to SMEs and Braby’s.com database. The study was also faced with 

financial and time resource constraints and was therefore limited to Gauteng 

province - one of the nine provinces of South Africa, with the highest number of 

SMEs in the country. 

5.8 ETHICAL CONSIDERATIONS 

The researcher’s ethical responsibility to the participants and funders of the project is 

vital (McGivern, 2006). Where there is conflict, the participants’ rights, as individuals, 

must come first. According to Van der Wal (2006), researchers must do everything in 

their power to protect the physical, social, and psychological welfare, and to honour 

the dignity and privacy of those studied. There are three types of ethical guidelines 

for surveys that a researcher should consider. These are permission to conduct the 

survey, informed consent and confidentiality (the right to privacy and protecting 

identification). The following guidelines focus on how ethical factors were addressed 

in the study.  

5.8.1 Approval to conduct the study  

Ethical clearance was obtained in writing from the Research Ethics Review 

Committee of the College of Economic and Management Sciences at the University 

of South Africa (see Appendix F). Permission was obtained in writing from the SME 

Unit Managers of the commercial banks in South Africa (see Appendix D) and the 

SME owner/managers (see Appendix E). 
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5.8.2 Informed consent 

Informed consent relates to the principle of voluntary participation in research 

(McGivern 2006:28). Informed consent describes the nature of the research project, 

as well as the nature of one’s participation in it (Leedy and Omrod, 2010). The 

purpose of the research was explained to the participants by the researcher via a 

cover letter attached to the questionnaire (see Appendices D & E). Participants were 

informed that participation is voluntary and they had the right to withdraw from the 

study at any time. 

5.8.3 Confidentiality 

Ensuring the anonymity and confidentiality of participants and the data they provide 

are two ways in which the well-being and interests of respondents can be protected 

(Gray et al. 2007). During this study, participants were informed about the nature of 

the study that was being conducted. The questionnaire’s covering letter (Appendix D 

and E) clearly indicated the purpose of the study and most importantly the 

voluntariness of participation. Participants were assured of the confidentiality in 

handling their responses and their freedom to withdraw their participation should 

they opt not to participate. No reference was made to any individual in the 

presentation of the results, the analysis of data and the discussion of the outcomes. 

The respondents were informed that the survey data would be kept confidential and 

destroyed after five years. 

5.8.4 Justice and beneficence 

Justice requires that people participating in the research should not be treated 

unfairly. The outcome of the questionnaire did not affect the social lives of the SME 

owners/managers and bank officials (Creswell, 2009:89). The research will ultimately 

benefit SME owners/managers and bank officials and did not harm them. In other 

words, the research was advantageous rather than harmful. Moreover, no potential 

harm or discomfort for the participants is foreseen, since their names or identities 

would not be disclosed.  
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5.9 CHAPTER SUMMARY 

Chapter five discussed the use of the research onion as the guideline to conduct the 

study. The researcher used a deductive approach with this quantitative study which 

was conducted using a self-administered closed-ended questionnaire. The sample 

for the research was taken from individuals who represent the SMEs and bank 

officials with a total of 400 questionnaires distributed to the banks and 500 

questionnaires to the SMEs in the Gauteng province. The stratified systematic 

probability sampling method was used to select the sample. To ensure 

appropriateness and ease of understanding of the research instrument, pre-testing 

was done using respondents with similar characteristics before embarking on a 

larger sample.  

The chapter also indicated how validity and reliability of the research instruments 

were determined. Bartlett’s test of sphericity and the Kaiser Meyer-Olkin (KMO) 

measure of sampling adequacy were used to test the factorability of data in this 

study. The eigenvalue rule and Catell’s scree test were also used to determine the 

number of factors required to retain validity. 

The reliability of the instrument was tested using Cronbach’s alpha and the Pearson 

correlation coefficients by determining the internal consistency of items or factors in 

the study.  Finally, the chapter explained the data analysis techniques used in the 

study which included descriptive statistics and the use of the structural equation 

modelling (SEM). A detailed report of the analysis of data collected from both the 

bank and SME surveys is presented in Chapter six. 
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CHAPTER 6 

ANALYSIS AND INTERPRETATION OF THE RESULTS  

 
6.1 INTRODUCTION 

The aim of this research was to empirically investigate the main factors which 

determine the credit rationing behaviour of banks in South Africa. This study focused 

on uncovering why commercial banks are discriminatory against SMEs and what 

could possibly be done to enhance a better efficiency of the financial intermediation 

process, regarding the ratio of capital that is directed to the SMEs. This chapter 

presents the findings of both the banks survey and the SMEs survey. The first part of 

the chapter presents the findings of the bank questionnaire, while the results of the 

SME questionnaire are presented in the second part.   

For both surveys, the analysis contained in this chapter will commence with the 

presentation of non-parametric demographic estimations of both samples. This is 

followed by the presentation of the validity and the reliability tests of the constructs of 

the measures used in the analysis. The model fit and validity tests are done and the 

hypotheses are tested. In addition, the correlation between the decision variables 

influencing SME financing is tested to determine whether there is any significant 

association between the variables identified. Multiple regression analysis is then 

used to determine the main factors influencing credit supply to SMEs in South Africa. 

Finally, structural equation modelling (SEM) was used to investigate the main latent 

(unobserved) factors influencing credit supply to SMEs by banks in South Africa and 

factors influencing SME access to finance. The chapter concludes with a summary of 

the results. The following section presents the results and discussion of findings from 

the bank survey. 

6.2 PART ONE: ANALYSIS OF THE RESULTS OF THE BANK SURVEY 

The specific objectives of the bank survey were fivefold; firstly, to investigate the 

extent of the banks’ involvement with SMEs; secondly, to explore the drivers of bank 

financing to the SME sector; thirdly, to investigate the obstacles to bank financing; 

fourthly, to determine how banks manage credit risk associated with SME financing; 

and lastly, to determine the factors that influence the supply of credit to SMEs by 
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banks in South Africa. The following section discusses the characteristics of the bank 

sample. 

6.2.1 Characteristics of the sample 

A total of 400 questionnaires were distributed to the banks in the Gauteng province 

of South Africa, of which 202 were returned, which represents a 51% response rate.   

Of the 202 questionnaires returned, 188 were suitable for analysis. The demographic 

information of the 188 participants is shown in Table 6.1.  

Table 6.1: Demographic profile of the frequency distribution of the sample 

Years of banking experience Frequency Percentage 
At most two years 55 29.3 

3-5 years 39 20.7 

6-10 years 54 28.7 

11-15 years 31 16.5 

Above 15 years 9 4.5 

 
Bank position 

  

Banker 59 31.4 

Small business services manager 34 18.1 

Relationship manager 46 24.5 

Credit manager 16 8.5 

Risk manager 14 7.4 

Supervisor 15 4.8 

Credit analyst 4 2.1 
 
6.2.2 Level of experience of respondents 
The practical experience in SME financing of the respondents is graphically depicted 

in Figure 6.1. The respondents’ level of banking experience ranged from just below 

two years (29.3%) to over 15 years (4.5%). The 6-10 year category comprised of 

28.7% of the respondents, 3-5 years amounted to 20.7% and 11-15 years 

constituted 16.5% as shown in Table 6.1.  A summary of these experiences is given 

in Figure 6.1. 
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Figure 6.1: Level of banking experience of respondents  

It can be inferred that the questionnaire was completed by mostly experienced 

managers who were able to give valuable information. Hence the findings can be 

regarded as a true reflection of the human capital dynamics in the banking sector in 

the focus area. The next section discusses the job position of the respondents. 

6.2.3 Job position of the respondent 

The respondents occupied a range of job positions, including banker, relationship 

manager, small business services manager, credit manager, risk manager, 

supervisor and credit analyst. These job positions are presented graphically in Figure 

6.2. 

 

Figure 6.2: Job positions of respondents  

The specific occupations/positions of the respondents (see Figure 6.2) indicate that 

mostly bankers (31.40%) and relationship managers completed the questionnaire. It 
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can be deduced that SME financing is still being regarded as an overall responsibility 

rather than consisting of separate specialised areas. Only 8% of the respondents 

were credit managers while 7.4% were risk managers and 2 % were credit analysts. 

This is an indication that SME financing is still regarded as part of the personal 

banking function in most bank branches in Gauteng. The next section investigates 

the banks’ involvement with SMEs in the Gauteng province of South Africa. 

6.3 BANKS’ INVOLVEMENT WITH SMEs 

The first objective of this study was to investigate the extent of banks’ involvement 

with SMEs. Figure 6.3 below shows that the majority of respondents (88%, n=188) 

attested to their bank having a separate unit that is responsible for managing SMEs 

relations, while only 12% were not involved with SMEs at all. This is an indication 

that most banks find it worthwhile to do business with small businesses; hence there 

is a move from the conventional thinking that banks are not interested in doing 

business with SMEs.  

 

Figure 6.3: Bank’s involvement with the SME sector 

This indicates that in general, the banks regard the SME segment as a strategic 

sector, and therefore dedicate specific units to manage the banking relations. This 

appears to be the current trend as recent literature demonstrates. For example  in 

the 2012 Ghana Banking Survey (Yeboah, Asirifi & Adigbo, 2014), it was established 

88% 

12% 

Yes

No
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that almost all banks in Ghana had established SME banking units and had acquired 

the capacity to address the peculiar needs of SMEs. 

6.3.1 Use of short-term and long-term products 
The respondents were further asked to indicate the extent to which banks offer 

certain lending products to SMEs. There were six lending products and the scale 

items “to a large extent” and “to a very large extent” were combined together to give 

the rankings in Table 6.2. The survey results indicate that there is a high demand for 

short-term loans in the form of credit cards (90.9%), overdraft (87.1%) and short-

term loans (63.3%).  

 

Table 6.2: Lending products offered to SMEs by banks  

 
 
Statement 

Level of Extent 

Sa
m

pl
e 

Si
ze

 

R
an

k 

To a 
very 
large 
extent 

  
To some 

extent 
To a 
little 

extent 

Not to 
an 

extent at 
all 

Credit cards  90.9% 
(169) 

  3.8% 
(7) 

1.1% 
(2) 

4.% 
(8) 

186 1 

Overdraft 87.1% 
(162) 

  8.6% 
(16) 

0.5% 
(1) 

3.8% 
(7) 

186 2 

Short-term loans 63.3% 
(117) 

  25.9% 
(48) 

9.7% 
(18) 

1.1% 
(2) 

185 3 

Vehicle and asset 
finance 

55.7% 
(103) 

  28.1% 
(52) 

11.4% 
(21) 

4.9% 
(9) 

185 4 

Mortgage loan 29.10% 
(54) 

  40.5% 
(75) 

21.6% 
(40) 

8.6% 
(16) 

185 5 

Bond for premises 28.8% 
(53) 

  32.1% 
(59) 

28.8% 
(53) 

10.3% 
(19) 

184 6 

 

According to Table 6.2 the vehicle and asset finance product (55.7%) was ranked 

fourth while long term loans that include home loans (29.1%) and mortgage bond for 

business premises (28.8%) were ranked fifth and sixth respectively. According to the 

analysis, it seems that less long-term loans are supplied to SMEs by the banks. It 

can therefore be concluded that the banks predominantly offer short-term credit to 

SMEs, which does not need collateral for security as opposed to the asset-based 

finances. 
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It is further observed that banks offer SMEs a wider variety of products than just 

bank loans. The principal components of these products are both asset-backed and 

unsecured lending that take the form of overdraft, credit cards, vehicle and asset 

finance, and mortgage loans as shown in Table 6.2. Consistent with the general view 

that the SME sector is strategically important to South African banks and the market 

is increasingly competitive, banks need to develop unique products meant for SMEs. 

Based on the findings above, banks should be prepared to invest in product 

development as they pursue a differentiation strategy. The next section addresses 

the reasons for banks’ involvement with SMEs. 

6.3.2 Drivers for banks’ involvement with SMEs 

The second objective of the study was to determine the drivers behind the banks’ 

participation in the SME market. The purpose was to investigate the factors driving 

South African banks’ desire to become involved with SMEs. The results of the 

analysis are presented in Table 6.3 below. 

Table 6.3: Descriptive statistics for banks’ involvement with SMEs 

Series Drivers of banks’ involvement with 
SMEs 

N Min Max Mean Std. 
Deviation 

1 Perceived profitability  186 1 5 3.90 0.898 

2 Reverse factoring through large clients  182 1 5 3.15 0.901 

3 Excessive exposure to retail customers  179 1 5 3.01 0.719 

4 Competition for large corporates  184 1 5 2.84 0.872 

5 Excessive exposure to large firms 183 1 5 2.77 0.898 

6 Competition for retail customers  184 1 5 2.76 0.911 

7 Corporate social responsibility 186 1 5 1.95 1.140 

 Valid N (listwise) 175     

Source: SPSS 23 

The information in Table 6.3 is graphically depicted in Figure 6.4 below. 
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Figure 6.4: Drivers of banks’ involvement with SMEs 

 

Based on Table 6.3 and Figure 6.4, perceived profitability with the highest mean 

score of 3.90 is a decisive factor in banks’ decision to target the SME sector. The 

second driver is reverse factoring (the need to seek out SME relationships from 

existing large corporate clients) with a mean score of 3.15. This is probably due to 

the existence of a well-developed corporate sector in the Gauteng province of South 

Africa. Other drivers include the need to reduce exposure to both corporate and retail 

customers. According to De la Torre, Martinez Peria and Schmukler (2010), profits 

from corporate banking are dwindling due to intense competition from capital 

markets and exposure to the retail sector. The least important driver is the need for 

corporate social responsibility with the lowest mean score of 1.95. This result 

signifies that banks do not get involved with SMEs just for corporate responsibility 

purposes, but for the perceived profitability. From the discussion above, it can be 

concluded that the SME segment is now being considered as a potential market with 

great prospects for growth. However, in dealing with SMEs, banks face a number of 

obstacles which will be discussed in the following section.  

 

6.4 OBSTACLES TO SME FINANCING 

The third objective of the study was to determine the obstacles to SME financing. 

The purpose was to identify the factors which caused the banks most concern and 

were perceived as the foremost impediments to SME financing. Based on the scale 
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used in the questionnaire, the scale items “significant”, “very significant” and 

“extremely significant” were grouped together to determine the intensity of the 

rankings as demonstrated in Table 6.4 below. 

Table 6.4: Obstacles to SME financing 

 
 
 
Obstacle 

Level of Significance 

Sa
m

pl
e 

Si
ze

 

R
an

k 

 
Ex

tr
em

el
y 

si
gn

ifi
ca

nt
 

&
 v

er
y 

si
gn

ifi
ca

nt
 

Si
gn

ifi
ca

nt
 

M
ar

gi
na

lly
 

si
gn

ifi
ca

nt
 

N
ot

 
si

gn
ifi

ca
nt

 

FICA regulations 95.7% 
(180) 

 4.3% 
(8) 

- 
 

- 188 1 

Bankruptcy regulations  94.0% 
(177) 

 5.9% 
(11) 

- - 188 2 

Lack of adequate demand from 
creditworthy customers 

89.4% 
(168) 

 8.0% 
(15) 

2.7% 
(5) 

- 188 3 

Lack of collateral 85.6% 
(161) 

 12.2% 
(23) 

2.1% 
(4) 

- 188 4 

Information asymmetry 84.6% 
(178) 

 4.3% 
(8) 

1.1% 
(2) 

- 188 5          

Difficulty in standardizing 
products and procedures  

79.8% 
(150) 

 18.1% 
(34 

2.1% 
(4) 

- 188 6 

High costs of lending 
technologies 

75.9% 
(141) 

 22.0% 
(41) 

1.6% 
(3) 

0.5% 
(1) 

186 7 

Inability to diversify risk across 
borrowers 

55.6% 
(104) 

 42.8% 
(80) 

1.6% 
(3) 

- 187 8 

Inability of SMEs to manage risk 45.2% 
(85) 

 47.3% 
(89) 

6.9% 
(13) 

0.5% 
(1) 

188 9 

Increasing interest rates 22.6% 
(42) 

 39.8% 
(74) 

33.9% 
(63) 

3.8% 
(7) 

186 10 

High fixed costs per transaction  11.3% 
(21) 

 30.6% 
(57) 

52.7% 
(98) 

5.4% 
(10) 

186 11 

Fluctuating exchange rates   3.8% 
(7) 

 31.9% 
(59) 

35.7% 
(66) 

28.6% 
(53) 

185 12 

 

It is observed that the Financial Intelligence Centre Act (FICA) - Act 38 of 2001 

regulations, bankruptcy regulations, and SME-specific factors such as lack of 

adequate demand from creditworthy customers (there is demand but from customers 

that are not creditworthy), lack of collateral, information asymmetry and inability of 
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SMEs to manage risk are the most important obstacles that limit banks from lending 

to SMEs. According to the preamble of the FICA Act, it is envisaged too regulate the 

accumulation and appropriation of proceeds of unlawful activities. FICA regulations 

rank as the most important obstacle to SME financing because the majority of SMEs 

do not meet the requirements of a physical address for the business, proof of 

company registration and a credit history. Therefore, it can be concluded that the 

easiness of doing business in South Africa is hampered by regulation. These 

findings are in support of Aregbeshola (2010) who found that the FICA regulation 

had a negative impact on the growth automobile industry in South Africa. Attention is 

also drawn to problems of organisational nature, such as difficulty in standardizing 

products and procedures (screening, origination, monitoring, and risk management), 

high implementation and maintenance costs of lending technologies, inability to 

diversify risk across borrowers and high fixed costs per transaction. 

 

Lastly, macro-economic factors including interest rates and fluctuating exchange 

rates were also listed as deterrent factors to bank-lending to SMEs.  Identification of 

these obstacles should be seen as a positive sign representing a forward-looking 

approach towards better quality and wider variety of bank services. Improvements on 

these fronts would certainly contribute towards alleviating the problems of insufficient 

demand for credit; shorten the time and complexity of credit application and risk-

evaluation procedures, and perhaps to lower banks’ requirements concerned with 

level of loan collateralisation. However, prior studies including Calice et al, (2012) 

have found that information asymmetry is the most important obstacle to bank 

financing to SMEs in Kenya, Uganda and Zambia. In South Africa, information 

asymmetry is ranked fifth. This is so because in South Africa banks can easily 

access information about the borrowers from the credit bureaux at any point in time. 

Furthermore, South Africa’s banking industry is far ahead in terms of technological 

development and financial regulation. Therefore, it can be conluded that South 

African banks are more concerned about SME compliance to financial regulation, 

creditworthiness and the issue of collateral to secure the bank loans than information 

asymmetry.   

 

The respondents were further asked to indicate the criteria the banks use to 

determine the preference of their SME clientele. This question, by construct, is 
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multifaceted and specifically designed to gain multiple responses that are required to 

answer the research questions and test the related research hypotheses. The 

responses generated through the questions to determine the criteria used by banks 

to target SMEs clients are presented in Table 6.5. 

Table 6.5: Criteria used by banks to determine SMEs clients 

Measure Frequency % Rank 
Credit quality 186 98.9 1 

Expected profitability of the firm 183 97.3 2 

Exposure size 171 91.0 3 

Company size 163 86.7 4 

Geographic area where the firm 
operates 

132 70.0 5 

Industry sector to which the firm 
belongs 

100 53.2 6 

Product needs of the firm 18 9.6 7 
 

As indicated in Table 6.5, banks mainly use credit quality (98.9%); expected 

profitability of the firm (97.3%), size of exposure (91%) and company size (86.7%) to 

determine which SMEs to finance. Together, these criteria determine the 

creditworthiness of the SMEs, which according to theory, is a major determinant of 

SME financing. According to Dietsch and Petey (2002), credit quality is a credit 

category obtained by distributing the loans across the bank internal risk rating 

system, which assigns each loan to one of the risk classes. Credit quality is therefore 

used to assess the probability that the borrower will move to the default class over a 

given time. Credit quality is often assessed through the process of credit scoring. 

According to 9.6% of the respondents, banks use product needs of the SMEs as 

criteria to determine their credit worthiness to access funding, while 53.2% of the 

respondents indicated that banks also consider the specific sector in which the 

SMEs operate. Banks consider some sectors of the economy to be too risky to 

invest. Such sectors include mining and construction. The geographic area where 

the firm operates was only ranked in the fifth position. This could be influenced by 

the fact that the research sample is only located in Gauteng. 
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The respondents were further asked to indicate their level of awareness of cost-

reducing techniques that are being used by other banks across the world for SME 

financing. These techniques include use of low-cost branches, correspondent 

banking, contact centre models, mobile telephone banking and point of sale systems 

(POS). The scale items “very aware” and “extremely aware” were grouped together 

to give the rankings in Table 6.6. 

Table 6.6: The level of awareness of cost-reducing techniques in SMEs financing 
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Use of low-cost branches 70.7% 
(133) 

19.1% 
(36) 

4.3% 
(8) 

5.9% 
(11) 

188 1 

Use of correspondent banking 70.2% 
(132) 

18.1% 
(34) 

5.9% 
(11) 

5.9% 
(11) 

188 2 

Use of contact centre models 70.2% 
(132) 

15.4% 
(29) 

7.4% 
(14) 

6.9% 
(13) 

188 2        

Use of mobile phone-based 
products 

63.0% 
(174) 

4.8% 
(9) 

- 2.1% 
(4) 

187 4 

Use of Laptops and Point of Sale 
(POS) systems 

55.9% 
(105) 

30.3% 
(57) 

6.4% 
(12) 

7.4% 
(14) 

188 5 

 

The information contained in Table 6.6 suggests that 70.7% of the respondents are 

aware of the low-cost branches technique that is adopted by the banks. It may be 

opined that the low-cost branch technique is adopted in order to boost accessibility 

to banking facilities in the less-privileged communities. The other techniques banks 

are highly aware of include methods such as the use of correspondent banking 

(70.2%) and mobile phone-based products (63%). The use of laptops and point-of-

sale techniques were ranked fifth, indicating that these cost-reducing techniques 

were not popular amongst the banks under study (see section 3.8 of chapter 3).  

Lending institutions should strike a balance between the cost of providing products 

and services to SMEs and the return derived from such an investment. Therefore, 

banks must meet their client’s needs at the lowest possible costs in terms of 
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distribution and nature of products and services offered to SMEs. Distribution can be 

achieved through the provision of low-cost branches and the extensive use of 

correspondent banking. According to literature, correspondent banking involves the 

use of retail outlets by banks to expand their distribution reach. The empirical results 

of this study are similar to those of an earlier study by Stephanou and Rodriguez 

(2008), where similar investigation was conducted in Colombia and the one bank 

was found to be using over seven hundred retail outlet branches. The next section 

addresses the response of banks to excess demand for credit by SMEs. 

There were 4 items measuring the response to excess demand for credit by SMEs. 

Scale items “strongly agree” and “agree” were grouped together to give the rankings 

in Table 6.7. 

Table 6.7: The bank’s response to excess demand for credit by SMEs 
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Increase collateral requirements to clear the 
excess demand 

41.5% 
(76) 

38.8% 
(71) 

16.4% 
(30) 

3.3% 
(6) 

183 1 

Decline credit to customers regarded as 
high risk borrowers 

39.9% 
(66) 

8.2% 
(15) 

15.8% 
(29) 

36.1% 
(73) 

183 2 

Decline credit to customers because it is 
unprofitable at any interest rate 

36.1% 
(54) 

29.0% 
(53) 

30.1% 
(66) 

4.9% 
(9) 

183 3          

Keep interest rate low and randomly select 
loan applicants 

3.8% 
(7) 

20.8% 
(38) 

30.6% 
(56) 

44.8% 
(82) 

183 4 

 

According to Table 6.7, the survey results indicate that the most common response 

of banks to excess demand by SMEs is the increase of collateral requirements with 

41.5%. This is followed by the decline of credit directed to clients that are regarded 

as high risk borrowers (39.9%). Respondents were in agreement that banks decline 

credit to SME clients because it is unprofitable at any interest rate (36.1%). However, 

there was unanimous disagreement that banks keep interest rate low and randomly 

select SME loan applicants (44.8%). This suggests that most of the banks rarely use 

this method in responding to excess demand for credit by SMEs. The above analysis 
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indicates that banks tend to increase collateral requirements to clear excess demand 

and decline credit to SME clients regarded as high risk borrowers, and those with 

unprofitable businesses.  

 

According to Stiglitz and Weiss (1981), higher demand for collateral can reduce risk 

and increase return for the bank. Voordeckers and Steijvers (2008) argue that 

increasing the demand for collateral by banks makes the average marginal borrower 

become more risky. Thus, the findings of this study corroborate those of Stiglitz and 

Weiss (1981:442) which indicate that banks may use increased collateral 

requirements to eliminate excess demand. 

 

6.4.2 Credit risk management 
The fourth objective of the study was to determine how banks manage the credit risk 

associated with lending to SMEs. The question that investigated the application of 

the existing credit risk management functions in the targeted banks indicated that 

close to 190 valid responses were generated.  The results are presented in Table 

6.8. 

Table 6.8: The organization of the credit risk management function. 

Credit risk function Frequency % Rank 
Done primarily at head office  172 91.5 1 

Done by credit risk analyst 113 60.1 2 

Done by the relationship manager at 
the branch 

37 19.7 3 

Largely automated 2 1.1 4 
 

As shown in Table 6.8, 91.5% of the respondents indicated that the credit risk 

management function was done primarily at the bank head office whilst 60.1% 

indicated that this specific function was done by a credit risk analyst. This finding is 

in support of Calice et al. (2012) and de la Torre et al (2008) in Colombia. The 

results also indicate that the credit risk management function was done by the 

relationship manager at the branch as indicated by 19.7% of the respondents. 

However, only 1.1% of the respondents attested to the fact that the credit risk 

management function was largely automated. Thus it can be concluded that the 



 

- 121 - 
 

credit risk management function is largely centralised and overseen by credit 

analysts. Furthermore, the authors established that with the improvement in 

technology, risk management for SMEs is increaseingly being automated in banks in 

Kenya, Tanzania, Uganda and Zambia.   

The respondents were also asked to indicate the extent to which their banks used 

the different lending technologies to screen SMEs applications. The scale items, “to 

a large extent” and “to a very large extent” were grouped together to give the ranking 

in Table 6.9.  

Table 6.9: To what extent does the bank use the following lending technologies to 
screen SMEs loan applications?  
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Financial statement lending 86.20% 

(162) 
12.2% 
(23) 

0.5% 
(1) 

1.1% 
(2) 

188 1 

Asset-based lending 85.10% 
(160) 

13.8% 
(26) 

- 1.1% 
(2) 

188 2          

Leasing  68.60% 
(129) 

26.1% 
(49) 

3.2% 
(6) 

2.1% 
(4) 

188 3 

Factoring  16.5% 
(31) 

56.4% 
(106) 

21.3% 
(40) 

5.9% 
(11) 

188 4 

Credit scoring  7.5% 
(14) 

63.4% 
(118) 

23.7% 
(44) 

5.4% 
(10) 

186 5 

 

The study has shown that financial statement lending is the most important technique 

used by banks to screen SMEs (86.2%), followed by asset-based lending (85.10%) 

and leasing (68.60%). It is interesting to note that factoring (16.5%) and credit scoring 

(7.5%) were ranked fourth and fifth respectively as techniques for screening SME 

loan applications. Financial statement lending appears to be the most commonly 

used technique by the sampled banks to screen SME loan applications. Credit 

scoring appears not to be a suitable technique for screening SMEs as they are 

characterised by information asymmetry and demand small loans. According to 
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Stephanou and Rodriguez (2008), automatic scoring models are usually applied to 

SMEs in need of small loans but the majority of the SMEs do not possess the 

required documentation to enable this process.  

The respondents indicated their levels of agreement on the use of measures the 

banks adopt to monitor SMEs activities. “Strongly agree” and “agree” were grouped 

together to give the rankings in Table 6.10. 

 

Table 6.10: What are the measures used to monitor SMEs? 
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Risk exposure 87.20% 
(164) 

 9.6% 
(18) 

2.1% 
(4) 

1.1% 
(2) 

188 1 

Repayment ability  74.1% 
(158) 

 16.0% 
(30) 

- - 188 2 

Total debt outstanding 64.9% 
(122) 

 33.5% 
(63) 

1.6% 
(3) 

- 188 3 

Deterioration of cash flow 45.7% 
(86) 

 40.4% 
(76) 

11.7% 
(22) 

2.1% 
(4) 

188 4          

 

As shown in Table 6.10, the most common measure used by banks to monitor SME 

performance on their loan obligations is the risk exposure (87.2%), followed by 

repayment ability (74.1%), total outstanding debt (64.9%) and deterioration of cash 

flow (45.7%). Outstanding debt can be regarded as total principal plus interest 

amount of a debt that is yet to be paid (debt that has not been paid in full), while risk 

exposure refers to how large the outstanding debt will be in the event of a default. 

This suggests that lesser resources are committed to monitoring the repayment 

frequency of SMEs. In terms of the observed variables, outstanding debt and 

repayment frequency are part and parcel of the risk management processes that are 

designed to measure the performance of the SME clients (de la Torre et al., 2010). 

Deterioration of cash flow and outstanding exposures, such as default in repayment 

and overleveraging are also used as preventative monitoring triggers for most bank 

branches. The above analysis shows the importance of the monitoring mechanism of 
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banks as they underpin SME efficiency. The next section focuses on the extension of 

credit to the different economic sectors by banks. 

  

Respondents were further asked to indicate whether bank financing to SMEs in the 

different economic sectors was increasing or decreasing. Table 6.11 indicates the 

responses to this question. 

 

Table 6.11: Which sector do banks prefer to extend credit to? 
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Agriculture, forestry and fishing 68.4% 
(117) 

28.7% 
(49) 

2.9% 
(5) 

171 1 

Electricity, gas and water 64.7% 
(110) 

34.1% 
(58) 

1.2% 
(2) 

170 2 

Finance, insurance and business 
services 

31.2% 
(53) 

65.9% 
(112) 

2.9% 
(5) 

170 3          

Manufacturing 21.9% 
(37) 

63.3% 
(107) 

14.8% 
(25) 

169 4 

Wholesale, retail trade, hotels 
and restaurants 

15.3% 
(26) 

83.5% 
(142) 

1.2% 
(2) 

170 5 

Transport, storage and 
communications 

10.1% 
(17) 

87.6% 
(148) 

2.4% 
(4) 

169 6 

Mining and quarrying 10.6% 
(18) 

66.5% 
(113) 

22.9% 
(39) 

170 7 

Construction 7.1% 
(12) 

37.1% 
(63) 

55.9% 
(95) 

170 8 

 

As illustrated in Table 6.11, 68.4% of the respondents indicated that banks are 

increasing the extension of credit to SMEs in the agriculture, forestry and fishing and 

the electricity, gas and water sectors (64.7%). According to the empirical results, 

bank funding to most sectors of the economy such as finance, insurance and 

business services, wholesale, retail and transport and communication is stagnant, 

meaning that the credit extension to these sectors is neither increasing or 

decreasing. However, according to the responses, funding of SMEs in the 

construction (55.9%) and mining (22.9%) industries seems to be decreasing.  
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It can be inferred that banks consider as risky to finance SMEs in the transport, 

mining and construction sectors, taking cognisance of the impact of recent strikes 

such as Marikana on the South African economy (Alexander, 2013). Therefore it 

seems that most SMEs in these sectors do not have access to bank credit. These 

findings are contrary to the GEM Report (2010) which indicated that about a third of 

SMEs in South Africa are in consumer services, where barriers to entry into the 

sector in terms of skills and capital required are low. 

The respondents were also asked to indicate the level of agreement on issues 

relating to the screening of SME loan applications. The scale items “strongly agree” 

and “agree” were grouped together to give the rankings shown in Table 6.12 below. 

Table 6.12: Which methods are used by your bank to screen SMEs applications? 
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Availability of collateral   78.1% 
(136) 

17.2% 
(30) 

4.0% 
(7) 

0.6% 
(1) 

174 1 

Information from other 
banks  

 77.1% 
(135) 

17.1% 
(30) 

4.6% 
(h8) 

1.1% 
(2) 

175 2 

Both interest rate and 
collateral requirements 

 32.6% 
(57) 

58.9% 
(103) 

8.6% 
(15) 

- 175 3          

An increase in interest rate   32.0% 
(56) 

23.4% 
(41) 

34.3% 
(60) 

10.3% 
(18) 

175 4 

Third party evaluations  26.9% 
(47) 

22.3% 
(39) 

9.1% 
(16) 

41.7% 
(73) 

175 5 

Personal interviews   9.7% 
(17) 

13.1% 
(23) 

69.7% 
(122) 

7.4% 
(13) 

175 6 

Site visits   5.7% 
(9) 

18.9% 
(33) 

71.4% 
(125) 

4.0% 
(7) 

175 7 

 

Based on Table 6.12, the respondents indicated that their banks use increasing 

collateral (78.1%) and information from other banks (77.1%) to screen SME 

applications. In some instances, banks use both interest rate and collateral 

requirements (32.6%) while in other cases banks use an increase in interest rates 
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(32%) to screen loan applications. Personal interviews (9.7%) and site visits (5.7%) 

seem to be infrequently used to screen new SME loan applications. Rather, site 

visits are used to monitor SMEs with existing loans (Yeboah, Asirifi and Adigbo, 

2014). It can therefore be concluded that availability of collateral is the most 

important method of screening SME loan applications. The next section focuses on 

the factors that lead to high transaction costs when banks lend to SMEs. 

Respondents were asked to indicate their levels of agreement on the factors that 

lead to high transactional costs associated with bank financing to SMEs. The scale 

items ‘strongly agree’ and ‘agree’ were combined to give the rankings in Table 6.13. 

Table 6.13: Which factors lead to high transaction costs when lending to SMEs? 
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High riskiness of the SMEs due 
to information asymmetry 

88.5% 
(150) 

10.9% 
(19) 

0.6% 
(1) 

- 174 1 

Large number of firms to 
investigate 

34.5% 
(60) 

42.5% 
(74) 

21.8% 
(38) 

1.1% 
(2) 

174 2 

The wide range of SME projects 
demanding specialized staff 

18.5% 
(32) 

39.3% 
(68) 

35.8% 
(62) 

6.4% 
(11) 

173 3          

Lack of standard accounting and 
auditing techniques 

12.8% 
(22) 

30.2% 
(52) 

39.0% 
(67) 

18.0% 
(31) 

172 4 

 

Indicated in Table 6.13, there is unanimous agreement that the high risk posed by 

SMEs due to information asymmetry (88.5%) and the high number of SMEs to 

investigate (34.5%) led to high transaction costs when lending to SMEs. Other 

factors include the wide range of projects demanding specialized staff (18.5%) and 

lack of standard accounting and reporting techniques (12.8%). Based on the 

responses, it can be deduced that banks are deterred from lending to SMEs due to 

information asymmetry and the high costs associated with investigating in a large 

number of small firms, the majority of which may not satisfy the bank requirements in 

order to qualify for a bank loan. These findings validate the views of Stephanou and 

Rodriguez (2008)  in Colombia. 
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6.4.3 Relationship lending 

According to De la Torre et al, (2010) relationship lending is one of the factors that 

influence the availability of bank credit to SMEs. Respondents were asked to indicate 

the extent to which their banks use bank-SME relationships to gather valuable 

information about the client and to determine the client’s ability to pay. The scale 

items “to a very large extent” and “to a large extent” were combined to come up with 

the rankings presented in Table 6.14.  

Table 6.14: What are the objectives of bank-SME relationships? 

 
 
 
Objectives of bank-SME relationship 
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Gather valuable information about 
the client 

85.1% 
(160) 

 14.4% 
(27) 

0.5% 
(1) 

- 188 1 

Determine the client’s ability to pay  69.1% 
(130) 

 23.9% 
(45) 

6.9% 
(13) 

- 188 2 

 

As shown in Table 6.14, 85.1% of the banks indicated that bank-firm relationships 

help the bank gather valuable information about their SME clients, whilst 69.1% 

indicated that through bank-firm relationships, banks can determine the client’s 

ability to pay. Therefore, the analysis indicated that banks gather valuable 

information through bank-firm relations, thereby circumventing the disadvantages of 

information asymmetries. As such, it can be deduced that banks could understand 

their customers better by establishing bank-SME relationships. 

The respondents were further asked to indicate the extent to which certain aspects 

of the bank-SME relationship were considered by their banks to determine credit 

availability to SMEs.  The scale items ‘to a large extent’ and ‘to a very large extent’ 

were combined together to give the ranking shown in Table 6.15. 
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Table 6.15: Aspects of bank-SME relationship determine credit availability to SMEs? 

 
 
Aspects of the bank-SME 
relationship which determine 
credit availability 
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Intended use of the loan 96.7% 
(177) 

3.3% 
(6) 

- - 183 1 

Multiple-banking relationships 92.4% 
(169) 

6.6% 
(12) 

1.1% 
(2) 

- 183 2 

The range of financial services 
purchased 

44.8% 
(82) 

27.3% 
(50) 

25.1% 
(46) 

2.7% 
(5) 

183 3 

Length of the relationship 
(duration) 

16.9% 
(31) 

30.1% 
(55) 

14.8% 
(27) 

38.3% 
(70) 

183 4          

 

From Table 6.15 it can be observed that banks considered to a large extent the 

intended use of the loan (96.7%), followed by multiple banking relationships (92.4%), 

the range of financial products and services purchased (44.8%). It can also be noted 

that the length (duration) of the bank-SME relationship is ranked last indicating that it 

is not a critical factor in determining credit supply to SMEs by banks. It can thus be 

suggested that the most important variables for consideration for SME loan approval 

by banks are the intended use of the loan and the number of banking relationships 

SMEs have. According to Petersen and Rajan (1994), credit availability to small 

businesses is enhanced through a durable bank-firm relationship. In support of this 

statement Cole (1998) posits that banks are more likely to extend credit to an 

already established relationship but the duration of the relationship is insignificant 

when making a decision on whether to extend credit or not.  

 

This study furthermore investigated the importance of collateral security as a 

consideration for loan approval for SMEs. The results of the analysis are presented 

in Table 6.16.  
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Table 6.16: Types of collateral important for approving SME loan applications 

 
 
Type of collateral 
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Insurance policies 80.9% 
(152) 

14.9% 
(28) 

2.1% 
(4) 

2.1% 
(4) 

188 1 

Property and investments 
 

60.4% 
(102) 

23.1% 
(39) 

13.6% 
(23) 

3.0% 
(5) 

169 2          

Plant and equipment (e.g. 
machinery) 

59.0% 
(111) 

31.4% 
(59) 

7.4% 
(14) 

2.1% 
(4) 

188 3 

 

As illustrated  Table 6.16, it can be observed that banks consider to a large extent 

the use of insurance policies (80.9%), followed by property and investments (60.4%) 

and plant and equipment (59%) as collateral to secure loan applications by SMEs. 

Use of insurance policies to secure SME loan applications is on the increase 

because the majority of the SMEs do not possess assets for collateral as per bank 

requirement. As such, it can be deduced that collateral still remains an important 

strong deterministic factor for SMEs access to bank credit. This result is consistent 

with findings of a prior study by de la Torre et al., (2010) which established that 

pledging assets that do not lose much value overtime  and are relatively easy to 

liquidate (e.g. equipment and real estate) provides greater assurance of repayment, 

even when contract enforcement processes are relatively imperfect. The next section 

focuses on the factors that hinder the approval of SME loan applications. 

 

The respondents were asked to indicate the factors that limit banks from approving 

SME loan applications. Repayment ability of the SMEs (99.4%), lack of collateral 

(96.3%), capability of SME owner to partly fund the project (93.6%) and lack of 

education and experience of key management (92.5%) were cited as the major 

impediments to the approval of bank loans to SMEs as shown in Table 6.17. 
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Table 6.17: Factors hindering approval of SMEs loan 

 
 
Statement 

Level of Importance 
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Repayment ability of the SME 99.4% 
(187) 

0.5% 
(1) 

- - 188 1 

Lack of collateral  96.3% 
(181) 

3.7% 
(7) 

- - 188 2 

Capability of SME owner to partly 
fund the project 

93.6% 
(176) 

4.8% 
(9) 

1.6% 
(3) 

- 188 3 

Education and experience of key 
management 

92.5% 
(174) 

6.4% 
(12) 

1.1% 
(1) 

- 188 4 

Compliance with the National 
Credit Act (NCA) 

90.9% 
(170) 

8.0% 
(15) 

1.1% 
(2) 

- 187 5 

Inadequate credit history of the 
SME 

71.8% 
(135) 

26.1% 
(49) 

2.1% 
(4) 

- 188 6 

Perceived lack of profitability of 
the firm 

61.7% 
(116) 

36.7% 
(69) 

1.6% 
(3) 

- 188 7 

Lack of viable and comprehensive 
business plan 

47.9% 
(90) 

45.2% 
(85) 

6.9% 
(13) 

- 188 8 

Inadequate information to process 
loan applications 

19.7% 
(37) 

69.7% 
(131) 

10.1% 
(19) 

0.5% 
(1) 

188 9 

Lack of bank-SME relationship 16.5% 
(31) 

26.1% 
(49) 

55.9% 
(105) 

1.6% 
(3) 

188 10          

 

Other factors include compliance with the National Credit Act, inadequate credit 

history, lack of profitability of the firm, lack of viable and comprehensive business 

plan and inadequate information to process the loan applications. According to Table 

6.17, it is worth noting that compliance with the NCA is placed higher as a hindrance 

to loan approval than credit history. This might be due to the fact that compliance 

with the NCA is a pre-requisite before any loan application can be processed by the 

banks”. Moreover, the majority of SMEs in South Africa do not meet the 

requirements of the FICA and NCA regulations such as possession of proof of a 

physical address, identity document and a clean credit record.   
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It must however be noted that lack of bank-SME relationship is the least important 

factor that determines the approval of loan applications by banks. This finding is 

contrary to the literature, where it is indicated that credit availability is dependent 

upon the existence of a long-term relationship between the bank and the SME 

(Giannetti, 2012). It can therefore be concluded that the most important factors 

hindering the approval of SMEs loans include inability to repay the loan, lack of 

collateral and inability of the SME owner/manager to partly fund the project. Lack of 

bank-SME relationship has the least influence on SME loan approvals by banks. 

 
The banking industry is currently undergoing changes in response to swift changing 

customer behaviour, technological and regulatory realities. Thus banks have to keep 

pace with changes in technology such as internet and cell phone banking, as more 

and more SME clients have access to mobile phones and laptops. The study also 

sought to determine the extent to which banks are using innovative strategies to 

improve SME access to bank credit. Respondents were asked to indicate the extent 

to which banks use innovative strategies such as correspondent banking and 

psychometric testing. The scale items ‘to a very large extent’ and ‘to a large extent’ 

were combined to give the scale rankings shown in Table 6.18 below where the 

results of the analysis are presented.  

 

Table 6.18: Innovative strategies used in SME financing 
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Correspondent banking (Use of 
retailers to expand distribution)                      

65.2% 
(120) 

 29.9% 
(55) 

3.3% 
(6) 

1.6% 
(3) 

184 1 

Psychometric testing (using 
tests, profiles or a combination 
of the two to form a deeper 
understanding of the customer) 

51.4% 
(94) 

 24.6% 
(45) 

14.8% 
(27) 

9.3% 
(17) 

183 2 

 

From the response in Table 6.18, there is an indication that correspondent banking 

(65.2%) is the leading innovative idea in SME lending, followed by psychometric 
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testing (51.4%) amongst the banks under study.  Psychometric testing involves the 

use of test scores to separate good risks from bad ones, and is capable of lowering 

default rates by 25-40%. This self-administered test is done in thirty to forty minutes, 

and measures attributes such as entrepreneur’s psychological profile, ethics and 

integrity, intelligence and business skills. According to the literature, the cost of 

assessment is 45% less than the traditional credit assessment measures (Chironga 

et al., (2012). With correspondent banking, banks use retailers to expand their 

distribution reach. Therefore, technology can be leveraged to meet the SME clients’ 

needs more effectively and keep credit affordable. The next section deals with the 

reasons why banks perceive SMEs as risky businesses to invest in. This aspect of 

the study evaluated eight important factors.  

Traditionally, banks are believed to refrain from lending to SMEs because of the risky 

nature of the small and medium enterprises. Respondents were asked to indicate 

why banks consider SMEs to be risky entities to invest in, and the results of the 

analysis are presented in Table 6.19 below. 

Table 6.19: Factors that make SMEs risky enterprises for banks to do business with 
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SMEs experience more variable 
rates of return than large firms  

100% 
(188) 

- - - 188 1 

Difficult to verify financial 
information for SMEs 

100% 
(187) 

- - - 188 1 

SMEs experience higher failure 
rates than large firms 

99.5% 
(187) 

0.5% 
(1) 

- - 188 3 

SMEs are less equipped in 
human capital than large firms 

98.9% 
(186) 

1.1% 
(2) 

- -  4         

Most SMEs are not completely 
honest with their financial records 
and future business plans 

97.3% 
(183) 

2.1% 
(4) 

0.5% 
(1) 

- 188 5 

Most SMEs are characterised by 
asymmetric  information 

87.30% 
(164) 

8.5% 
(16) 

4.3% 
(8) 

- 188 6 
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SMEs use inadequate 
accounting systems 

62.5% 
(117) 

35.3% 
(66) 

2.1% 
(4) 

- 187 7 

Most SMEs are not properly 
managed 

60.1% 
(113) 

27.7% 
(52) 

10.1% 
(19) 

2.1% 
(4) 

188 8 

 

The analysis contained in Table 6.19 indicates that a number of factors contribute to 

the risky nature of SMEs. Among others, these factors include the variability of SME 

returns compared to that of large firms (100%); difficulty in verifying financial 

information (100%); high failure rates (99.5%); dishonesty with financial records 

(97.3%); information asymmetry (87.3%) and the use of inadequate accounting 

systems (62.5%) and mismanagement of the majority of SMEs (60.1%). As such, 

honesty and integrity, yield divergent opinions. However, there is a general 

consensus that SMEs’ managerial competence is questionable. The next section 

examines the validity of the bank questionnaire, reliability of the constructs identified, 

correlation, regression analysis and structural equation modelling. 

 

6.5 VALIDITY AND RELIABILITY TESTS FOR THE BANK SURVEY 
The bank questionnaire used for this study was subjected to validity and reliability 

tests using confirmatory factor analysis (CFA) and Cronbach’s alpha to determine its 

appropriateness. To test the convergent validity of the constructs, the exploratory 

factor analysis (EFA) was employed, firstly to determine whether the individual 

questions contributed to their respective constructs as contained in the 

questionnaire, and secondly, to identify the hidden constructs which may not be 

apparent from direct analysis. Bartlett’s test of sphericity and the Kaiser Meyer-Olkin 

(KMO) measures were used to test the suitability of each question for factor analysis. 

The results of these tests are discussed in the following sub-section.                           

 

6.5.1  Validity test: Confirmatory factor analysis 

Table 6.20 depicts the results of the Bartlett’s test of sphericity and the KMO value. 

The KMO showed a value equal to 0.804. The p-value of the Bartlett’s test (p = 

0.000) is smaller than 0.05, is significant at the 99% confidence level. This result is 

an indication that the correlation structure of construct is adequate to conduct a 

factor analysis on the items.  
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Table 6.20: KMO and Bartlett’s Test 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 0.804 

Bartlett's Test of Sphericity Approx. Chi-Square 2099.553 

df 406 

Sig. 0.000 
Df – Degrees of freedom  
Sig – Significance 
 
Source: SPSS 23 
 
Using the principal component analysis (PCA) and the Varimax with Kaiser 

Normalisation rotation method, the results of the factor analysis for all the constructs 

are presented in Table 6.21 below. Eight underlying dimensions were identified as 

separate factors that relate to credit supply to SMEs by banks.  

 

Table 6.21: Factor loadings 
 

 Rotated Component Matrix 
  

Proxy 
Factor/Component 

1 2 3 4 5 6 7 
 

21a High number of firms to investigate 0.650       
21b Wide range of projects demanding specialized 

staff 
0.677       

21c High risk due to information asymmetry 0.679       
21e Lack of standard accounting and auditing 

techniques 
0.614       

25b Real Estate   0.507     
25c Plant and equipment   0.508     
25d Guarantee Schemes   0.509     
16a Financial statement lending  0.898      
16b Asset-based lending  0.887      
16d Leasing  0.863      
16e Factoring  0.878      
18a Total debt outstanding    0.690    
18b Repayment frequency    0.686    
18e Regular reporting from the SME    0.681    
18f Risk exposure    0.675    
24a Distance of the firm from the bank     0.861   
24c The range of financial services purchased     0.862   
24d Pre-existing relationship     0.866   
24e Intended use of the loan     0.851   
28b Correspondent banking      0.608  
28c Psychometric testing      0.607  
6c Vehicle and asset financing       0.818 
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6d Credit cards       0.812 
6e Home loan       0.807 
6f Bond for factory/office premises       0.813 
 Extraction method: PCA 

Rotation method: Varimax with Kaiser normalisation 
 a. Rotation converged in 7 iterations. 
(Source: SPSS 23) 

As illustrated in Table 6.21, the factor loadings ranged from 0.507 to 0.898, 

surpassing the minimum threshold required of 0.4. The rotated component factor 

matrix converged after seven iterations. 

Factors extracted represented all variables in the research model. Transaction costs 

(TC), collateral (C), lending technology (LTech), creditworthiness (CW), bank-SME 

relationship (BSMER), innovative strategies (IS), credit supply (CS), and risk 

management (RM) loaded as expected on unique factors with significant loadings 

(loadings greater than 0.5, (Hair et al., 2005)). As shown in Table 6.21, all items 

were loaded significantly onto the expected factors, with values higher than 0.4. This 

supports the discriminant validity of the measurement. It was therefore concluded 

that the 25-item scale measuring factors in credit supply were uni-dimensional, that 

is, all the scale indicators that were used in credit supply related questions 

maintained a single convergence in the analysis suggesting that there is a general 

agreement among the respondents on issues that relate credit supply to SMEs. The 

communalities of the identified components are described in the following section. 

Communalities show the extent to which individual items in a construct correlate with 

each other (Hair et al., 2014). Items with extraction values close to 1 have a strong 

correlation with each other. Using the PCA method of extraction, the communalities 

for all twenty-nine items presented in Table 6.22, are all observed to be acceptable 

given that their extraction ranges from 0.535 to 0.818. This implies that there is a 

strong correlation amongst all the twenty-nine questions. 
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Table 6.22: Communalities 
 
Questions Extraction Questions Extraction Questions Extraction 
Q22a 0.619 Q16e 0.708 Q28c 0.663 
Q22b 0.535 Q18a 0.619 Q6c 0.778 
Q22c 0.554 Q18b 0.740 Q6d 0.674 
Q22e 0.637 Q18e 0.650 Q6e 0.818 
Q25b 0.548 Q18f 0.782 Q6f 0.817 
Q25c 0.541 Q24a 0.690 Q19a 0.721 
Q25d 0.642 Q24c 0.743 Q19b 0.609 
Q16a 0.765 Q24d 0.773 Q19c 0.563 
Q16b 0.792 Q24e 0.527 Q19d 0.642 
Q16d 0.708 Q28b 0.775   

Note: items refer to components, factors or questions. 

Source: SPSS 23 

 

Since the study employed the PCA as the method of extraction, the total percentage 

of variance and cumulative percentage columns are similar to those of the first eight 

components in the initial eigenvalues. The cumulative variance explained by the 

factors is shown in Table 6.23. 

 Table 6.23: Total variance explained 

Component 
Initial Eigenvalues 

Total % of Variance Cumulative % 
1 8.106 27.951 27.951 
2 2.632 9.075 37.026 
3 1.994 6.877 43.903 
4 1.778 6.130 50.032 
5 1.498 5.165 55.197 
6 1.370 4.723 59.921 
7 1.174 4.047 63.968 
8 1.095 3.775 67.744 

  Source: SPSS 23 

Table 6.23 shows that eight components with eigenvalues greater than one account 

for 67.74% (highlighted in yellow) of the cumulative variance are above the 

recommended threshold of 60 percent (Hair et al., 2006). The initial number of 

factors in the total variance explained is the same as the number of variables used in 

factor analysis (see Table 6.23). A further analysis was carried out using Catell’s 
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scree plot. The scree plot supports the extraction method of PCA from a 

diagrammatic point of view as shown in Figure 6.5. 

The scree plot test is a graphical method of determining the number of appropriate 

factors to retain. In Figure 6.5 below, a cut-off of an eigenvalue > 1 would give eight 

factors. From the 8th factor on, the line is almost flat, meaning that each successive 

factor is accounting for smaller and smaller amounts of the total variance (Su and 

Yang, 2010). Thus, the scree test results also indicated that eight factors should be 

retained, supporting the previous result based on the eigenvalue criterion method. 

 
Figure 6.5: The Scree Plot test 

(Source: SPSS 23) 

 

Having concluded the evaluation of communalities among the determinants of 

access of SME financing we now proceed to the reliability test. 

6.6 RELIABILITY TEST: CRONBACH’S ALPHA  

In order to estimate the internal consistency and the reliability of factors, the 

questionnaire was subjected to the reliability test using Cronbach’s alpha where   

coefficients were computed for each of the eight factors identified. The Cronbach’s 

alpha value is a significant measure of the reliability and internal consistency among 

the constructs (Field, 2009). The Cronbach’s alpha coefficients for the study are 

reported in Table 6.24.  
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Table 6.24: Descriptive statistics and internal consistency reliabilities  

Item N Mean SD Corrected 
item-Total 
Correlation 

Cronbach’s 
Alpha if item  

Deleted 

Total 
Cronbach’s 

Alphas 
Transaction costs      0.720 
21a  9.42 3.860 0.557 0.627  
21b  9.88 4.073 0.470 0.683  
21c  8.32 4.663 0.538 0.656  
21e  10.23 3.931 0.498 0.666  
Collateral      0.671 
25b  3.43 1.234 0.452 0.616  
25c  4.46 1.202 0.485 0.574  
25d  3.58 1.066 0.515 0.532  
Lending technology      0.764 
16a  11.07 3.765 0.641 0.666  
16b  11.09 3.644 0.696 0.636  
16d  11.61 3.800 0.522 0.733  
16e  12.60 4.348 0.415 0.666  
Creditworthiness      0.757 
18a  11.95 3.115 0.733 0.589  
18b  11.62 4.065 0.515 0.721  
18e  11.66 3.466 0.669 0.635  
18f  12.59 4.265 0.438 0.734  
Bank-SME 
relationship 

     0.673 

24a  14.66 6.082 0.196 0.702  
24c  15.52 3.394 0.558 0.569  
24d  14.61 3.800 0.644 0.503  
24e  13.32 4.987 0.537 0.585  
Innovative strategies      0.622 
28b  3.25 1.189 0.477 .  
28c  3.70 0.607 0.477 .  
Credit supply      0.854 
6c  10.22 6.831 0.698 0.821  
6d  9.66 8.612 0.639 0.839  
6e  11.05 7.601 0.731 0.800  
6f  11.22 7.633 0.744 0.796  
Risk management      0.632 
19a  13.70 0.867 0.352 0.531  
19b  13.55 0.927 0.337 0.544  
19c  13.00 1.011 0.277 0.595  
19d  12.90 1.055 0.319 0.565  
(Source: SPSS 23) 

All scales have alpha coefficients between 0.622 and 0.854, which suggests high 

reliability. The factors from the principal components analysis are grouped into eight 
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categories: transaction costs, collateral, lending technology, creditworthiness, bank-

SME relationship, innovative strategies, credit supply and risk management.  

According to De Souza and Dick (2009), all coefficient alpha values of 0.6 are 

considered acceptable in statistical analysis. As shown in Table 6.24, there is a 

strong indication that that the Cronbach’s alpha that are recorded in this study are of 

acceptable range because the alphas of all the variables are above 0.6 (Gliem and 

Gliem, 2003). We can thus suggest that all the questionnaire items that are used in 

this study passed the reliability test.  

In the subsequent section of this study, the researcher performed correlation and 

regression analysis to determine the associations between the dependent variable 

(credit supply) and independent variables (transaction costs, collateral, lending 

technology, creditworthiness, bank-SME relationship, innovative strategies and risk 

management. To assess the type of relationship, a regression analysis was done to 

determine whether the correlation is significant.   

 
6.7  CORRELATION ANALYSIS 
 
Correlation indicates the strength and direction of a linear relationship between two 

random variables (Pallant, 2010) and is often measured as a correlation coefficient. 

The correlation coefficients between variables were determined for each of the 

constructs. Table 6.25 below indicates that all the factors had a p-value less than 

0.05 (p<0.05) and a coefficient higher than 0.30, meaning that they were all 

correlated and that the relationship was significant. Details of the correlations are 

presented in Table 6.25. 
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Table 6.25: Pearson Correlation - Factors that influence credit supply to SMEs 
 
Item Factors 
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1 Credit supply   1        
2 Transaction costs -.54*** 1       
3 Risk 

Management -.11 .08 1      

4 Collateral .23* .06 .14* 1     
5 Lending 

technology .56*** -.40** -.00 .19* 1    

6 Creditworthiness -63*** .65*** .21* -.07 -.35** 1   
7 Innovative 

strategies .46** -.40** -.18* -.03 .26* -.45** 1  

8 Bank-SME 
relationship .63*** -.62*** -.12* .18* .51*** -.66*** .44** 1 

***. Correlation is significant at the 0.01 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 

 

This leads to the following hypotheses which addresses some of the research 

questions posed in chapter 1 for further analysis. 

 

H1 There is a significant correlation between transaction costs and credit supply 

to SMEs 

H2 There is a significant correlation between collateral and credit supply to SMEs  

H3 There is a significant correlation between lending technology and credit 

supply to SMEs 

H4 There is a significant correlation between creditworthiness and credit supply 

to SMEs  

H5 There is a significant correlation between bank-SME relationship and credit 

supply to SMEs  

H6 There is a significant correlation between lending technology and innovative 

strategy to SMEs  

H7 There is a significant correlation between innovative strategies and credit 

supply to SMEs 

All the decision variables were significant and were therefore included for regression 

and structural equation modelling (SEM).  
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6.8 REGRESSION ANALYSIS 

Regression is used for hypothesis testing, and is also referred to as the modelling of 

causal relationships (Pallant, 2010). Hence various regression techniques were used 

to analyse the possible relationships and the strength of the convergence.  

6.8.1 Model Summary (Credit supply) 

The output from the multiple regression analysis is shown in Tables 6.26 to 6.28. 

The overall multiple regression model is significant at the 95% level of significance 

with a p-value less than 0.05. The regression model summary indicates that adjusted 

R2-value = 0.560 which explains the variance of the model contribution which is 

above 50%.The p-value is less than 0.05 hence is significant as shown in Table 

6.26. These results are acceptable, considering some of the previous results that are 

reported in similar studies on SME financing (Fatoki, 2012), or the R2 value in social 

sciences in general (Pallant, 2005). 

The Durbin Watson score was 1.812, for determinants of credit supply demonstrate 

that there are no auto correlation problems associated with the data used in this 

study. Two, is the “ideal” Durbin Watson measure of independence (See Table 6.26) 

(Hair et al., 2006). This indicates a high level of isolation among the independent 

variables of the model.  

 

Table 6.26: Model Summary 

Model 
 R R 

Square 
Adjusted 
R Square 

Std. Error 
of the 

Estimate 

Change Statistics 
Durbin-
Watson R Square 

Change 
F 

Change df1 df2 Sig. F 
Change 

1 .761a .579 .560 .55860 .579 30.510 7 155 0.000 1.903 
a. Predictors: (Constant), CQ24, CQ19, CQ25, CQ28, CQ16, CQ22, CQ18 
b. Dependent Variable: CQ6 

(Source: SPSS 23) 

 
6.8.1.1 Analysis of Variance (ANOVA)  

The significance of adjusted R squared can be tested through the F-ratio and its 

associated probability. Meanwhile the F-value = 30.510, which is a ratio of the mean 

square for regression to the residual mean square (Pallant, 2010). The residual 

mean square indicates the difference between the actual value of the dependent 

variable, and the result of the regression equation (Tabachnik and Fidell, 2007). The 
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residual difference is significant, with a p-value equal to 0.000 which is significant as 

shown in Table 6.27. The regression and residual are calculated from all 

independent variables or predictors. The F-ratio has two degrees of freedom, one 

related to the number of independent variables used in the model, and the other 

based on sample size.  

 
Table 6.27: Analysis of Variance 

ANOVA 
Model Sum of 

Squares 
df Mean 

Square 
F Sig. 

1 Regression 66.641 7 9.520 30.510 .000b 
Residual 48.365 155 0.312   
Total 115.006 162    

a. Dependent Variable: CQ6 
b. Predictors: (Constant), CQ24, CQ19, CQ25, CQ28, CQ16, CQ22, CQ18  

 
The F-ratio is significant for further analysis using standardised coefficient 

regression. 

 

6.8.1.2 Standardised coefficient 

The result of the variance inflation factor (VIF) analysis (Table 6.28) demonstrates 

that the VIF values for all the variables do not exceed the threshold generally 

accepted in the literature with values of 3.3 (e.g. Petter, Straub and Rai, 2007), 

which indicate that no multicollinearity problems exist with the variables.  

Betas represent the importance of each variable in explaining the independent 

variable (Tabachnik and Fidell, 2007). Also the values represent the change in the 

dependent variable associated with the change in the independent variable. 

Depending on the t-values, the significance for the betas is shown in Table 6.45. The 

output from the multiple regression analysis is shown in Tables 6.43 to 6.45. The 

overall multiple regression model is significant at a 95% level of confidence with a p-

value smaller than 0.05. The coefficient table shows how variables contribute to the 

model or equation. From the significance column, there are only four variables that 

make a statistically significant contribution (less than 0.05) (see Table 6.28). In order 

of importance they are SME financial status (beta is 0.298), lending technology (beta 
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is 0.283), collateral (beta is 0.148) and transaction cost (beta is -0.125). The 

corresponding VIF scores range from 1.074 to 22.567 (see Table 6.28). 

Table 6.28: Standardised coefficient 

Coefficients 

Model 

Unstandardized 
Coefficients 

Stan-
dardized 
Coeffi-
cients t Sig. 

95.0% 
Confidence 

Interval for B 

 
Collinearity 
Statistics 

B Std. 
Error Beta Lower 

Bound 
Upper 
Bound 

Tole-
rance VIF 

 (Constant) 3.049 0.997  3.059 0.003 1.080 5.018   
Transaction 
costs 

-0.160 0.099 -0.125 -1.625 0.106 -0.355 0.035 0.459 2.180 

Collateral 0.325 0.126 0.148 2.567 0.011 0.075 0.574 0.816 1.225 
Lending Tech 0.419 0.093 0.283 4.500 0.000 0.235 0.603 0.686 1.458 
Creditwortine
ss 

-0.434 0.116 0.298 3.735 0.000 -0.664 -0.205 0.426 2.345 

 Innovative 
strategies 

0.177 0.067 0.163 2.655 0.009 0.045 0.309 0.721 1.387 

 Risk 
Management 

-0.132 0.153 -0.047 -0.864 0.389 -0.433 0.170 0.931 1.074 

 BSMER 0.143 0.115 0.104 1.248 0.214 -0.084 0.370 0.390 2.567 
a. Dependent Variable: CQ6 

Source: SPSS 23 

6.8.2 Model Summary (innovative strategies) 

The regression model summary indicates that the adjusted R2-value = 0.060. The p-

value is less than 0.05 hence is significant as shown in Table 6.29. These results are 

acceptable, as discussed in section 6.5.4.1. 

The Durbin Watson score was 1.641, for determinants of innovation strategy 

demonstrates that there are no auto correlation problems associated with the data 

used in this study. According to Hair et al. (2006) two, is the “ideal” Durbin Watson 

measure of independence (see Table 6.29). This indicates a high level of isolation 

among the independent variables of the model.  
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Table 6.29: Model Summary 
Model Summary 

Model R R 
Square 

Ad-
justed R 
Square 

Std. 
Error of 

the 
Estimate 

Change Statistics 
 

Durbin-
Watson 

R 
Square 
Change 

F 
Change df1 df2 Sig. F 

Change 

1 .255a .065 .060 .78150 .065 12.704 1 182 .000 1.641 
a. Predictors: (Constant), CQ16 
b. Dependent Variable: CQ28 

Source: SPSS 23 
 
6.8.2.1 Analysis of variance (ANOVA) 

The significance of adjusted R squared can be tested through the F-ratio and its 

associated probability. Meanwhile the F-value = 12.704, which is a ratio of the mean 

square for regression to the residual mean square (Pallant, 2010). The residual 

mean square indicates the difference between the actual value of the dependent 

variable, and the result of the regression equation (Tabachnik and Fidell, 2007). The 

residual difference is significant (p = 0.000) as shown in Table 6.30. The regression 

and residual are calculated from all independent variables or predictors. The F-ratio 

has two degrees of freedom, one related to the number of independent variables 

used in the model, and the other based on sample size.  

 

Table 6.30: ANOVAa 
Model Sum of 

Squares 
df Mean 

Square 
F Sig. 

1 Regression 7.759 2 7.759 12.704 .000b 
Residual 111.154 182 .611   

Total 118.913 183    
a. Dependent Variable: CQ28 
b. Predictors: (Constant), CQ16 

 
6.8.2.2 Standardised coefficient 

The result of the variance inflation factor (VIF) analysis (Table 6.31) demonstrates 

that the VIF values for all the variables do not exceed the threshold generally 

accepted in the literature with values of 3.3 (e.g. Petter, Straub and Rai, 2007), 

which indicate that no multicollinearity problems exist within the variables.  

Betas represent the importance of each variable in explaining the independent 

variable (Pallant, 2005). Also the values represent the change in the dependent 

variable associated with the change in the independent variable. Depending on the t-



 

- 144 - 
 

values, the significance for the betas is shown in Table 6.31. The output from the 

multiple regression analysis is shown in Tables 6.29 to 6.31. The overall multiple 

regression model is significant at a 95% level of confidence with a p-value smaller 

than 0.05. The coefficient table shows how variables contribute to the model or 

equation. From the significance column, there is only one variable that makes a 

statistically significant contribution (p = 0.000) and a corresponding VIF score of 

1.000 as shown in Table 6.31. 

Table 6.31: Coefficients 

Coefficients 
Model Un-

standardized 
Coefficients 

Standar-
dized Co-
efficients 

t Sig. 95.0% Confidence 
Interval for B 

Collinearity 
Statistics 

B Std. 
Error 

Beta Lower 
Bound 

Upper 
Bound 

Tole-
rance 

VIF 

 (Constant) 2.219 .358  6.197 .000 1.512 2.925   
Credit 
supply 

.325 .091 .255 3.564 .000 .145 .505 1.000 1.00
0 

a. Dependent Variable: CQ28 Innovative strategies 

Source: SPSS 23 

 
The causal relationships derived from the regression analysis are summarised in 

Table 6.32 below. 

 

Table 6.32: Factors that influence credit supply to SMEs by banks 

 Predictor  

H1 Transaction costs have a negative and significant influence on credit 
supply to SMEs 

Supported 

H2 Collateral has a positive and significant influence on credit supply to 
SMEs 

Supported 

H3 Lending technology has a positive and significant influence on credit 
supply to SMEs 

Supported 

H4 Creditworthiness has a negative and significant influence on credit 
supply to SMEs 

Supported 

H5 Bank-SME relationship has a positive and insignificant influence on 
credit supply to SMEs 

Not 
Supported 

H6 Lending technology has a positive and significant influence on 
innovative strategy 

Supported 

H7 Innovative strategies has a positive and significant influence on credit 
supply to SMEs 

Supported 
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The correlation and regressions above have highlighted the presence of associations 

between credit supply and its predictor variables. These relationships have portrayed 

interrelationships among variables. These relationships are subjected to more robust 

analyses in order to eliminate any noises inherent in regression analysis and report a 

more robust result using structural equation modelling. 

 
6.9 STRUCTURAL EQUATION MODELLING 

Structural Equation Modelling (SEM) was used to determine the main factors 

influencing supply of credit to SMEs by banks in South Africa. SEM was used to 

estimate all coefficients in the model in order to evaluate the significance and 

strength of the relationships within the model. This model has been adapted in 

previous studies such as Su and Yang (2010).  

Both latent and observable variables are represented by the rectangular shape on 

the model as shown in figure 6.9. The constructs formed the latent variables while 

their indicators or metrics stood for the observable ones. Latent (silent) variables in 

SEM eliminate measurement errors leading to more valid coefficients being 

achieved. This is a common practice as demonstrated by Pallant (2010). As such an 

error term is appended to each observable variable. As shown in Figure 6.6, latent 

variables are connected to each other by two headed arrows that represent the 

covariance between the constructs. On the other hand, the observable variable of 

each construct connects to it by one-headed arrow that represents the causal path 

from the construct to the indicator. 

One of the objectives of the study sought to determine the factors that influence the 

supply of credit to SMEs by banks in South Africa. Based on the estimated multiple 

regression equation of the ordinary least squares, the following hypothetical 

structural equation model (Figure 6.6) was derived and the covariance among the 

explanatory variables estimated. The dependent and explanatory variables are 

defined in Table 6.33 and the proposed model is shown in Figure 6.6.  
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Table 6.33: Definition of variables 

Variable Definition 
TC Transaction costs  

C     Collateral  

LTech  Lending technology  

CW   Creditworthiness  

BSMER  Bank-SME relationship  

IS    Innovative strategies  

RM  Risk management  

CS  (Dependent) Credit Supply  
 

According to figure 6.6, the proposed model hypothesises that credit supply (CS) is 

predicted by transaction costs (TC), collateral (C), lending technology (LTech), 

creditworthiness (CW), Bank-SME relationship (BSMER), innovative strategies (IS) 

and risk management (RM).  

 

Figure 6.6: Proposed model for the determinants of credit supply. 
 
Bank-SME relationship and risk management are observed to have the lowest 

predictive power of credit supply (0.10 and -0.3) respectively and are therefore 

excluded from further analysis. 
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6.9.1 Final Model generated through structural equation modelling (SEM) 
After the preliminary analysis of the hypothesized model shown in Figure 6.9 above, 

the predictor variables transaction costs, collateral, lending technology, credit-

worthiness, innovative strategies and credit supply were retained. All the insignificant 

paths were dropped. The dependent and explanatory variables for the final model 

are defined in Table 6.34 below.  

Table 6.34: Definition of variables in the final model 

Variable Definition 
TC Transaction costs  
C Collateral  
LTech Lending technology 
CW Creditworthiness  
IS Innovative strategies  
CS Credit supply  
e1 Error term 
e2 Error term 

 

The final path diagram and parameter estimates for the model are shown in Figure 

6.7 below. 

 

Figure 6.7:  Determinants of supply of credit 
Note: For each indicator an error term was appended. The error terms were arbitrary names with a term e and a numerical 
value. To indicate the relationships, double headed arrows were used to represent the covariance. The single-headed arrows 
were used to represent the causal relationship between decision variables. Rectangle shape indicates the constructs. 
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6.9.2 Maximum Likelihood estimates 

As suggested by Dion (2008:366) the parameters are estimated by maximum 

likelihood (ML) methods rather than by ordinary least square (OLS) methods. 

According to Pallant (2010) OLS methods minimise the squared deviations between 

the values of the criterion variable and those predicted by the model. Also, Dion 

(2008) supports this position by observing that ML (an iterative procedure) attempts 

to maximise the likelihood that obtained values of the criterion variables are correctly 

predicted. Regression weights for the model variables were computed and presented 

in Table 6.35 below. 

Table 6.35: Regression Weights: (Group number 1 – Default model) 

   Estimate S.E. C.R. p 
Innovative Strategies  <--- Lending technology  0.328 0.091 3.608 0.000 

Credit Supply  <--- Transaction costs  -0.174 0.098 -1.783 0.075 

Credit Supply  <--- Collateral  0.258 0.093 2.778 0.005 

Credit Supply  <--- Lending technology  0.419 0.080 5.240 0.000 

Credit Supply  <--- Innovative strategies  0.183 0.054 3.365 0.000 

Credit Supply  <--- Creditworthiness  -0.447 0.104 -4.308 0.000 

Credit Supply  <--- Bank-SME relationship  0.140 0.108 1.298 0.194 

Credit Supply  <--- Risk management  -0.086 0.144 -.599 0.549 
Estimate = estimated path coefficient (prediction) for arrows in the model 
Se = standard error 
CR = critical ratio 
P = probability value (<0.05 = significant at the 1% level *** [Garson, 2009] 
 

6.9.3 Standardised regression weights 

The path coefficients in Table 6.35 closely match those which are obtained from 

multiple regressions and are significant at the five percent error level, ranging from 

0.000 to 0.075. Collateral, lending technology and innovative strategies were found 

to have a positive and significant relationship with the supply of credit (p<0.05). 

Transaction costs and creditworthiness had a negative and significant (p<0.05) 

influence on credit supply. However, the coefficient for transaction costs was (-

0.174), indicating a significant negative influence on credit supply (p<0.10). It is 

observed that lending technology has the highest contribution to credit supply (.419 

or approximately 42%). The contribution of the variable innovative strategies to credit 

supply (0.183), though significant, is observed to command the lowest direct effect. It 
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is interesting to note that bank-firm relationship (p=0.194) and risk management 

(p=0.549) have an insignificant relationship with credit supply, suggesting that they 

are not important predictors of SME lending.  

  

Table 6.36 below shows the bidirectional correlations between dimensions and the 

simple correlations between exogenous variables (predictor variables). Most of them 

are significant, with the p-value ranging from 0.000 to 0.005.  

 

Table 6.36:  Co-variances: (Group number 1 – Default model) 

   Estimate S.E. C.R. p 

Collateral  <--> Risk management   0.274 0.037 7.473 0.054 

Risk management <--> Lending technology   0.059 0.021 2.791 0.972 

Creditworthiness  <--> Risk management   -0.182 0.034 -5.432 0.006 

Bank-SME relationship  <--> Risk management  -0.013 0.014 -.940 0.347 

Creditworthiness  <--> Bank-SME r/s  -0.260 0.034 -7.553 0.000 

Bank-SME relationship  <--> Lending technology  0.201 0.033 6.131 0.000 

Collateral  <--> Bank-SME relationship  0.092 0.024 3.790 0.000 

Transaction costs  <--> Bank-SME relationship  -0.262 0.037 -7.145 0.000 

Creditworthiness  <--> Lending technology  -0.137 0.030 -4.534 0.000 

Collateral  <--> Creditworthiness  -0.022 0.023 -.969 0.333 

Transaction costs  <--> Creditworthiness  0.272 0.036 7.485 0.000 

Collateral  <--> Lending technology  0.059 0.024 2.509 0.012 

Transaction costs  <--> Lending technology  -0.171 0.033 -5.097 0.000 

Transaction costs  <--> Collateral  0.010 0.025 .415 0.678 

Source: SPSS23 
 
 
6.9.4 Squared multiple correlations 
 
Table 6.37: Squared multiple correlations: (Group Number 1 – Default model) 
 Estimate 
CQ28 Innovative strategies 0.067 

CQ Credit supply 0.578 
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Finally, Table 6.37 above shows that about 58 percent of the credit supply model is 

explained by the predictor variables such as creditworthiness, collateral, innovative 

strategies and lending technologies as indicated in the model presented earlier in 

Figure 6.7. The squared multiple correlation coefficient gives the proportion of the 

variability in the item indicators, which is due to the respective latent construct; each 

having 0.067 for innovative strategies and 0.578 for credit supply. A high squared 

multiple coefficient (R2) implies that there is strong correlation between variables 

(Pallant, 2010).  

 
6.9.5 Final model fit SEM using goodness of fit indices 

In keeping with Hair et al. (2014), more robust tests were applied using the goodness 

of fit indices. Fit indices are used to inform the researcher how closely the data fit the 

model. Consequently, the analyses of the goodness of fit indices for the 

hypothesized model was done and the results are presented are shown in Table 

6.38.  

 

Table 6.38:  Summary of the model evaluation regarding overall fit measurement 

Index Recommended value Output  Remark 
Likelihood ratio Chi 
Square (CMIN)  

< 0.05 0.000 Very good 

Goodness-Of Fit Index 
(GFI) 

≥0.95 (not generally 
recommended 

1.000 Very good 

Tucker Lewis Index (TLI) ≤ 1 (values close to 1 indicate a 
very good fit) 

0.000 Good 

Comparative Fit Index 
(CFI) 

≤ 1 (values close to 1 indicate a 
very good fit) 

1.000 Very good 

Root Mean Square Error 
of Approximation 
(RMSEA) 

<0.05 to 0.08 with confidence 
interval 

0.214 Insignificant, 
therefore poor 
model fit 

Normed Fit index (NFI) ≤1 (values close to 1 indicate a 
very good fit); indices < 0.9 can 
be improved substantially. 

1.000 Very good 

Source: SPSS 23 

 

As shown in Table 6.38, the measurement model test presented a good fit between 

the data and the proposed measurement model. Almost all the indices confirm that 

all the sample data fit the model significantly. Only the root mean square error of 
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approximation (RMSEA) showed a poor model fit. However, as the majority of 

indices confirmed a good model fit, results of the RMSEA index were discarded. 

PCLOSE is the p-value which tests whether the null hypothesis of the RMSEA is less 

than 0.05.  Consistent with Hair et al. (2014) it was concluded that the model fits the 

data being tested. Therefore, the hypothesized structural model for this study is 

validated and accepted.  

 

Following on the above observation, it can be concluded that the model fits the data 

well and the next step is to consider the causal paths of the model. The path 

coefficients in the SEM model represent the unstandardized regression coefficients. 

Properties of the causal paths (unstandardized path coefficients (β), standard error 

of regression weight, probability values and hypotheses result) are shown in Table 

6.39 and 6.40 respectively. Unstandardised coefficients describe the association 

between credit supply and one unit change in the other variables. From Table 6.39, it 

is shown that one unit increase in lending technology leads to about 42% increase in 

credit supply. 

 

Table 6.39: The unstandardized regression weights and the corresponding 
probability values 
 
Construct Path Construct Unstandar-

dised  
Path 

coefficients (β) 

Standard 
Error of 

Regression 
Weight 

Pro-
bability 

Hypothesis 
Result 

Credit 
supply 

<--- Transaction 
costs 

-0.174 0.098 0.075 Reject H0 
at α = 0.10  

Credit 
supply 

<--- Collateral 0.258 0.093 0.005 Reject H0 
at α = 0.05 

Credit 
supply 

<--- Lending 
technology 

0.419 0.080 0.000 Reject H0 
at α = 0.05 

Credit 
supply 

<--- Innovative 
strategies 

0.183 0.054 0.000 Reject H0 
at α = 0.05 

Credit 
supply 

<--- Credit-
worthiness 

-0.447 0.104 0.000 Reject H0 
at α = 0.05 

Credit 
supply 

<--- Bank-SME 
relationship 

0.140 0.108 0.194 Fail to reject H0 
at α = 0.05 

Credit 
supply 

<--- Risk 
Management 

-0.086 0.144 0.549 Fail to reject H0 
at α = 0.05 

Innovative 
strategies 

<--- Lending 
technology 

0.328 0.091 0.000 Reject H0 
at α = 0.05 

Source: SPSS 23 
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Table 6.40 below presents a summary of the results of the hypotheses that have 

been tested through the use of the structural equation modelling technique. 

 

Table 6:40: The result of the hypothesis testing 

 

This study is concerned with an empirical investigation of factors that could affect 

credit supply to SMEs in the Gauteng province of South Africa. The hypothesised 

structural model indicates that credit supply confirms a good model fit.  

 

The results of this study have revealed that a new credit supply model (see Figure 

6.7) can be compiled that would explain the factors that could influence the supply of 

credit to SMEs. As shown in Table 6.55 transaction costs (β = -0.174, p= 0.075) and 

creditworthiness (β = -0.447, p= 0.000) were found to have a negative and significant 

influence on credit supply. This implies that credit supply to SMEs decreases with 

increasing transaction costs associated with SME loan administration increases. This 

result is in line with the findings of Khan and Hussain (2011) who found transaction 

costs to have a negative influence on credit demand. This result is also consistent 

with the findings of Stiglitz and Weiss (1981) which indicate that credit supply 

decreases with increasing transaction costs due to information asymmetry. On the 

other hand, collateral (β = 0.258; p = 0.005), lending technology (β = 0.419; p = 

0.000), and innovative strategies (β = 0.183; p = 0.000) were found to have a 

positive and significant influence on credit supply; whereas bank-SME relationship (β 

= 0.140; p = 0.194) and risk management (β = 0.381; p = 0.549) were reported to 

Hypothesis Hypothesis statement Result 

H1 Transaction costs has an influence on credit supply Supported 

H2 Collateral has an influence on credit supply Supported 

H3 Lending technology has an influence on credit supply Supported 

H4 Innovative strategies has an influence on credit supply Supported 

H5 Creditworthiness has an influence on credit supply Supported 

H6 Bank-SME relationship has an influence on credit supply Not supported 

H7 Risk Management has an influence on credit supply Not supported 

H8 Lending technology has an influence on innovative 
strategies 

Supported 
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have insignificant influences on credit supply. Bank-firm relationship was observed to 

be positive and insignificant, suggesting that it is a vital factor in the supply of credit 

to SMEs. 

 

Lending technology is the most significant predictor (β = 0.419) which influences 

credit supply in this study. Therefore, software technology makers and banks must 

focus on producing software that can easily be integrated and is compatible with the 

SMEs legacy. Easy integration is the key to determine whether a SME will adopt the 

new technology or vice versa. As a recommendation, a detailed descriptive research 

should be done in order to assess the credit supply level of the banks before 

identifying the predictors of credit supply. 

   

These results suggest that banks need to concentrate more on improving the lending 

technologies in order to improve credit supply to SMEs. However, lending technology 

has a significant indirect effect on credit supply through innovative strategies as 

shown in Figure 6.7. This implies that banks have to use innovative strategies such 

as correspondent banking and psychometric testing in order to reach as many SMEs 

as possible. These results concur with those of Chironga et al. (2012), Stephanou 

and Rogriguez (2008) which were dealt with in Chapter 3. 

 

6.10 SUMMARY OF THE RESULTS FOR THE BANK SURVEY 

The chapter reported and analysed the results from the empirical research. The 

descriptive statistics relating to each question of the questionnaire were presented, 

wherein the frequencies were described. Taking into account the weaknesses of the 

descriptive statistics, factor analysis, correlation, regression and structural equation 

modelling (SEM) methods were employed for robustness.  

The majority of the banks were observed to be involved with SMEs to a very large 

extent with most of them having separate SME units responsible for SME relations. 

The study also revealed that the perceived profitability of the SME segment is the 

most important driver of the banks’ involvement with SMEs. Despite their interest in 

getting involved with SMEs, banks are faced with a number of challenges that deter 

them from funding SMEs. The challenges include macroeconomic, bank specific and 

firm-specific factors. Consequently banks have to manage the credit risk associated 
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with SME lending in order to maximise the return while maintaining the operational 

risks at a minimum (Moosa, 2007). 

Supply of credit was found to be a function of transaction costs, collateral, lending 

technology, creditworthiness and innovative strategies. However, bank-SME 

relationship and risk management were found to have an insignificant influence on 

credit supply. It can therefore be concluded that the chapter has demonstrated the 

endogenous and exogenous variables in the credit supply function by banks. The 

following section gives an analysis of results based on the SME questionnaire.  

 

 

 

 

 

 

 

  



 

- 155 - 
 

PART TWO:  ANALYSIS OF THE RESULTS OF THE SMEs SURVEY 
 

6.11 INTRODUCTION 
As suggested by the literature, if SME access to finance is improved, this sector of 

the economy will be able to contribute more meaningfully to economic development 

and job creation in a country where almost a quarter of the total population is 

unemployed. The study aimed at uncovering the challenges that are confronted by 

SMEs and the factors that influence the SME access to bank finance. This section 

presents the findings of the questionnaire with reference to the SMEs survey. The 

overall objective of the SME survey was to shed some light on the problems and 

dilemnas associated with SME financing as perceived by the SMEs. Therefore, the 

results of the analysis should be seen as complementary to the conclusions drawn 

from the bank survey. The sixth objective of the study was to determine the 

challenges faced by SMEs in accessing bank finance. The seventh objective was to 

determine the factors which influence the access of bank credit by SMEs in South 

Africa. The next section presents the findings of the analysis of the SME survey. 

    

6.12 CHARACTERISTICS OF THE SAMPLE 
A total of 262 SMEs owners/managers participated in the study out of an intended 

target of 400 respondents. The response rate was 65.5% which was an acceptable 

response since it was a self-administered questionnaire. According to Leedey and 

Ormrod (2010), the response rate of questionnaires is sometimes low, even below 

50%. To that extent, the response rate for this study passes the basic requirement 

and it is thus considered a statistically good response rate.  The socio-demographic 

information of the sample is presented in Table 6.41. 
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Table 6.41: Characteristics of the SMEs respondents in the sample 

VARIABLE CATEGORY F % 
Gender Male 148 56.5 

 Female 114 43.5 

 Total 262 100.0 

Age in years Below 30 years 82 31.3 

 30 – 39 years 63 24.0 

 40 – 49 years 75 28.6 

 50 – 59 years 38 14.5 

 60 years and above 4 1.5 

 Total 262 100.0% 

Level of education None 5 1.9 

 Standard 8/ Grade 10 23 8.8 

 Standard 9/ Grade 11 12 4.6 

 Standard 10/ Grade 12 53 20.2 

 Diploma/certificate  78 29.8 

 Professional (e.g. CA) 11 4.2 

 University degree 52 19.8 

 Post graduate degree 28 10.7 

 Total 262 100.0 

Ownership of 
business 

Inherited from family 31 11.9 

 Formed the business (started 
from scratch) 

190 72.8 

 Bought the business 31 11.9 

 Franchise 9 3.4 

 Total 261 100.0 

Length of business 
in operation  

At most a year 39 14.9 

 2 - 3 years 65 24.9 

 4 – 5 years 53 20.3 

 6 – 10 years 58 22.2 

 More than 10 years 46 17.6 

 Total 261 100.0 
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6.12.1: Gender 
The respondents were asked to indicate their gender. This had a dual purpose; 

firstly, to determine whether there was a gender balance in the sector and secondly, 

to establish the influence, if any, of gender on the access of bank finance. As shown 

in Table 6.20, all respondents indicated their gender. About 56.5% (n=148) of the 

respondents were males whilst 43.5% (n=114) were females (n-32; 41.0%). Thus the 

ratio of males to females was almost 3:2.  

 

The response shows that the SME industry in Gauteng is dominated by males. 

According to GEM (2010) the ratio of male to female participation in the SME sector 

may reflect the impact of culture and customs regarding female participation in the 

economy. This may also be an indication that more males are resorting to starting 

their own businesses in an effort to create employment. 

 

6.12.2 Age of the entrepreneur 
In terms of age, 31.3% (n=82) of the respondents were below 30 years whilst 24 % 

(n=63) were between 30-39 years. It can be concluded that the majority of the 

respondents were below 40 years of age.  This is normally the active workforce age 

group. Only 1.5% (n=4) are 60 years and above. It can be deduced that the need to 

start and operate a business tends to reduce with age. According to GEM (2010), 

increased entrepreneurial activity is an indication of a maturing entrepreneurial 

population in South Africa, who regard entrepreneurship as a career of choice. GEM 

(2010) further affirms that men in South Africa are 1.5 times more likely to be involved 

in entrepreneurial activities than women. Therefore, it can be safely concluded that 

the results of this study are a true reflection of the situation in South Africa. 

 

6.12.3 Educational level 
According to the GEM (2010) education increases an individual’s belief in starting a 

business and the possibility that the business will survive beyond the start-up phase. 

It is therefore important to understand the education levels of SME owner managers. 

Respondents were therefore asked to indicate their level of education. Close to 30% 

of the respondents have either a university degree or post graduate degree. Those 

with a diploma or a professional course were 34% while 64.5% of the respondents 

had tertiary qualifications. This observation may be attributed to the increasing 



 

- 158 - 
 

unemployment rate in South Africa. Due to the high level of unemployment, more 

graduates are turning to self-employment through the establishment of their own 

businesses. This is contrary to the traditional belief that SME operators are assumed 

to be those with no education.  

 

6.12.4 Business Ownership 
The majority of the respondents, that is, 72.8% indicated that they started their own 

businesses as entrepreneurs, whilst 11.9% inherited from family and the same 

proportion bought the business. A minority obtained their businesses through the 

Industrial Development Corporation (IDC). It can therefore be concluded that the 

majority of the participants started their business thus, in a way, alleviating the 

unemployment problem in South Africa.  

 

6.12.5 Age of the Enterprise 
The survey also sought to determine the age of the enterprises that were included in 

the sample. This was essential because enterprise age influences the use of 

different sources of financing, and hence the capital structure. In terms of the 

number of years in business, the largest proportion of 24.9% has been in existence 

for 2 – 3 years whilst 14.9% have been in business for at most a year. Thus 40% of 

the enterprises have been in existence for almost 3 years. The distribution of age of 

the business is almost normally distributed. About 22% of the respondents suggest 

that their businesses have been operating for between 6 and 10 years, whilst 17.6% 

of the enterprises are older than 10 years. It is believed that the reputational capital 

held by older firms is sufficient to ensure that the risk of default of the bank credit is 

minimized.  

 
6.12.6 Economic sector 
Some of the SMEs tend to be involved in more than one sector of the business. 

These are some of the strategies used by SMEs for survival in such a way that if 

one sector collapses then the other sector will still be viable. There were 257 

participants who indicated the sector(s) they operated in.  
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Table 6.42: Economic sector SMEs are operating in 

Provider Frequency % Rank 

Finance, real estate and business services 67 26.1 1 

Wholesale, retail trade, hotels and restaurants 56 21.8 2 

Transport, storage and communications 44 17.1 3 

Manufacturing 25 9.7 4 

Electricity, gas and water 24 9.3 5 

Agriculture, forestry and fishing 23 8.9 6 

Construction 16 6.2 7 

Mining and quarry 8 3.1 8 

 

Based on Table 6.42, the largest proportion of SMEs are in the finance, insurance, 

real estate and business services sector (26.1%), wholesale, retail trade, hotels and 

restaurants (21.8%) and transport storage and communications (17.1%). These are 

the sectors where the bank employee participants indicated that the funding has not 

increased. In comparison, the results of the bank questionnaire showed that the top 

most sectors where there had been an increase in loan approval was agriculture, 

forestry and fishing, and electricity, gas and water. It therefore means that most of 

the SMEs are not operating in the prioritised sectors for bank loans.  

 

However, the results concur with those of the bank survey in that fewer firms 

operate in the mining and construction sectors, possibly due to the volatility sparked 

by labour strikes in these industries in recent years. The same findings are echoed 

by Drakos and Giannakopoulos (2012) who determined that firms operating in the 

mining sector in Italy witnessed the highest credit rationing. According to Musara 

and Fatoki (2012), SMEs in the Gauteng province contribute 52 - 57 percent to 

gross domestic product (GDP) at provincial level, and provide 61% of employment 

and 36% on GDP at national level. This affirms the importance of SMEs towards 

South Africa’s economic growth. 
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6.12.7 Enterprise size 
Enterprise size has been viewed as a determinant of a business’ capital structure. 

Several reasons have been put forward to justify this assertion. Firstly, smaller 

enterprises find it costly to resolve information asymmetry problems with potential 

lenders, resulting in limited access to finance. Consequently they face higher 

transaction costs and interest rate charges, and this discourages the use of external 

financing. According to Berger and Udell (1998), such effects are more predominant 

among SMEs because they are more informationally opaque than large enterprises. 

For this study, size is measured using the number of employees as operationalized 

in section 1.2.5. 

 

The empirical results indicate that the minimum number of employees was one and 

the maximum was 54. It can be noted that there are SMEs where the owner is the 

only employee. Thus on the average, the SMEs have nine employees. The 

distribution of the number of employees is shown in Figure 6.8. 

 
Figure 6.8: The number of employees in the business  
 

As shown in Figure 6.8 approximately 50% of the SMEs have an average of nine 

employees in their organization. The standard deviation was 7.763 giving a 

coefficient variation of 78.41%. One can conclude that 68% of the SMEs employ 

between one and sixteen workers. The distribution of employees is positively 
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skewed as depicted in the histogram in Figure 6.8. Based on the average number of 

people employed by the SMEs in the sample, it can be concluded that the majority 

of the SMEs are small and would find it difficult to access external financing. 

 

6.12.8 The classification of the enterprises 
The respondents were asked to indicate the classification of their businesses. The 

purpose was to determine the relationship between the entrepreneurial classification 

of the businesses and access of these businesses to bank finance. The empirical 

survey found that the majority of the enterprises were private companies (43.2%) 

while 35% were close corporations as shown in Figure 6.9.  
 

 
Figure 6.9: The classification of the enterprises 

 

One can conclude that in terms of classification of a SME, some of the businesses 

are either private companies or close corporations. The number of private 

companies being registered is increasing due to the implementation of the new 

Companies Act 71 of 2008 which calls for the phasing out of the close corporations 

with effect from 1 May 2011. The new Act also made provision for the conversion of 

Close Corporations to private companies without cost. The more formal the SME, 

the greater its potential to contribute to the economy. 
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In addition, the postulated effect of the legal form of business on financing is related 

to the extent that it affects the availability of particular forms of financing. Storey 

(1994) argues that while some may consider the benefits of limited liability as the 

critical decision in the choice of legal form of the business, the limited liability gain is 

fictitious in reality (Migiro, 2005). Based on the argument above, banks may 

perceive incorporation as a good signal of credibility and formality of operations. It 

further serves as an indicator of growth potential. For example, Coleman and Cohn 

(2000) found evidence suggesting a positive relationship between leverage and 

incorporation. It may therefore be argued that since this form of business utilizes 

bank finance more efficiently, SMEs are therefore at an advantageous position to 

access bank financing.  

 

6.13 FINANCIAL INFORMATION 
The choice of lending technology determines the availability and cost of finance for 

SMEs which consequently influences the firm’s investment policy and ultimately the 

overall performance. In order to get views on SME access to finance, the 

owners/managers were asked to give their financial information and opinion on their 

experiences with the financial institutions. The next section reports on the findings 

pertaining to bank-SME relationships. 

 

6.13.1 Bank-SME relationship 
Close to 256 respondents indicated the banks they had a relationship with. As 

indicated in Table 6.43, about 50.4% of the respondents bank with the 

Amalgamated Banks of South Africa (ABSA), 41% with Standard bank South Africa, 

32% with First national Bank (FNB) and 29% with Nedbank.  

 

Thus, most of the SMEs have banking relationships mainly with the commercial 

banks of South Africa namely ABSA, Standard Bank of South Africa, First National 

Bank (FNB) and Nedbank. A few also deal with Investment banks (7.4%) and Post 

banks (4.7%). The results in Table 6.43 are an indication that commercial banks are 

still the financial institutions of choice for external financing for the sampled SMEs. 

Commercial banks have a competitive advantage over small banks in terms of size, 

value of assets and geographic distribution. It can be argued that although SMEs 
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have difficulty in accessing bank finance, they still look up to commercial banks for 

their financing needs.  

 
Table 6.43: Bank-SME relationship with 

Provider Frequency % Rank 

ABSA 129 50.4 1 

Standard Bank South Africa 106 41.4 2 

FNB 82 32.0 3 

Nedbank 74 28.9 4 

Investment banks e.g. Investec 19 7.4 5 

Saving banks e.g. Post Office 12 4.7 6 

Development banks e.g. Land bank 3 1.2 7 

Micro Finance Institutions 1 0.4 8 

Capitec 1 0.4 9 

 

6.13.2 Duration of bank-firm relationship 
The respondents were asked to indicate the duration they had maintained an 

account with their main bank. This information was important in order to determine 

whether a long relationship with one bank would enable the bank managers to 

understand the business of their clients and hence advance the required credit 

accordingly. According to the empirical results, the largest proportion, that is 25.1%  

had maintained an account with their main bank for a period between 2-3 years, 

followed by 4-5 years (23.2%) and 18.5% for 6-10 years and above  shown in Table 

6.44. 

 
Table 6.44: Duration of bank-SME relationship  

Period Frequency % Rank 

At most a year 38 14.7 1 

2 -3 years 65 25.1 2 

4 – 5 years 60 23.2 3 

6 – 10 years 48 18.5 4 

More than 10 years 48 18.5 5 

 233 100.00  
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The distribution of the duration of the relationship with the bank is also in line with 

the number of years the business has been operating. It might be suggesting that 

most of the SMEs have kept an account with one bank since the business inception. 

The results therefore suggest low bank mobility (SMEs maintain stable relationships 

with their main bank) among SMEs in the study. Theory suggests that SMEs that 

form long relationships with a principal bank secure several advantages, including 

lower interest costs, greater credit availability, lower collateral demands, and 

protection against credit rationing during periods of financial distress (Drakos and 

Giannakopoulos, 2012). 

 

According to Diamond (1989:4), bank-firm relationships enhance reputation. The 

reputation of a firm may be measured as a function of variables such as firm age 

and the duration of the relationship with the main bank. A positive relationship may 

be expected between a long bank-SME relationship and access to finance.  

 

6.13.3 Sources of finance 
There were 255 respondents who indicated their source of finance for their 

businesses. The question was a multiple response where some respondents gave 

more than one source of finance. The information is shown in Table 6.45. 

 

Table 6.45: Sources of SME finance 

Source Frequency % Rank 

Personal savings 157 61.6 1 

Loans from family/friends 106 41.6 2 

Trade credit   99 38.8 3 

Bank finance (overdraft, loans and credit cards)  83 32.5 4 

Retained earnings 32 12.5 5 

Leasing or hire purchase  27 10.6 6 

Equity (shares, venture capital, business angels) 24 9.4 7 

Microfinance (loan sharks) 14 5.5 8 

Government guarantee scheme  7 2.7 9 

Factoring (discounting of debts) 1 0.4 10 
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The results from Table 6.45 show that the most commonly used source of financing 

was personal savings (61.6%) followed by loans from family/friends (41.6%), trade 

credit (38.8%) and bank financing with 38.8% of the responses. This finding is 

consistent with previous research such as Migiro (2005) in Kenya, Akuetteh (2009) 

in Ghana, and Fatoki (2010) in South Africa. The findings are also consistent with 

those from developed countries (see section 3.4.1). For example in the US, 47% of 

small businesses relied on personal savings to finance their businesses. The results 

show that there is an increasing use of trade credit in an effort to close the financial 

gap created by the constrained access to bank finance. Only 9% of the respondents 

have access to equity finance due to the high trading requirements. However, most 

SMEs cannot meet these requirements as discussed in section 3.4.2. 

 

Bank finance, comprising of bank loans, overdraft and credit card, was cited by 

32.5% of the respondents as a source of finance for their business. The low use of 

bank loans is a result of information asymmetry which is higher with respect to small 

businesses (Stiglitz and Weiss, 1981). SMEs are unable to provide collateral as 

security for their loan applications (Bhaird and Lucey, 2008), and also lack credit 

history and business experience (Green, 2003).  

 
6.13.4 Access to finance  
The study also sought to establish financial information relating to the access to 

bank finance as discussed below. 

 

6.13.4.1 Number of loans received 

The respondents were asked to indicate the number of loans they had accessed in 

the past three years. About 57.4% of the respondents applied for a bank loan whilst 

42.6% did not apply at all. Of those who applied, 59.9% had their loan applications 

approved whilst 40.1% had their applications rejected. Figure 6.10 below shows the 

number of bank loans received in the last three years.  
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Figure 6.10: Number of loans received in the last three years 
 

As shown in Figure 6.10, a large proportion of respondents either got one (38.9%) or 

two (33.7%) loans over the past three years. Only 6.3% received more than three 

loans. However, most respondents indicated that bank finance was mainly short-

term in the form of credit card facility and bank overdraft.  

 

6.13.4.2 Type of loans held with the main bank 

The respondents were asked to indicate the type of loans they have with their main 

bank. The results of the multiple response questions are presented in Table 6.46. 

The majority of the respondents tend to have a bank overdraft or credit card facility 

with the main bank. Close to half also have long term loans and almost 40% tend to 

have short-term loans and medium-term loans. The findings imply that most SMEs 

make use of short-term credit from the banks because it usually does not require 

collateral. Most of these short-term loans are unsecured, hence the interest rate 

charged on these loans is high (NCR, 2011).  
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Table 6.46: Type of loan sourced from main bank 

Type of loan Frequency % of cases Rank 

Bank overdraft 73 64.0 1 

Credit card 66 57.9 2 

Long-term loans (over 5 years) 52 45.6 3 

Short-term loans (up to 1 year) 47 41.2 4 

Medium-term loans (1 - 5 years) 41 36.0 5 

None 19 6.4 6 

 
6.13.4.3 Collateral 
Previous studies on the relationship between collateral and access to bank finance 

have indicated that a lack of collateral to the satisfaction of the banks is a constraint 

to SMEs seeking external finance, particularly bank credit. It has also been 

established that the mismatch between supply and demand in the financial market 

is partly a result of lack of collateral (Stiglitz and Weiss, 1981; Levy, 1993). The 

results from the study indicate that collateral is a prerequisite for SMEs to access 

bank finance as shown in Table 6.47. The respondents were asked to indicate the 

extent to which they used property and investments, personal assets and accounts 

receivable as collateral to secure their bank loans. The categories to a “very large 

extent” and “to a large extent” were combined to give the rankings in Table 6.47. 

Table 6.47 shows that very few SMEs make use of property and investment (9.6%), 

personal assets (8.3%) or accounts receivable (8.0%) as collateral. These are the 

types of collateral requested by the banks as security for loans taken. The findings 

imply that the majority of SME operators do not have sufficient collateral required by 

the bank as security against the loan applications. According to Drakos and 

Giannakopoulos (2012), collateral pledged by borrowers may help mitigate the 

problem of adverse selection faced by the banks when lending to SMEs. This could 

be a result of opaque information that characterises small businesses. 
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Table 6.47: The extent of use of collateral to source bank loans 

 
Statement 
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Property and investments 9.6% 
(8) 

 8.4% 
(7) 

14.5% 
(12) 

67.5% 
(56) 

83 1 

Personal assets of owner (e.g. 
house) 

8.3% 
(7) 

 18.8% 
(16) 

27.1% 
(23) 

45.9% 
(39) 

85 2 

Accounts receivable (e.g. 
government contract) 

8.0% 
(7) 

 21.8% 
(19) 

33.3% 
(29) 

36.8% 
(32) 

87 3          

 

These findings corroborate those of Van Aardt Smit and Fatoki (2012) in South 

Africa and the problems of information asymmetry can thus be mitigated through the 

pledging of collateral by the borrower so as to secure credit facility. This also 

confirms the findings by De la Torre, Martinez Peria and Schmukler (2010) that 

collateral reduces information asymmetry between the SME and the lender.                         

        

6.13.4.4 Reasons for rejection of loan application 
The respondents were further asked to indicate the reasons for the rejection of their 

loan applications. The scale items “to a large extent” and “to a very large extent” 

were combined to give the rankings in Table 6.48.  
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Table 6.48: Reasons for the rejection of SME loan applications 

 
Statement 

Level of Extent 
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Lack of collateral 84.1% 
(43) 

 7.9% 
(5) 

3.2% 
(2) 

4.8% 
(3) 

63 1 

Lack of contribution  towards 
the project 

82.6% 
(52) 

 9.5% 
(6) 

- 7.9% 
(5) 

63 2 

Inadequate credit history of 
the firm 

77.0% 
(50) 

 13.8% 
(9) 

1.5% 
(1) 

7.7% 
(5) 

65 3          

Inability to repay the loan 65.1% 
(41) 

 19.0% 
(12) 

4.9% 
(3) 

11.1% 
(7) 

63 4 

Poor credit record of 
applicant(s) 

58.5% 
(38) 

 9.2% 
(6) 

10.8% 
(7) 

21.5% 
(14) 

65 5 

No relationship with the bank 54.1% 
(33) 

 31.1% 
(19) 

1.6% 
(1) 

13.1% 
(8) 

61 6 

Lack of comprehensive 
business plan 

34.9% 
(22) 

 46.0% 
(29) 

7.9% 
(5) 

11.1% 
(7) 

63 7 

Non-compliance with the 
National Credit Act (NCA) 

-  46.2% 
(30) 

29.2% 
(19) 

15.4% 
(10) 

65 8 

Project evaluated by bank as 
too risky 

6.2% 
(4) 

 12.5% 
(8) 

3.1% 
(2) 

78.1% 
(50) 

64 9 

Lack of profitability of the firm -  3.2% 
(2) 

6.5% 
(4) 

85.5% 
(53) 

62 10 

 

Table 6.48 indicates that the main reason for rejection of loan applications is the lack 

of collateral (84.1%), followed by lack of owner contribution towards the project 

(82.6%), inadequate credit history of the firm (77%), inability to repay the loan 

(65.1%), and lack of a relationship with the bank (54.1%). Other factors include lack 

of comprehensive business plans (34.9%) and projects being evaluated as too risky 

by the banks (6.2%). Lack of profitability was considered not to be important at all 

(85.5%) by the majority of the SMEs. It can thus be concluded that lack of collateral 

is the main reason for the rejection of SME loan applications by banks. These 

results are consistent with those of Akuetteh (2009) in Ghana and Newman (2010) 

in China. For the SMEs, non-compliance with the National Credit Act (NCA) is not an 

important reason for the rejection of their loan applications.  
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These findings are in line with those of the bank survey except for the issue of 

relationship with the bank. 54.1% of the SMEs were of the opinion that bank-SME 

relationship influences their access to bank credit whereas only 16.5% of the bank 

respondents indicated that a lack of banking relationship might contribute to a loan 

being rejected.  

 

6.13.4.5  Reasons for not currently having a bank loan 
For the respondents who had not applied for a loan, the study sought to determine 

the reasons for not doing so. The results of the analysis are shown in Table 6.49. 

 

Table 6.49: Reasons for not currently having a loan with bank 

Period Frequency % Rank 
Our firm did not apply for a loan 118 69.4 1 

Our application was turned down 50 29.4 2 

Our application for the loan is still pending 2 1.2 3 

 170 100.00  
 

From Table 6.49 it can be observed that the largest proportion of SMEs (69.4%) 

indicated that their firm did not apply for a loan, 29.4% had their loan applications 

declined whilst only 1% of the respondents had pending loan applications. This 

result indicates evidence of self-credit rationing as the majority of the SMEs did not 

apply for a loan possibly due to fear of rejection and lack of collateral. Similar 

findings have been established by Kundid and Ercegovac (2011) in Croatia and 

Akuetteh (2009) in Ghana.  

 

For the respondents who had not applied for a bank loan, the study sought to 

determine the reasons for not applying. Research results indicated five main 

reasons why respondents would not apply for a loan. Scale items “to a very large 

extent” and “to a large extent” were grouped together to make up the rankings 

indicated in Table 6.50 below.  
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Table 6.50: Reasons for not applying for a bank loan 

 
Statement 
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High interest rates  80.4% 
(86) 

 10.3% 
(11) 

1.9% 
(2) 

7.5% 
(8) 

107 1 

Lack of collateral  74.2% 
(79) 

 16.8% 
(18) 

2.8% 
(3) 

6.5% 
(7) 

107 2 

Application procedures are too 
burdensome 

47.6% 
(50) 

 38.1% 
(40) 

1.9% 
(2) 

12.4% 
(13) 

105 3 

Discouraged by bank 
requirements 

46.2% 
(50) 

 22.2% 
(24) 

4.6% 
(5) 

26.9% 
(29) 

108 4 

Fear of rejection 19.6% 
(6) 

 30.8% 
(33) 

4.7% 
(5) 

44.9% 
(48) 

107 5 

 

According to Table 6.50 the main reasons given by the respondents were high 

interest rates (80.4%), lack of collateral (73.8%), burdensome application 

procedures, (47.6%), discouragement by the bank requirements (46.2%), and fear of 

rejection (19.6%). This implies that there is an element of self-credit rationing among 

the SMEs as evidenced by fear of rejection and discouragement by unattainable 

bank requirements. These findings concur with those of Akuetteh (2009) and 

Gianetti (2012). It can therefore be inferred that the study suggests that some of the 

SMEs perceive themselves as ineligible to obtain bank credit because of the inability 

to meet most of the bank lending conditions. 

 

6.13.4.6 Asset structure 
The respondents were asked to indicate the capital structure of their businesses in 

the last calendar year. The results of the analysis are presented in Table 6.51. 
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Table 6.51: The estimated capital structure of the enterprise   

 
Aspect 
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Fixed assets (buildings 
and machinery) 

31.3% 
(72) 

12.2% 
(28) 

9.1% 
(21) 

17.8% 
(41) 

13.0% 
(30) 

16.5% 
(38) 

230 

Total current assets (cash 
and debtors) 

21.1% 
(51) 

27.3% 
(66) 

23.1% 
(56) 

13.2% 
(32) 

6.2% 
(15) 

9.1% 
(22) 

242 

Total short-term loans (up 
to 12 months)  

42.9% 
(36) 

39.3% 
(33) 

10.7% 
(9) 

1.2% 
(1) 

2.4% 
(2) 

3.6% 
(3) 

84 

Long-term debt (more 
than 5 years e.g.  

11.1% 
(10) 

3.3% 
(3) 

12.2% 
(11) 

13.3% 
‘(12) 

28.9% 
(26) 

31.1% 
(28) 

90 

Debt (total bank loans) 14.3% 
(14) 

7.1% 
(7) 

5.1% 
(5) 

16.3% 
(16) 

21.4% 
(21) 

35.7% 
(35) 

98 

Equity (personal savings, 
friends and family)  

52.0% 
(103) 

26.8% 
(53) 

14.1% 
(28) 

3.5% 
(7) 

1.5% 
(3) 

2.0% 
(4) 

198 

Retained income 16.1% 
(40) 

16.1% 
(40) 

19.4% 
(48) 

18.1% 
(45) 

10.9% 
(27) 

19.4% 
(48) 

248 

Total market value of the 
assets (fixed, investments 
and cash) 

8.0% 
(20) 

15.4% 
(38) 

13.8% 
(34) 

13.8% 
(34) 

18.6% 
(46) 

30.4% 
(75) 

247 

 

The largest proportion of respondents, 31.3% have fixed assets of less than 

R50 000. On the other hand 29.5% indicated that they had more than R500 000 in 

fixed assets. In terms of total current assets, 27.3% indicated that their asset value 

is between R50 000 and R100 000 whilst 23.1% indicated that their asset values 

ranged between R101 000 and R300 000.  The majority of the respondents (71.5%) 

indicated to have total current assets of not more than R300 000. Therefore, it can 

be concluded that small firms use internal sources of finance which do not require 

fixed assets as collateral in the short-term. This implies that the majority of the SMEs 

in the study do not have sufficient collateral to pledge to the bank as security for the 

loan. Therefore, these findings support the assertion by Newman (2013) that 

collateral is the most important constraint for SMEs to access bank credit.  

 



 

- 173 - 
 

In terms of total short term loans, 42.9% have loans below R50 000 whilst 39.3% 

have loans between R50 000 – R100 000. Only 7.1% have short-term loans to the 

value of more than R300 000. Close to 30% have long- term debt of between 

R501 000 and R1 000 000. The majority of respondents that is 58.1% indicated that 

they had a debt (total bank loans) of more than R500 000. In terms of value of equity 

52.0% indicated the value was below R50 000 whilst 26.8% indicated that it was 

between R50 000 and R100 000. This serves to confirm that the majority of SMEs 

rely heavily on equity in the form of personal savings and loans from family and 

friends.  

 

In general, it seems that the value of assets held by respondents, are too low to use 

as collateral for a loan. This might be the reason why the assets are not being 

accepted by banks as collateral since their value might be low as compared to the 

value of the loan. It can, however, be suggested that the firm’s asset structure 

influences its use of debt finance. Without tangible assets the firm cannot access 

bank finance and has to investigate alternative sources such as suppliers’ credit. 

These findings are consistent with Abor and Biepke (2007) in Ghana. Empirical 

evidence discussed so far provides strong support for the positive relationship 

between asset structure and leverage predicted by capital structure theorists. The 

next section focuses on the products and financial services offered to SMEs by 

banks. 

 

6.13.4.7 Bank products and financial services 

The respondents were further asked to indicate the extent to which SMEs use 

banking products and financial services. The scale items “to a large extent” and “to a 

very large extent” were combined together to give the rankings in Table 6.52. 
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Table 6.52: Use of banking products and services 

 
 
Products and financial 
services 

Level of Extent 

Sa
m

pl
e 
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ze
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k    la
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an d 

  

 To
 

so m
e 

ex
t t  

a lit
tl

e ex
t   
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ex
t
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t t  

Business cheque account 72.2% 
(179) 

 6.0% 
(15) 

5.6% 
(14) 

16.1% 
(40) 

248 1 

Supplier payments (trade 
credit) 

51.9% 
(123) 

 22.4% 
(53) 

7.6% 
(18) 

18.1% 
(43) 

237 2 

Loan account 28.5% 
(64) 

 6.2% 
(14) 

3.6% 
(8) 

61.8% 
(139) 

225 3 

Insurance products (e.g. 
policies) 

10.4% 
(24) 

 31.7% 
(73) 

38.7% 
(89) 

19.1% 
(44) 

230 4 

Collection of receivables 7.9% 
(18) 

 12.6% 
(29) 

26.5% 
(61) 

53.0% 
(122) 

230 5 

Leasing (hire purchase) 6.3% 
(14) 

 28.1% 
(63) 

7.6% 
(17) 

58.0% 
(130) 

224 6 

Foreign exchange (buying 
and selling foreign currency) 

5.0% 
(11) 

 9.5% 
(21) 

14.5% 
(32) 

71.0% 
(157) 

221 7 

Consultation/advice in 
financial planning 

4.7% 
(10) 

 19.9% 
(46) 

55.8% 
(129) 

19.5% 
(45) 

231 8 

Factoring – purchase of 
overdue accounts 

1.0% 
(2) 

 3.2% 
(7) 

6/3% 
(14) 

89.6% 
(199) 

222 9 

 

The empirical evidence suggests that most respondents use the cheque account 

(72.2%) which offers an added benefit of the overdraft facility. This type of product 

usually does not require collateral for security purposes. Supplier’s credit (51.9%) is 

the second most used form of credit as it allows those who cannot access bank 

loans to at least get access to some form of working capital without providing 

collateral. Other products and financial services offered to SMEs by banks include 

insurance products, collection of receivables, leasing, foreign exchange, factoring 

and financial planning consultation. Thus, on the part of the banks, there has been 

an increasing effort to introduce innovative products (Calice et al, 2012) and also 

cross-sell products and services (de la Torre et al (2010) so as to diversify their 

sources of income.  

Respondents were also asked to indicate the extent to which they transact using the 

e-banking technology such as electronic funds payments (EFT), general internet 
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banking and cell phone banking. The scale items “to a large extent” and “to a very 

large extent” were combined together to give the rankings shown in Table 6.53. 

Table 6.53: The level of extent SMEs use e-banking transactional methods 

 
e-banking transactional 
methods 

Level of Extent 
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to
 a

n 
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t 
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Electronic Funds transfer 
(EFT) 

46.2% 
(145) 

 12.4% 
(32) 

5.8% 
(15) 

25.6% 
(66) 

258 1 

Internet banking (accessing 
bank products via the 
internet) 

57.1% 
(145) 

 15.4% 
(39) 

6.3% 
(16) 

21.3% 
(54) 

254 2 

Cell phone banking  16.9% 
(43) 

 37.8% 
(96) 

14.6% 
(37) 

30.7% 
(78) 

254 3 

Transfer of funds without a 
bank account (e.g. M-Pesa) 

6.0% 
(15) 

 25.4% 
(64) 

23.0% 
(58) 

45.6% 
(115) 

252 4 

 

According to the response reflected in Table 6.53, 46.2 % of the respondents made 

use of electronic funds transfer (EFT) while 57.1% used general internet banking 

(accessing bank products via the internet). Similar results have been established in 

Colombia (Stephanou and Rodriguez, 2008) and de la Torre et al., (2010). This 

implies that a sizeable number of SMEs are adapting to new technologies, whereby 

business transactions are now done online. This may help to explain why distance to 

the bank is no longer an important factor that constraints SMEs from borrowing from 

the bank (see Table 6.55). This has consequently resulted in SMEs being able to 

transact from any geographic location.  

The study also aimed to determine whether SME operators were satisfied with the 

overall bank loan application process, including the existing range of financial 

products and services offered by the banks. It emerged that about 45.1% of the 

SMEs seem to be very satisfied with the loan application process as shown in Table 

6.54.  
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Table 6.54: Level of satisfaction of the bank loan application process 

 
Factor 

Level of satisfaction 
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The overall loan application 
process  

50.0% 
(82) 

 28.7% 
(47) 

10.4% 
(17) 

11.0% 
(18) 

164 1 

The loan amount granted by 
the bank relative to the 
amount requested 

43.2% 
(80) 

 14.8% 
(24) 

4.9% 
(8) 

27.0% 
(60) 

162 2 

The time taken to process the 
application 

42.5% 
(70) 

 33.3% 
(55) 

10.9% 
(18) 

13.3% 
(22) 

165 3 

The simplicity of the 
application form 

42.4% 
(70) 

 37.6% 
(62) 

8.5% 
(14) 

11.5% 
(19) 

165 4 

The collateral requirements 13.3% 
(21) 

 20.3% 
(32) 

26.6% 
(42) 

39.9% 
(63) 

158 5 

The interest rates (the cost of 
the loan) 

7.4% 
(12) 

 25.3% 
(41) 

29.6% 
(48) 

37.7% 
(61) 

162 6 

The bank charges  4.2% 
(7) 

 9.1% 
(15) 

25.0% 
(41) 

(61.7% 
(101) 

164 7 

The government guarantees 3.7% 
(5) 

 48.5% 
(66) 

16.2% 
(22) 

31.6% 
(43) 

136 8 

 

As shown in Table 6.54, 50% of the respondents indicated that they are generally 

satisfied with the loan application process. The majority of the SME owner/managers 

(37.7%) are not satisfied with the interest rates charged by the banks, while 61.7% 

are concerned with the high bank charges. About 40% of the respondents are not 

satisfied at all with the collateral requirements of the banks. Only 3.7% of the 

entrepreneurs are happy with government guarantee schemes. Thus, it can be 

concluded that SME owner/managers are generally not happy with the interest rate, 

bank charges and collateral requirements of the banks and therefore they may be 

forced to use alternative sources of funding to develop and grow their businesses.  

6.13.4.8 Financing constraints 

The SMEs owners/mangers were further asked to indicate the financing constraints 

that stop them from borrowing money from the bank. The empirical results are 

presented in ascending order of magnitude, with the most perceived constraint at 

the top of the table and the least at the bottom. The scale items “to a very large 
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extent” and “to a large extent” were combined to form the rankings used in Table 

6.55 below. 

Table 6.55: Factors limiting SMEs from borrowing from the banks 

 
Factor 

Level of extent 

Sa m l   

R an k                       

High bank charges  54.6% 
(136) 

28.1% 
(70) 

12.0% 
(30) 

2.8% 
(7) 

2.4% 
(6) 

249 1 

Lack of collateral 36.7% 
(91) 

28.2% 
(70) 

23.0% 
(57) 

6.9% 
(17) 

5.2% 
(13) 

248 2 

Fear of getting into debt 36.1% 
(88) 

37.3% 
(91) 

19.3% 
(47) 

5.3% 
(13) 

2.0% 
(5) 

244 3 

High interest rates  31.5% 
(79) 

25.9% 
(65) 

36.3% 
(91) 

4.8% 
(12) 

1.6% 
(4) 

251 4 

Lack of trust of banks  14.8% 
(36) 

20.6% 
(50) 

40.7% 
(99) 

16.5% 
(40) 

7.4% 
(18) 

243 5 

Inability to repay the loan 5.3% 
(13) 

28.0% 
(69) 

31.7% 
(78) 

15.4% 
(38) 

19.5% 
(48) 

246 6 

Banks do not understand 
the needs of SMEs 

6.8% 
(17) 

12.0% 
(30) 

65.9% 
(164) 

10.8% 
(27) 

4.4% 
(11) 

249 7 

Poor credit record  3.7% 
(9) 

13.9% 
(34) 

29.5% 
(72) 

13.1% 
(32) 

39.8% 
(97) 

244 8 

Distance to the bank  2.1% 
(5) 

2.9% 
(7) 

5.4% 
(13) 

25.7% 
(62) 

63.9% 
(154) 

241 9 

 

The empirical findings indicate that high bank charges are perceived as a major 

financing constraint by 83% of the respondents, followed by fear of getting into debt 

by 73%, lack of collateral by 65%, high interest rates by 57%, lack of trust of banks 

by 35.4% and inability to pay the loan by 33% of the respondents respectively. The 

other problems identified include lack of viable business plans, banks failing to 

understand the needs of small businesses, and the poor credit records of the SMEs. 

 

High interest rates could be attributed to the lack of bank-SME relationship. 

According to the lending relationship model by Boot and Thakor (1994), bank-firm 

relationships determine the collateral decision and the interest rate to be charged. 

Consequently, borrowers without a good credit history are charged high interest 

rates and high collateral provisions. Contrary to the findings of Akuetteh (2009) in 
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Ghana, distance to the bank is not a pressing constraint anymore due to the 

technological developments in online banking. High bank charges can be regarded 

as a result of information asymmetry on the part of SMEs. 

 

It can therefore be concluded that the high-ranking factors that limit SMEs from 

borrowing from the bank include high bank charges, lack of collateral, fear of getting 

into debt, high interest rate, lack of trust of banks and inability to repay the loans. 

The following section presents the results of the validity and reliability tests for the 

SME survey. 

 

6.14 VALIDITY AND RELIABILITY TESTS FOR THE SME SURVEY  

The SME questionnaire used for this study was subjected to validity and reliability 

tests using confirmatory factor analysis (CFA) and Cronbach’s alpha to determine its 

appropriateness. To test the convergent validity of the constructs, the exploratory 

factor analysis (EFA) was employed, firstly to determine whether the individual 

questions contributed to their respective constructs as contained in the 

questionnaire, and secondly, to identify the hidden constructs which may not be 

apparent from direct analysis. Bartlett’s test of sphericity and the Kaiser Meyer-Olkin 

(KMO) measures were used to test the suitability of each question for factor analysis. 

The results of these tests are discussed in the following sub-section.   

6.14.1  Validity tests: Confirmatory factor analysis 

Table 6.56 depicts the results of the Bartlett’s test of sphericity and the KMO value. 

The KMO showed a value equal to 0.902. The p-value of the Bartlett’s test (p = 

0.000) is smaller than 0.05, is significant at the 99% confidence level. This result is 

an indication that the correlation structure of the construct is adequate to conduct a 

factor analysis on the items.  

Table 6.56: KMO and Bartlett’s Test 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 0.902 
Bartlett's Test of Sphericity Approx. Chi-Square 7292.55

6 
 df 325 
 Sig. 0.000 
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Using the Varimax rotation method (Kaiser, 1958), the factor analysis identified six 

components from the data. This means that there were six underlying dimensions 

which were identified as separate factors that relate to access to credit by SMEs as 

shown in Table 6.57. 

 

Table 6.57: Factor loadings 

(Source: SPSS 23) 

 

Rotated Component Matrix 
Item  Component 

1 2 3 4 5 6 
20f Poor credit record of applicant(s) 0.945      
20g Inability to repay the loan 0.956      
20h No relationship with the bank 0.951      
20j Non-compliance with the National 

Credit Act (NCA) 
0.947      

20k  0.952      
22b Collateral requirements for bank 

loans are too strict 
  -0.768    

22e We were afraid that our loan 
application would be rejected 

  -0.831    

22f We were discouraged because we 
could not meet the bank 
requirements 

  -0.796    

27a The loan amount granted by the bank 
relative to the amount we requested 

 0.737     

27b The time taken to process the 
application 

 0.772     

27e The personal guarantees required by 
the bank 

 0.839     

27f The government guarantees   0.856     
27g The collateral requirements  0.793     
27i The simplicity of the application form  0.824     
18a Bond over moveable assets     0.816   
18b Accounts receivable     0.769   
18e Inventories (stock)    0.715   
18f     0.833   
24a Business cheque account     0.599  
24c Loan account     0.623  
24d Factoring     0.741  
24e Leasing     0.566  
24g Supplier payments     0.754  
26a Electronic Funds transfer      0.891 
26b Cell phone banking      0.694 
26c Online banking      0.860 
 Extraction method: PCA 

Rotation method: Varimax with Kaiser normalisation 
 a. Rotation converged in 6 iterations. 
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As shown in Table 6. 57 factor loadings ranged from -0.831 to 0.956 surpassing the 

minimum threshold required of 0.4.  The rotated component factor matrix converged 

after six iterations. 

Factors extracted represented all variables in the research model. Credit worthiness 

(CW), credit rationing (CR), satisfaction (S), collateral (C), credit demand (CD) and 

e-banking (EB) loaded as expected on unique factors with significant loadings 

(loadings greater than 0.5, (Hair et al., 2006)). There was no problem with the nature 

of item loadings on each factor. As shown in Table 6.57, all items were loaded 

significantly onto the expected factors, with values higher than 0.4. This supports the 

discriminant validity of the measurement. It was therefore concluded that the 19-item 

scale measuring factors in access to credit were uni-dimensional, that is, all the 

scale indicators that were used in access to credit related questions maintained a 

single convergence in the analysis suggesting that there is a general agreement 

among the respondents on issues that relate access to credit by SMEs. The 

communalities of the identified components are described in the following section. 

The results found in Table 6.58, indicate that the communality values for all the listed 

items exceeded the cut-off level of 0.4. The communalities considered acceptable 

given that their extraction ranges from 0.636 to 0.949 (see Table 6.58). This implies 

that there is a strong correlation amongst all the questions. 

Table 6.58: Communalities 

Note: items refer to components, factors and questions. 

Communalities 
 Initial Extraction  Initial Extraction 
Q24a.  1.000 .644 Q18.  .759 1.000 
Q24c. 1.000 .717 Q18.  .827 1.000 
Q24d. 1.000 .670 Q20f. .932 1.000 
Q24e. 1.000 .636 Q20g.  .941 1.000 
Q24g. 1.000 .653 Q20h.  .944 1.000 
Q27a.  1.000 .878 Q20j. .925 1.000 
Q27b.  1.000 .853 Q20k.  .949 1.000 
Q27e. 1.000 .790 Q22b.  .852 1.000 
Q27f. 1.000 .795 Q22e. .837 1.000 
Q27g. 1.000 .779 Q22f. .859 1.000 
Q27i. 1.000 .882 Q26a. .842 1.000 
Q18.  1.000 .784 Q26b. .587 1.000 
Q18. 1.000 .770 Q26c.  .848 1.000 
Extraction Method: Principal Component Analysis.    
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The next section deals with the extraction method based on the principal component 

analysis as applied to this study. 

Since the study has employed the principal component analysis as the method of 

extraction, the total percentage of variance and cumulative percentage columns are 

similar to those of the first six components in the initial eigenvalues. The variance 

and the cumulative variance explained by the factors are shown in Table 6.59. 

Table 6.59: Total variance explained 

Component 
Initial Eigenvalues 

Total % of Variance Cumulative % 
1 9.460 36.385 19.499 
2 5.637 21.680 38.641 
3 1.950 7.502 51.223 
4 1.585 6.097 62.237 
5 1.307 5.027 72.832 
6 1.015 3.904 80.595 

 

Table 6.59 shows that six components with eigenvalues greater than one account for 

80.60% of the cumulative variance which is above the recommended threshold of 60 

percent (Hair et al., 2014) to represent a good fit to the data. According to the rules 

of principal component analysis only factors that have eigenvalues greater than one 

should be retained (Ledesma and Valero-Mora, 2007). A further analysis was carried 

out using the scree plot. The scree plot supports the extraction method of principal 

component analysis from a diagrammatic point of view as shown in Figure 6.11. 

The scree plot test is a graphical method of determining the number of appropriate 

factors to retain. In Figure 6.11 below, a cut-off of an eigenvalue > 1 would give six 

factors. From the 6th factor on, the line is almost flat, meaning that each successive 

factor is accounting for smaller and smaller amounts of the total variance (Su and 

Yang, 2010). Thus, the scree plot test results also indicated that six factors should 

be retained, supporting the previous result based on the eigenvalue criterion method. 
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Figure 6.11: The Scree Plot test 

Source: (SPSS 23) 

 

Having concluded the evaluation of communalities among the determinants of 

access to finance by SMEs, the reliability of the constructs was tested. 

 

6.15 RELIABILITY TESTS FOR THE SME SURVEY 

In order to estimate the internal consistency and the reliability of factors, the 

questionnaire was subjected to the reliability test using Cronbach’s alpha, where   

coefficients were computed for each of the six factors identified. The Cronbach’s 

alpha value is a significant measure of the reliability and internal consistency among 

the constructs (Field, 2009). The Cronbach’s alpha coefficients for the SME 

questionnaire are reported in Table 6.60. 

The alpha coefficients of the constructs vary between 0.643 and 0.871, which 

suggests high reliability. The factors from the principal components analysis are 

grouped into six categories: creditworthiness, credit rationing, collateral, access to 

finance, e-banking and access to finance.  

According to De Souza and Dick (2009) all coefficient alpha values of 0.6 are 

considered acceptable in statistical analysis. We can thus suggest that all the 

questionnaire items that are used in this study passed the reliability test.  
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Table 6.60: Cronbach’s alpha for the constructs 

Item N Mean SD 
Corrected 
item-Total 

Correlation 

Cronbach’s 
Alpha if item  

Deleted 

Total 
Cronbach’s 

Alphas 
Information 
asymmetry 

     0.842 

20f  13.85 11.561 .732 .788  
20g  13.59 13.413 .620 .818  
20h  13.87 13.316 .764 .779  
20j  14.67 15.724 .829 .827  
20k  12.80 14.494  .829  
Credit rationing      0.737 
22b  5.37 6.159 .502 .720  
22e  7.18 5.477 .547 .668  
22f  6.36 4.233 .657 .532  
Collateral      0.643 
18a  3.84 2.720 .442 .572  
18b  3.51 3.494 .378 .640  
18e  3.63 2.896 .555 .407  
Access to finance      0.748 
24a  7.32 14.623 .513 .711  
24c  9.23 14.953 .588 .673  
24d  10.04 21.577 .396 .754  
24e  9.45 16.693 .650 .663  
24g  8.04 14.956 .535 .697  
E-Banking      0.871 
26a  5.85 6.017 .823 .757  
26b  6.75 9.184 .635 .921  
26c  5.83 6.517 .844 .729  
Creditworthiness      0.885 
27a  15.40 24.607 0.660 0.880  
27b  15.13 27.720 0.686 0.866  
27e  16.07 29.035 0.657 0.870  
27f  16.00 29.460 0.677 0.796  
27g  16.01 29.024 0.696 0.869  
27i  15.81 29.361 0.653 0.866  

 

In the following sections, correlation and regression analyses were performed to 

determine the associations between the dependent variable (access to credit) and 

independent variables (creditworthiness (CW), collateral (C), credit rationing (CR), 

information asymmetry (IA) and e-banking (EB)). To assess the type of relationship, 

a regression analysis was done to determine whether the correlation is significant.   
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6.16  CORRELATION ANALYSIS 
 
The Pearson product-moment correlation of continuous variables was used. Table 

6.61 indicates that all the factors had p-values less than 0.05 (p<0.05) and a 

coefficient higher than 0.30, meaning that they were all correlated and that the 

relationship was significant. Details of the correlations are presented in Table 6.61 

where the green colour indicates positive and significant correlations while the green 

colour shows the negative but significant correlations.  

 
Table 6.61: Pearson Correlation 
 

Correlations 
 CW C IA CR AF EB 

CW 

Pearson 
Correlation 1 .556** .104 -.558** .573** .472** 

Sig. (2-tailed)  .000 .092 .000 .000 .000 
N 262 262 262 262 262 262 

C 

Pearson 
Correlation .556** 1 -.219** -.429** .507** .333** 

Sig. (2-tailed) .000  .000 .000 .000 .000 
N 262 262 262 262 262 262 

IA 

Pearson 
Correlation .104 -.219** 1 -.349** -.158* -.118 

Sig. (2-tailed) .092 .000  .000 .010 .055 
N 262 262 262 262 262 262 

CR 

Pearson 
Correlation -.558** -.429** -.349** 1 -.412** -.249** 

Sig. (2-tailed) .000 .000 .000  .000 .000 
N 262 262 262 262 262 262 

AF 

Pearson 
Correlation .573** .507** -.158* -.412** 1 .530** 

Sig. (2-tailed) .000 .000 .010 .000  .000 
N 262 262 262 262 262 262 

EB 

Pearson 
Correlation .472** .333** -.118 -.249** .530** 1 

Sig. (2-tailed) .000 .000 .055 .000 .000  
N 262 262 262 262 262 262 

**. Correlation is significant at the 0.01 level (2-tailed). 
*. Correlation is significant at the 0.05 level (2-tailed). 

(Source: SPSS 23) 

 

This leads to the following hypotheses which addresses some of the research 

questions posed in chapter 1 for further analysis. 
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H1 There is a significant correlation (association) between creditworthiness and 

access to credit by SMEs 

H2 There is a significant correlation (association) between collateral and access 

to credit by SMEs  

H3 There is a significant correlation (association) between information asymmetry 

and access to credit by SMEs 

H4 There is a significant correlation (association) between credit rationing and 

access to credit by SMEs  

H5 There is a significant correlation (association) between e-banking (technology) 

and access to credit by SMEs  

 

All the decision variables were significant and were therefore included for regression 

and structural equation modelling (SEM). The next section focuses on regression 

analysis. 

 

6.17 REGRESSION ANALYSIS 

After the descriptive statistics and various diagnostic analyses it was considered 

important to investigate the strength of the relationships that exists among the 

market participants in the area of study. Hence various regression techniques were 

used to analyse these possible relationships and the strength of the convergence. 

6.17.1 Model Summary (Access to finance) 

The output from the multiple regression analysis is shown in Tables 6.62 to 6.64. 

The overall multiple regression model is significant at a 95% level of significance 

(p<0.05). The regression model summary indicates that adjusted R2 value = .468. 

The p-value is less than 0.05 hence is significant as shown in Table 6.63. These 

results are acceptable, considering some of the previous results that are reported in 

similar studies on SME financing (Fatoki, 2012), or the R2 value in social sciences in 

general (Pallant, 2005). 

The Durbin Watson score of 1.445 demonstrates that there is no auto correlation 

problems associated with the data used in this study. Two, is the “ideal” Durbin 

Watson measure of independence (Hair et al., 2006) (see Table 6.62). This indicates 

a high level of isolation among the independent variables of the model.  
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Table 6.62: Model summary 

Model R R 
Square 

Adjusted 
R 

Square 

Std. 
Error of 

the 
Estimate 

Change Statistics 
Durbin-
Watson 

R 
Square 
Change 

F 
Change df1 df2 Sig. F 

Change 

1 .692 .478 ..468 .71958 .478 46.954 5 256 0.000 1.445 

a. Predictors: (Constant), IA, C, CR, CW, EB 

b. Dependent Variable: AF  

(Source: SPSS 23) 

 

6.17.2 Analysis of Variance (ANOVA) 
The significance of adjusted R squared can be tested through the F-ratio and its 

associated probability. Meanwhile the F-value = 46.954, which is a ratio of the mean 

square for regression to the residual mean square (Pallant, 2010). The residual 

mean square indicates the difference between the actual value of the dependent 

variable, and the result of the regression equation (Tabachnik and Fidell, 2007). The 

residual difference is significant, with a p-value equal to 0.000 which is significant as 

shown in Table 6.63. The regression and residual are calculated from all 

independent variables or predictors. The F-ratio has two degrees of freedom, one 

related to the number of independent variables used in the model, and the other 

based on sample size.  

 

Table 6.63: Analysis of variance (ANOVA) 

ANOVA 

Model Sum of 
Squares df Mean Square F Sig. 

1 Regression 121.562 5 24.312 46.954 .000b 

Residual 132.555 256 .518   

Total 254.116 261    
a. Dependent Variable: AF 

b. Predictors: (Constant), IA, C, CR, CW, EB 

(Source : SPSS 23) 

 

The F-ratio is significant for further analysis using the standardised coefficient 

regression. 
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6.17.3 Standardised coefficient 
The result of the variance inflation factor (VIF) analysis (Table 6.64) demonstrates 

that the VIF values for all the variables do not exceed the threshold generally 

accepted in the literature with values of 3.3 (e.g. Petter, Straub and Rai, 2007), 

which indicate that no multicollinearity problems exist with the variables.  

Betas represent the importance of each variable in explaining the independent 

variable (Tabachnik and Fidell, 2007). Also the values represent the change in the 

dependent variable associated with the change in the independent variable. The 

output from the multiple regression analysis is shown in Tables 6.62 to 6.64. The 

overall multiple regression model is significant at a 95% level of confidence with a p-

value smaller than 0.05. There are four variables that make a statistically significant 

contribution (less than 0.05) (see Table 6.64). In order of importance they are 

creditworthiness (beta is 0.268), collateral (β = 0.178), information asymmetry (β = -

0.162), credit rationing (β = -0.171) and e-banking (β = 0.268).  

Table 6.64: Standardised coefficient 

Coefficients 

Model 

Unstandar-dized 
Coefficients 

Stan-dardized 
Coeffi-cients 

t Sig. 

95.0% Confidence 
Interval for B 

Collinearity 
Statistics 

B Std. 
Error Beta Lower 

Bound 
Upper 
Bound 

Tole-
rance VIF 

(Constant) 1.415 .152  9.299 .000 1.115 1.714   

Ccreditworthiness .189 .046 .268 4.144 .000 .099 .279 .488 2.051 

Collateral .182 .062 .178 2.919 .004 .059 .305 .547 1.829 

Information 
asymmetry 

-.105 .035 -.162 -2.965 .003 -.174 -.035 .686 1.457 

Credit rationing -.100 .036 -.171 -2.781 .006 -.171 -.029 .537 1.864 

E-Banking 1.415 .038 .268 5.131 .000 .122 .273 .747 1.340 

a. Dependent Variable: Access to finance 

(Source: SPSS 23) 

The derived causal relationships are indicated in Table 6.65 below. 
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Table 6.65: Factors that influence access to bank credit by SMEs  

 Predictor  

H1 Creditworthiness  has a positive and significant influence on access 
to credit by SMEs (p-value = 0.000, β = 0.189) 

Supported 
 

H2 Collateral has a positive and significant influence on access to credit 
by SMEs (p-value 0.004, β = 0.182) 

Supported 
 

H3 Information asymmetry has a negative and significant influence on 
access to credit by SMEs (p-value 0.003, β = -0.105) 

Supported 

H4 Credit rationing has a negative and significant influence on access to 
credit by SMEs (p-value 0.006, β = -0.100) 

Supported 

H5 Technology has a positive and insignificant influence on access to 
credit by SMEs (p-value 0.000, β = 0.197) 

Supported 

 

The correlation and regressions above have highlighted the presence of associations 

between credit supply and its predictor variables. These relationships have portrayed 

interrelationships among variables. These relationships are subjected to more robust 

analyses in order to eliminate any noises inherent in regression analysis and report a 

more robust results using structural equation modelling. 

 

6.18 STRUCTURAL EQUATION MODELLING 

Structural Equation Modelling (SEM) was used to determine the main factors 

influencing access to finance by SMEs in South Africa. SEM was used to estimate all 

coefficients in the model in order to evaluate the significance and strength of the 

relationships within the model (Su and Yang, 2010).  

Both latent and observable variables are represented by the rectangular shape on 

the model as shown in Figure 6.12. The constructs formed the latent variables while 

their indicators or metrics stood for the observable ones. Latent (silent) variables in 

SEM eliminate measurement errors leading to more valid coefficients being achieved 

(Pallant, 2005) as shown in Figure 6.12. As such an error term is appended to each 

observable variable. As shown in Figure 6.12, latent variables are connected to each 

other by two headed arrows that represent the covariance between the constructs. 

On the other hand, the observable variable of each construct connects to it by one-

headed arrow that represents the causal path from the construct to the indicator as 

shown in Figure 6.12. Details of the proposed model are discussed in the 

subsequent section. 
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6.18.1 Proposed model 

One of the objectives of the study sought to determine the factors that influence 

access to bank credit by SMEs in South Africa. Therefore a hypothetical structural 

equation model (Figure 6.12) was derived and the covariance among the 

explanatory variables thereof estimated. The dependent and explanatory variables 

are defined in Table 6.66 below.  

 

Figure 6.12: Proposed model for the determinants of access to finance by SMEs 

Table 6.66: Definition of variables 

Variable Definition 
CW Creditworthiness of the firm 
C Collateral offered to the lender 
IA Information asymmetry  
CR Credit rationing  
EB E-banking  
AF Access to finance  
E1 Denotes the error term 
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This model hypothesizes that access to finance is predicted by creditworthiness, 

collateral, information asymmetry, credit rationing and e-banking.  

6.18.2  Maximum Likelihood estimates 

The parameters are estimated by maximum likelihood (ML) methods rather than by 

ordinary least square (OLS) methods (Dion, 2008:366). OLS methods minimise the 

squared deviations between the values of the criterion variable and those predicted 

by the model (Pallant, 2010). ML (an iterative procedure) attempts to maximise the 

likelihood that obtained values of the criterion variables are correctly predicted (Dion, 

2008).   

Table 6.67: Regression Weights: (Group number 1 – Default model) 

   Estimate S.E. C.R. P 

Access to credit  <--- Creditworthiness  .189 .045 4.184 *** 

Access to credit  <--- Collateral  .182 .062 2.947 .003 

Access to credit  <--- Information asymmetry  -.105 .035 -2.993 .003 

Access to credit  <--- Credit rationing  -.100 .036 -2.808 .005 

Access to credit  <--- E-banking  .197 .038 5.181 *** 
Estimate = estimated path coefficient (prediction) for arrows in the model 
SE = standard error 
CR = critical ratio 
P = probability value (<0.05 = significant at the 1% level *** [Garson, 2009] 
 
 
The path coefficients in Table 6.67 closely match those which are obtained from 

multiple regressions and are significant (p<0.05), ranging from 0.000 to 0.005. 

Regression weights for the model variables were computed and presented in Table 

6.68. Creditworthiness, collateral, and e-banking were found to have a positive and 

significant relationship with the access to bank credit (p<0.05) while information 

asymmetry and credit rationing have a negative but significant relationship with SME 

access to bank credit. It is observed that e-banking has a higher contribution to 

access to finance (0.197 or approximately 20%). Similarly a unit increase in collateral 

leads to an 18% increase in access to finance by SMEs holding other factors 

constant. These results confirm the theory of credit rationing. 
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Table 6.68:  Covariances: (Group number 1 - Default model) 
   Estimate S.E. C.R. P Label 

Credit Rationing <--> E-Banking -.560 .144 -3.901 ***  

Information 
asymmetry 

<--> E-Banking -.241 .127 -1.901 .057  

Collateral <--> E-Banking .429 .084 5.111 ***  

Creditworthiness <--> E-Banking .882 .128 6.896 ***  

Information 
asymmetry 

<--> Credit Rationing -.894 .168 -5.325 ***  

Collateral <--> Credit Rationing -.695 .109 -6.371 ***  

Creditworthiness <--> Credit Rationing -1.313 .167 -7.874 ***  

Collateral <--> Information 
asymmetry 

-.320 .093 -3.452 ***  

Creditworthiness <--> Information 
asymmetry 

.222 .132 1.675 .094  

Creditworthiness <--> Collateral .747 .095 7.850 ***  

 

Table 6.68 above shows the bidirectional correlations between dimensions and the 

simple correlations between exogenous variables (predictor variables). Most of them 

are significant (p< 0.05).  
 
 
6.18.3  Squared multiple correlations 
 
Table 6.69 Squared multiple correlations: (Group Number 1 – Default model) 

   Estimate 
Credit Demand   .478 
 

The results of the hypothesized model 1 showed that creditworthiness (β=. 27), 

collateral (β=.18), information asymmetry (β=-.16), credit rationing (β=-.17) and e-

banking (β=. 27) explain about 48% (R2 = .48) of the access to credit output model 

depicted in Figure 6.12 above. Finally, the Table 6.71 above shows that about 47.8 

percent of the credit demand model is explained by the predictor variables in the 

model presented earlier as shown in Figure 6.13. The squared multiple correlation 

coefficients give the proportion of the variability in the item indicators which is due to 

the respective latent construct; having 0.478 for credit demand. 
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Figure 6.13:  Determinants of access to finance 
Note: For each indicator an error term was appended. The error terms were arbitrary names with a term e and a numerical 
value. To indicate the relationships, double headed arrows were used to represent the covariance. The single-headed arrows 
were used to represent the causal relationship between decision variables. Rectangle shape indicates the constructs. 
 

Chi-Square, Root mean square error of approximation (RMSEA), Tucker Lewis Index 

(TLI) and Comparative Fit Index (CFI) were used to determine the goodness of fit for 

Model 1 above. The results are presented below. 

6.18.5 Results of the model evaluation regarding overall fit measurement 

The proposed model was evaluated using structural equation modelling (SEM). The 

data obtained was tested for reliability and validity using confirmatory factor analysis 

(CFA). 
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Table 6.70:  Summary of the model evaluation regarding overall fit measurement 

Index Recommended value Output Remark 
Likelihood ratio Chi 
square (CMIN) 

< 0.05 0.000 Very good 

Tucker Lewis Index 
(TLI) 

≤ 1 (values close to 1 indicate a 
very good fit) 

0.000 Good 

Comparative Fit Index 
(CFI) 

≤ 1 (values close to 1 indicate a 
very good fit) 

1.000 Very good 

Goodness of Fit (GFI) Sensitive to model size 0.000 Very good 

Root Mean Square 
Error of Approximation 
(RMSEA) 

<0.05 to 0.08 with confidence 
interval 

0.366 Insignificant, poor 
model fit 

Normed Fit Index (NFI) ≤1 (values close to 1 indicate a 
very good fit); indices < 0.9 can 
be improved substantially. 

1.000 Very good 

PCLOSE < 0.05 0.000 Very good 
 

SEM was used to test if the empirical data conformed to the presumed model. The 

model included 21 items describing five latent constructs: creditworthiness, 

collateral, information asymmetry, credit rationing and e-banking. The measurement 

model test presented a good fit between the data and the proposed measurement 

model. The value of GFI is 1.000. RMSEA was less than the recommended range of 

acceptability (<0.05-0.08) suggested by MacCallum et al. (1996). Thus RAMSEA 

showed a poor model fit and hence the results of this index were discarded. 

Consistent with Hair et al. (2014) it was concluded that the measurement model 

provides a good fit with the data based on assessment criteria such as GFI, CMIN, 

PCLOSE, NFI, TLI and CFI and.  

 

6.19 DISCUSSION OF RESULTS 
Figure 7.6 above presents the significant structural relationships among the research 

variables and the standardised path coefficients. Since the model fit the data well, 

ideally we look at the paths. Properties of the causal paths (unstandardized path 

coefficients (β), standard error of regression weight, probability values and 

hypotheses result) are shown in Table 6.71. 
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Table 6.71: Summary of the structural model  

Construct Path Construct 

Un-
standardised 

Path 
coefficients 

(β) 

Standard 
Error of 

Regressio
n Weight 

Pro-
bability 

Hypothesi
s Result 

Access to 
finance 

<--- Creditworthiness 0.189 0.045 0.000 Reject H0 
at α = 0.05  

Access to 
finance 

<--- Collateral 0.182 0.062 0.003 Reject H0 
at α = 0.05 

Access to 
finance 

<--- Information 
asymmetry 

-0.105 0.035 0.003 Reject H0 
at α = 0.05 

Access to 
finance 

<--- Credit rationing -0.100 0.036 0.005 Reject H0 
at α = 0.05 

Access to 
finance 

<--- E-banking 0.197 0.038 0.000 Reject H0 
at α = 0.05 

 

Based on Figure 6.13 the results of the hypothesis testing are summarised in Tables 

6.72. Most of the hypotheses were strongly supported. The results indicate a positive 

and significant influence of creditworthiness (p-value = 0.000, β = 0.189), collateral 

(p-value 0.004, β = 0.182) and e-banking (p-value 0.000, β = 0.197) on access to 

bank credit by SMEs. However, the influence of information asymmetry (p-value 

0.003, β = -0.105) and credit rationing (p-value 0.006, β = -0.100) is negative but 

significant. These results are in support of the theory of credit rationing (Stiglitz and 

Weiss, 1981). 
 

These results show that creditworthiness, collateral, information asymmetry, credit 

rationing, and e-banking are significant predictors of SME access to finance. This 

study established that possession of the appropriate collateral commensurate with 

loan term, creditworthiness and adoption of technology (e-banking) paves the way 

for SME access to bank credit. This finding corroborates Inderst and Muller (2007) 

who argue that collateral assures the banks of the entrepreneurs willingness to repay 

the loan thereby raising the probability that credit will be granted to the SME. 

Furthermore, collateral is believed to reduce information asymmetry between the 

SME and the lender.  
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Table 6.72: The result of the hypothesis testing 

Hypothesis Hypothesis statement Result 

H1 Creditworthiness has an influence on SME access to finance Supported 

H2 Collateral has an influence on SME access to finance Supported 

H3 Information asymmetry has an influence on SME access to 
finance 

Supported 

H4 Credit rationing has an influence on SME access to finance Supported 

H5 E-banking has an influence on SME access to finance Supported 

 

The study also established that information asymmetry has a negative and 

significant influence on SME access to credit. Thus, the higher the information 

asymmetry, the lower the probability of accessing finances. Therefore, this calls for a 

higher risk premium and collateral with a stable value. However, the findings of this 

study indicate that adoption of technology such as e-banking and cell phone banking 

increases the chances of accessing bank credit irrespective of geographical location 

or distance from the bank.  

 

6.20 SUMMARY OF THE RESULTS OF THE SME SURVEY 

This chapter presented the results based on the methodology described in chapter 

five.  

A total of 262 questionnaires were returned, which represents a 52.4%. The 

demographic profile of the 262 respondents indicated that 56.5% were males whilst 

43.5% were females. In terms of age, 31% of the respondents were below the age 

of 30 years whilst 24% were aged between 30 and 39. About 30% of the 

respondents have a university degree. The majority of the businesses are in the 

finance, insurance, real estate and business services; retail and hotel services and 

transport and communications. The high-ranking factors that limit SMEs from 

borrowing from the bank include high bank charges, lack of collateral, fear of getting 

into debt, high interest rate, lack of trust of banks and inability to repay the loans.  

The measuring instrument was tested for reliability and convergent validity before 

correlation; regression analysis and structural equation modelling were done. The 

Bartlett’s test of sphericity and the Kaiser Meyer-Olkin (KMO) measures were used 
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to test the suitability of each identified construct. The results showed that the 

measurement instrument was reliable. However, one variable, bank-SME 

relationship was eliminated due to poor reliability results. Correlation between 

variables was deemed suitable for use in the regression and structural equation 

modelling (SEM). The correlation showed an association of all the decision variables 

for the access to finance model.  

Multiple regression analysis and SEM showed that technology was the main 

contributing factor to access to finance. Access to SME credit was found to be a 

function of creditworthiness, collateral, technology (e-banking), information 

asymmetry and credit rationing. However, information asymmetry and credit 

rationing had a negative and significant influence on access to credit. It can 

therefore be concluded that the chapter has demonstrated endogenous and 

exogenous variables in the access to credit function.  

6.21 CHAPTER SUMMARY 
This chapter has shown that banks are involved with SMEs to the extent of having 

separate units responsible for SME relations. However banks are faced with a 

number of challenges that deter them from funding SMEs. These challenges include 

macroeconomic, bank-specific and SME-specific factors. The chapter has also 

shown that bank credit supply to SMEs is influenced by transaction costs, collateral, 

lending technology, innovative strategies and creditworthiness of the SMEs. From 

the SME perspective, access to finance is influenced by creditworthiness, collateral, 

information asymmetry, credit rationing and e-banking in the form of internet and 

cell-phone banking. Both the SMEs and banks perceive creditworthiness, collateral 

and technology to be the most important factors influencing SME access to credit. 

From the supply side, lending technology had the greatest influence on credit supply 

while e-banking had the greatest influence on the demand side. The next chapter 

presents a summary and synthesis of the results, the contribution of this study to the 

body of knowledge and some recommendations for future studies.  
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CHAPTER 7 

SUMMARY OF FINDINGS, CONCLUSION AND RECOMMENDATIONS 

7.1 Introduction 

It is a generally recognised fact that SMEs are the cornerstone of the industrial and 

commercial structure in developed, but more particularly in the developing countries, 

and are a major source of innovation and job creation. At the same time, it has been 

established that because of their very nature, SMEs are faced with many challenges, 

which are less relevant to large companies. One of the most enduring challenges 

they face pertains to their difficulty in obtaining external finance, especially medium- 

to long-term loans, which is indispensable for their development and expansion. In 

recognition of their contribution as catalysts of economic growth and development, 

as well as the challenges they encounter in raising external finance, many 

governments have devoted particular attention to them by way of initiating a wide 

range of interventions aimed at alleviating the severity of challenges confronting the 

SMEs. 

 

Whilst profit maximisation is the prime objective of banks, SME financing is 

considered as risky due to default risk and lack of collateral. Furthermore, it seems 

that the drive to minimise risks, informs the decision of banks to minimise loan 

approvals for SMEs. This study therefore, aimed to establish the role of banks in 

financing this segment of the economy in order to reduce the failure rate of SMEs 

and ensure sustainable growth. SME financing is beset by major obstacles on both 

sides of the divide, namely the supply side as well as the demand side. Furthermore, 

the study sought to determine the reasons for the prevalence of such obstacles from 

the banks’ and the SMEs’ perspectives.  

   

This chapter, firstly, recaps the objectives of the study. Secondly, it presents a 

summary of the findings of the study, and finally recommendations are made on 

further research as informed by the scope of this research. 
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7.2 Revisiting the research problem, research objectives and research 
hypotheses 

The main aim of this research was to investigate the credit rationing behaviour of 

banks towards SMEs in South Africa. According to FinMark Trust (2006), only two 

percent of new SMEs in South Africa are able to access bank loans. Previous 

studies have identified constrained access to external finance, especially bank credit, 

as a critical factor that inhibits the development and sustainable growth of SMEs. It 

was also observed that the largest proportion of the SME sector is unable to access 

loans from the commercial banks (Fatoki and Musara, 2012). The study was 

therefore motivated by the high failure rate of SMEs in South Africa, which is 

attributed to a lack of access to finance. Furthermore, with increasing 

unemployment, the SME sector is seen to have prospects for creating employment 

and improving the general standard of living in South Africa (NCR, 2012). In view of 

these observations, the study intended to address the following objectives:  

 

• to investigate banks’ involvement in SME financing. 

• to determine the factors driving commercial banks’ desire to become involved 

with SMEs. 

• to investigate the obstacles to SME financing faced  by commercial banks  in 

South Africa. 

• to determine how banks manage credit risk associated with credit supply 

(SME financing) to SMEs. 

• to determine the factors which influence the supply of bank credit to the SME 

sector in South Africa. 

• to investigate the challenges faced by SMEs in accessing bank finance. 

• to determine the factors which influence the access to bank credit by SMEs in 

South Africa. 

 

The following section presents the key findings of the study based on the research 

objectives, corresponding questions and the research hypotheses that were used to 

guide the investigation. Details of the results of the research hypotheses testing are 

summarised in Tables 7.1 and 7.2 relating to the questionnaires on the banks and 

the SMEs respectively. 
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Table 7.1:  Research hypotheses (Credit supply) 

Hypothesis Hypothesis statement Result 
H1 Transaction costs have an influence on credit supply Supported 

H2 Collateral has an influence on credit supply Supported 
H3 Lending technology has an influence on credit supply Supported 

H4 Innovative strategies have an influence on credit 
supply 

Supported 

H5 Creditworthiness has an influence on credit supply Supported 
H6 Bank-SME relationship has an influence on credit 

supply 
Not supported 

H7 Risk Management has an influence on credit supply Not supported 

H8 Lending technology has an influence on innovative 
strategies 

Supported 

 

Table 7.2:  Research hypotheses (Access to finance) 

Hypothesis Hypothesis statement Result 
H1 Creditworthiness has an influence on SME access to 

finance 
Supported 

H2 Collateral has an influence on SME access to finance Supported 

H3 Information asymmetry has an influence on SME access to 
finance 

Supported 

H4 Credit rationing has an influence on SME access to finance Supported 

H5 E-banking has an influence on SME access to finance Supported 
 

From the analysis contained in chapter six, it was found that most of the hypotheses 

were supported except for the bank-firm relationship and risk management variables 

which were dropped by the structural equation modelling test. The next section deals 

with the key findings of the research. 

 

7.3 Key findings of the research 

In support of achieving the objectives of this study, two questionnaires were 

compiled, one directed to the identified respondent banks and the other to SME 

owners/managers. The rationale for these questionnaires was to solicit independent 

opinions from both the supply- and demand-sides on issues pertaining to SME 

access to finance and identify the variables that influence the supply of bank credit to 
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SMEs as well as the demand of credit by SMEs. Thus, the study analysed survey 

data collected during 2014 from the sampled province of Gauteng. The findings of 

the study are divided into two categories based on the two surveys, namely the 

findings from the banks’ analysis and those from the SMEs. The next section 

focuses on the key findings from the analysis of the bank’s survey. 

 

7.3.1 Key findings from the bank analysis 
This section of the chapter provides the key findings based on the bank 

questionnaire. The discussion of this study is based on the results and interpretation 

as well as inferences made from the results in accordance with the research 

objectives. The bank questionnaire aimed to achieve the following five objectives: 

• To investigate the extent of banks’ involvement with SMEs. 
The majority of the respondents attested to having separate SME units 

responsible for managing SME relations, in a bid to be more responsive to the 

needs of their SME clients.  

• To determine the drivers of SME financing by banks in South Africa. 

The study revealed that the perceived profitability of the SME segment is the 

most important driver of the banks’ involvement with SMEs. It can therefore 

be inferred that most banks find it worthwhile to do business with SMEs that 

have a profitability potential on a sustainable basis. This finding is in line with 

that of De la Torre et al (2010) and Calice et al (2012), where it was observed 

that banks’ interest towards dealing with SMEs appears to be motivated by 

the business objective of ensuring a profit. 

• To investigate the obstacles to SME financing. 

The obstacles can be grouped into three categories, namely macroeconomic, 

firm-specific and bank-specific obstacles. According to the study, empirical 

results indicate that macroeconomic obstacles topped the list including the 

Financial Intelligence Centre Act (FICA) regulation which ranked highest, high 

interest rates and fluctuating exchange rates. Banks therefore see the 

regulatory environment as a major impediment or binding constraint in their 

involvement with SMEs. These obstacles are followed by firm-specific 

obstacles which include information asymmetry, lack of collateral, high SME 
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risk exposure and poor quality of financial statements.  Information asymmetry 

makes it difficult for banks to ascertain whether the SMEs have the capacity to 

repay and/or willingness to repay the loans once issued. Consequently, this 

information asymmetry undermines financing from banks that require hard, 

objective and transparent information. Banks mainly accept fixed assets as 

security on medium- and long-term loans, while regulations prevent the use of 

receivables, inventory and equipment as collateral. 

Lastly, bank-specific constraints were given the lowest importance and these 

included the inability to diversify risk across SME clients, and the difficulty in 

standardising products and procedures in the banks’ bid to serve more SMEs 

in terms of credit provisioning.  These findings are aligned with the literature 

review, where it was established that SMEs with demands for smaller loans 

face higher transaction costs and consequently higher risk premiums since 

they are typically more opaque and have less collateral to offer. Previous 

studies have also found information asymmetry to be a significant obstacle to 

SME financing (see section 3.6). Identification of these obstacles should be 

seen as a positive sign representing a forward-looking approach towards 

better quality and wider variety of bank services. Improvements on these 

fronts would certainly contribute to alleviating the problems of insufficient 

demand for credit; shorten the time and complexity of credit application and 

risk-evaluation procedures; and perhaps lower banks’ requirements 

concerned with the level of loan collateralisation.  

• To determine how banks manage credit risk associated with SME financing.  

Credit risk, defined in the literature as the risk that the borrower will not pay a 

loan as called for in the original loan agreement and eventually default on the 

obligation is one of the primary risks in SME financing. The magnitude of 

credit risk can be increased by changes in the macroeconomic environment 

such as interest rates and exchange rates. Amongst the banks surveyed, risk 

management is mainly centralised (done at the head office) and overseen by 

a credit analyst. Furthermore, most of the banks indicated that SME loans are 

monitored through automatically generated triggers such as default of 

payment in order to underpin SME efficiency. 
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Due to information asymmetry of small businesses, banks have to manage 

the risk associated with SME financing. Although there is a high demand for 

bank credit by SMEs, the survey response indicated that credit is not readily 

available to all SMEs. Based on the empirical findings it appears that banks 

respond to excess credit demand by increasing collateral requirements which, 

according to Stiglitz and Weiss (1981), is a form of credit rationing. Pledging 

of assets that do not lose much value overtime and are relatively easy to 

liquidate provides banks with greater assurance of repayment, even when 

contract enforcement processes are relatively imperfect. Therefore, collateral 

remains an important deterministic factor for SMEs to access bank credit. 

Thus, banks tend to impose stringent collateral requirements that are 

unattainable for the majority of the SMEs. Consequently SMEs are forced out 

of the market and rationed from the available bank credit or obliged to find 

another source of credit. Banks are therefore developing innovative strategies 

aimed at increasing SME access to credit which include correspondent 

banking and psychometric testing (see Table 6.18).  

• To determine the factors that influence credit supply to SMEs by banks in 

South Africa. 

The factors under investigation included transaction costs, collateral, lending 

technology, innovative strategies, creditworthiness, bank-SME-relationship 

and risk management.  The correlation and multiple regressions found all 

variables to be significant except the bank-SME relationship factor. After 

applying the structural equation modelling, lending technology, collateral, 

transaction costs, creditworthiness and innovative technologies account for 

48% of the credit supply to SMEs. Risk management and bank-firm 

relationship were insignificant in explaining credit supply to SMEs by banks.  

Based on the empirical results, it can be concluded that lending technology is the 

most significant predictor which influences bank financing to SMEs. Therefore, 

software technology developers and banks should focus on producing software 

compatible with and can easily be integrated into the lending techniques developed 

for SME financing.  
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The Bank-SME relationship factor was found to have a positive but insignificant 

influence on credit supply. However, its coefficient was positive, indicating that the 

bank-SME relationship is an essential factor in determining credit availability to 

SMEs. A summary of the main findings from the analysis of the SME questionnaire is 

presented in Table 7.3. 

Table 7.3: Summary of conclusions from the bank analysis 

1 Banks regard the SME sector as a strategic sector; therefore have dedicated 
units to manage SME relations. 

2 Banks predominantly offer SMEs short-term credit which does not need 
collateral for security. 

3 Banks are offering diversified products and services, not just loans. 
4 Main obstacles to SME financing include regulations such as FICA and the 

NCA, lack of collateral, information asymmetry and lack of a quality market. 
Thus, the ease of doing business in South Africa is hampered by regulation. 

5 The criteria used to determine the creditworthiness of SMEs include credit 
quality, profitability of the firm, and size of exposure. 

6 Banks respond to excess credit demand from SMEs by increasing the collateral 
requirements and declining credit to SMEs regarded as high risk borrowers.  

7 The credit risk management function of the banks is largely centralised at the 
head office. The cost-reducing techniques used by banks include low-cost 
branches, correspondent banking, contact centre models and mobile-phone 
based products. 

8 The most important lending technologies used by banks include financial-
statement lending and asset-based lending based on hard information which 
SMEs cannot provide. 

9 Innovative strategies used in SME financing include correspondent banking 
and psychometric testing. 

10 Determinants of credit supply are transaction costs, collateral, technology, 
creditworthiness and innovative strategies. 

 

Based on the above, it is clear that the findings support Kira and He (2012), who 

indicated that collateral requirement is a key determinant for SMEs to successfully 

access bank finance. In general, it seems that adequate collateral remains the 

primary factor for banks when considering credit provisioning for SMEs. In order to 

provide the view of credit from an SME’s perspective, the next section provides a 

summary of the key results from the analysis of the SME survey. 
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7.3.2 Key findings from the SME analysis 
As stated in chapter six, one of the objectives of the SME survey was to shed some 

light on the problems and dilemmas associated with SME financing as perceived by 

SMEs. Therefore, the results of the analysis of the SME questionnaire should be 

seen as complementary to the conclusions drawn from the empirical analysis of the 

same issues from the banks’ perspective. In this section, the answers to the 

research questions, as set out in section 1.5 of chapter 1, are summarised, based on 

the findings reported and discussed in chapter six and the following objectives: 

• To investigate the challenges faced by SMEs in accessing bank finance. 

The analyses conducted and presented in chapter six addressed the objective 

that focused on the investigation of the challenges faced by SMEs in 

accessing bank finance. The empirical results indicate that high bank charges 

were the most significant challenge faced by SMEs when accessing bank 

finance. SMEs are particularly concerned about the costs associated with 

depositing and withdrawing money from their bank accounts. This suggests 

that banks tend to lose SME customers when they are forced to turn 

elsewhere for alternative cheaper sources of funding. Other challenges 

identified include lack of collateral, high interest rates, lack of trust of banks, 

over-indebtedness, poor credit record and lack of viable business plans. SME 

entrepreneurs and managers should seek to develop and improve their 

information management practices by keeping proper and accurate records of 

the firm’s operations. However, it must be noted that about 66% of the 

respondents indicated that the banks do not understand the needs of small 

businesses (see section 7.3.10). Banks should therefore consider designing 

and customising products and services to suit the needs of SMEs.  

 

• To determine the factors which influence the access of bank credit by SMEs 

in South Africa. 

Another objective of the research focused on the investigation of the factors 

that influence SME access to bank finance. The output of the structural 

equation modelling presented in Figure 7.5 indicates that collateral, 

creditworthiness and technology are major determinants of SME access to 

bank finance in South Africa. These factors were reported to have a positive 
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and significant influence on SME access to bank finance. This suggests that 

SMEs that have adequate collateral, are credit-worthy, adopt the new e-

banking technologies should have an increasing chance of acquiring credit 

from a bank. These results corroborate the literature study in chapter four. 

 

The findings of the study revealed that information asymmetry and credit rationing 

variables have a negative and significant influence on SME access to finance. The 

implication seems to be that SMEs that have a high level of opaqueness have less 

chances of accessing bank credit. These findings are in line with those of Stiglitz and 

Weiss (1981) and Bellier, Sayeh & Serve (2012), who established that credit 

availability decreases with increasing information asymmetry. 

The study has highlighted that the availability of collateral signifies a positive and 

significant relationship with SMEs access to credit. Collateral can therefore be a 

pivotal factor for SMEs to access finance from the banks. The results also indicate 

that SMEs’ lack of tangible assets or collateral hinder their access to bank finance. 

Based on the findings of the study, most of the SMEs whose loan applications were 

rejected lacked tangible assets that can be pledged as collateral. A summary of the 

main findings from the analysis of the SME questionnaire is presented in Table 7.4.  

Table 7.4: Summary of conclusions from the SME questionnaire 

1 Challenges faced by SMEs include high bank charges, lack of collateral, high 
interest rates, and fear of getting into debt. 

2 Banks do not understand the needs of SMEs.  SME owners require relatively 
small loans which are payable over a short period of time without the 
collateral requirement. 

3 Determinants of access to credit by SMEs include creditworthiness, collateral, 
information asymmetry, credit rationing and the adoption of e-technology.  

 

Considering the findings from both the banks and SMEs, it can be concluded that 

collateral, technology, creditworthiness and information asymmetry are significant 

factors of SME financing in South Africa. This study has therefore proposed some 

policy recommendations in the next section for consideration by financial institutions 

to address SME access to external finance by minimising information asymmetry 

and improving credit accessibility and thus reducing credit rationing. The next section 

deals with the final recommendations of this study.     
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7.4 Recommendations  
Based on the literature and the findings of empirical analysis, this section elaborates 

on potential strategies to improve bank financing to South African SMEs.  

 

7.4.1 Collateral 
According to the literature, collateral assures the bank of the entrepreneur’s 

willingness to repay the loan and thus raises the probability that credit will be granted 

to the SME owner/manager. However, the study has revealed that the majority of 

SMEs do not have access to long-term credit such as mortgage bonds on land and 

buildings. SMEs need medium- to long-term credit for the acquisition of fixed assets 

in the form of land, buildings and capital equipment which may then be used as 

collateral to secure bank loans. The results also indicate that most SMEs lack the 

financial resources or capital equipment to use as collateral to secure bank loans.  

 

Banks could also consider broadening the range of items they accept as collateral. 

According to the analysis (see Table 6.16) banks are increasingly using insurance 

policies (ranked 1) as security for the unsecured lending followed by property and 

investment. Use of insurance policies to secure SME loan applications is on the 

increase because the majority of the SMEs do not possess sufficient assets for 

collateral as per bank requirement. Therefore, banks should consider moving away 

from requiring solely physical collateral and propose alternative practices such as 

unsecured lending that may mitigate uncertainties in loan issuing transactions. The 

use of membership guarantees through a cooperative society, sales contracts and 

lien on equipment financed could also be considered. Furthermore, excessive and 

over complex regulations could be relaxed in order for SMEs to gain access to bank 

credit. 

 

7.4.2 Loan products and financial services 
The study has highlighted that there is a high demand for short-term loans in the 

form of credit cards and overdraft. The obvious conclusion was that banks 

predominantly offer short-term credit to SMEs which does not need collateral for 

security as opposed to the asset-based finances. According to the findings of the 

SMEs’ survey, it was established that banks do not understand the needs of SME 

borrowers (see section 6.3.10). The banks therefore need to recognise the needs of 
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the SMEs in order to come up with appropriate financing guidelines that would 

facilitate credit availability to SMEs. It is therefore recommended that: 

 

• Banks should develop a wide range of fee-based, non-lending products and 

financial services for SMEs.  Thus, in addition to lending, other lucrative fee-

based services such as payments, savings and advisory services could be 

offered. Such a move can deepen the engagement of banks with SMEs in an 

effort to become the principal bank for the SMEs they engage. Consequently, 

this may facilitate increasing the amount of lending to each SME while 

attracting other clients (for example, SME employees, owner/managers and 

their family members). Therefore, banks should develop a wide range of 

complementary products and financial services that are attractive to SMEs.  

• Banks can also offer customised products and financial services across SMEs 

and economic sectors so as to meet the firm specific or sector-specific needs. 

In so doing banks can broaden their sources of income and diversify risk in 

terms of deriving income from non-lending activities. 

 

The study also established that SMEs usually require small loans on a short-term 

basis rather than large medium- to long-term loans, which require collateralisation. 

 

7.4.3 Lending technology and innovative strategies 
Based on the empirical findings of the study, it was established that lending 

technology is the most significant factor influencing the supply of credit to SMEs. The 

study established that financial statement lending is the most important technique 

used by banks to screen SMEs, followed by asset backed-lending and leasing. 

However, these traditional lending techniques are not suitable for screening SME 

loan applications because the majority of the SMEs do not possess the required 

documentation to enable this process.  

 

The structural equation model indicated that lending technology has the greatest 

influence on credit supply via innovative strategies. This implies that banks should 

concentrate more on improving the lending techniques that they use for SMEs 

through the use of innovative approaches that increase SMEs access to finance 
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without hampering the performance and sustainability of banks. Fundamental 

innovation in both physical and virtual distribution channels can radically reduce the 

costs for banks and their SME customers alike. In terms of distribution, banks could 

use innovative strategies such as correspondent banking (use of retail outlets) in 

order to expand their distribution reach to as many SMEs as possible (see section 

4.6). Other technology-led innovations that banks can embark on include 

implementation of the contact centre model, use of mobile-phone-based products 

such as M-Pesa and Point of Sale (POS) - enabled agents (see section 4.6 and 

Table 6.6). 

 

In order to increase credit supply to SMEs, banks could radically lower transaction 

costs through the use of technology such as internet banking, so that more SMEs 

have access to banking products and services. Therefore, it is recommended that 

software technology developers and banks should focus on producing software that 

are compatible with and can easily be adopted by SMEs. Easy adoption and 

accessibility of e-banking by SMEs could be the key to accessing bank finance. If 

traditional lending strategies do not work for SME financing, then banks need to 

develop innovative techniques that will capture this supposedly potential market.  

 

7.4.4 Information asymmetry 
A number of studies have shown how SMEs have encountered difficulties in 

accessing bank credit as a result of the problems of information asymmetry 

(Akuetteh, 2009; Fatoki, 2010; Musara and Fatoki, 2012). The findings of this study 

have confirmed the difficulty that SMEs encounter in accessing bank financing due to 

problems of information asymmetry as most SMEs are unable to provide their banks 

with the requisite information. This is due to the fact that SMEs are unable to keep 

records, have unreliable financial statements and also lack collateral. In order to 

address the problem of information asymmetry, the following steps are 

recommended: 

• Assist SME owner/managers to develop and improve information 

management practices by keeping proper and accurate records of their 

business operations. This can be achieved by training SME owner/managers.  

Such a move has the potential of reducing information asymmetry and 

consequently the banks’ perception of risks. Ensuring proper accounting 
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practices, internal control systems and adequate information disclosure is 

likely to increase transparency.  

• Encourage regular updating of information pertaining to changes in business 

ownership and structures. The filing of relevant documentation and mandatory 

returns regarding taxes and other regulations must be strictly enforced and 

adhered to. 

• Improve the reliability of financial information provided by SMEs by 

encouraging them to adopt user-friendly accounting systems and reporting 

requirements consistent with international best practices and enforce such 

requirements. 

• Proactively watch out for early warning signs of future loan repayment 

problems and initiate vigorous collection efforts to avoid default. This can be 

achieved by using both hard and soft information in their lending decisions; 

and  

• Support the ability of business development service providers in order to 

make SMEs more creditworthy through support measures such as training on 

book-keeping, costing, marketing skills, financial and human resources 

management to ensure reliability of financial and business information. 

 

7.4.5 Bank-SME relationship 
In view of the benefits outlined in the literature study regarding durable relationship 

lending, the following recommendations are made to banks in order to enhance SME 

financing: 

• Foster the development of a durable and comprehensive bank-SME 

relationship that extends beyond credit accessibility. This can be achieved by 

educating and encouraging small business owners/managers to practise 

regular banking and relationship building with their banks at all times other 

than when they are in need of funding. 

• Encourage the formation of associations within sectors and communities to 

ensure uniformity in problem identification and structuring of solutions. 

• Encourage SMEs to register and formalise their relationship with service 

providers such as business advisory services, legal, accounting and auditing 

services. This could help improve the reliability of financial information 
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provided and develop a culture of transparency and accountability in dealing 

with banks.  

Contrary to claims in the literature, the analysis established that bank-SME 

relationship is not an important factor influencing credit supply to SMEs (positive and 

insignificant). Banks are therefore encouraged to foster relationship lending to SMEs 

who do not meet the collateral requirements for bank loans. If the bank-SME 

relationship is well developed, it can help reduce the information asymmetry 

problems through the provision of reliable information about an entrepreneur’s credit 

quality. 

 

7.4.6 Risk Management 
The results of the study indicate that risk management has a negative and 

insignificant influence on the supply of credit to SMEs. Due to information asymmetry 

among SMEs, the traditional credit scoring models based on financial statements 

and collateral seems to be inappropriate for assessing SMEs in emerging markets 

where costs have to be kept low. It is therefore recommended that: 

• Banks should develop new approaches to assess the creditworthiness of 

SMEs rather than the traditional credit scoring techniques. These new 

approaches include psychometric testing which uses test scores to separate 

good clients from bad ones; and the use of the Qualitative Credit Assessment 

– a 15-20 minute assessment tool (see section 4.6). As such, banks should 

manage risk innovatively by designing simple, data- and technology-enabled 

approaches which go beyond the standard risk management models, and 

accommodate the characteristics of their SME customers. 

• Banks can also manage risk better through diversification of products and 

financial services offered to SMEs, a reduction of information asymmetry 

through bank-SME relationships and the use of more sophisticated risk 

management tools. 

 

Given the importance of the SME sector to economic development in South Africa, 

particularly in terms of its contribution to innovative activity, productivity improvement 

and job creation, understanding the determinants of access to SME finance is a topic 

that deserves a closer attention by commercial banks. Banks need to recognise the 
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effect their lending policies might have on SMEs. Strict lending requirements and 

high levels of scrutiny from banks tend to intimidate SMEs, especially those without 

collateral. This discourages many SMEs seeking external financing, and may affect 

the growth of the SME sector, especially in technology-intensive industries where 

SMEs require substantial amounts of capital to grow rapidly in their initial stages of 

development. Banks should therefore consider changing their lending policies 

according to the characteristics of the market in which the SMEs operate and the 

SME’s growth potential, and not simply base their lending decisions on the basis of 

past performance.  

 

In view of the preceding recommendations, the contribution of this study to the body 

of knowledge is discussed in the ensuing section. 

 

7.5 CONTRIBUTION OF THE STUDY 

The empirical results of the study provide new insights into SME financing, dispelling 

the myth that banks are not interested in financing SMEs. Following from the 

analysis, evidence emerged that banks have the potential to increase their share of 

the SME market in a sustainable way. Although previous studies focused on 

analysing the access of SMEs to finance (Fatoki, 2010; Musara and Fatoki, 2012), 

there seems to be a limited focus on the influence of technology and relationship 

lending of bank credit supply to SMEs. As such, this study focused on the influence 

of latent factors on SME financing from both the supply- and demand-sides. By and 

large, studies have not striven to establish the causal relationship between variables. 

They have been generally limited to establishing relationships between SME 

characteristics and access to finance from the demand side. In contrast, this study 

evaluates the contribution of individual factors to credit supply to SMEs. 

 

In this study it is argued that bank credit supply to SMEs is a function of transaction 

costs, collateral, lending technology and creditworthiness; and that the relationship is 

significant. These findings corroborate those of Fenwick and Lyne (1998), who found 

that high transaction costs faced by households in the former KwaZulu homelands, 

limit their access to formal credit markets. Furthermore, the study empirically proved 

that lending technology has the greatest influence on credit supply. It has been 
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shown that lending technology positively and significantly influences credit supply. 

Therefore, banks need to invest more on lending technologies in order to increase 

credit supply to SMEs. On the other hand, an increase in the adoption of technology 

by SMEs leads to an increase in access of finance. Also, transaction costs and 

creditworthiness were found to have a negative and significant influence on credit 

supply to SMEs. Thus, it can be inferred that banks should strive to reduce 

transaction costs associated with SME financing in order to increase credit supply to 

SMEs. Therefore, banks can reduce SME information asymmetry through the 

fostering of relationships with SMEs and the cross-selling of non-lending products in 

order to reduce the risk associated with SME financing.  

 

The study contributes to the existing body of knowledge by focusing on SME 

financing from both the supply- and demand-side perspective in order to get the 

opinions of both parties simultaneously. Therefore, the study will serve as a source 

of reference for subsequent research in the area of SME financing. 

 

According to the findings of this study, the main obstacles to SME financing include 

compliance with the FICA and NCA regulations, lack of collateral, information 

asymmetry and lack of a quality market. Thus, it can be concluded that the ease of 

doing business in South Africa is hampered by regulation. Regulatory instruments 

such at the FICA and NCA Acts distort the credit attractiveness and the risk 

portfolios of some sectors whose performances are critical to the overall 

performance of the economy. It is therefore  suggested that the application of such 

policies should be strategically guarded with sector singularity without compromising 

the consorted objective of such regulatory instruments.  

  

7.6 LIMITATIONS OF THE STUDY 
This study focused on the access of SMEs to bank credit in South Africa. The main 

limitation of the study was the non-availability of borrower specific data on the 

amount of credit accessed from the banks by SMEs. This was mainly due to 

confidentiality reasons. To circumvent this challenge, the study used survey data 

based on the opinions of bank officials and SME owners.  
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Secondly, the survey was limited to banks and SMEs in the Gauteng province due to 

its accessibility and it being the economic hub of South Africa. However, the sampled 

province was considered sufficient to generalise the results for economies with 

similar circumstances. Thirdly, all data was gathered at a specific time, thus the 

variables, responses and findings may be limited to that point in time. 

 

Lastly, no authentic database existed with respect to the number of SMEs nationally 

or in the sampled province. Hence, the study relied on registers of provincial 

organisations that have a direct relationship with SMEs. It was also recognised that 

there are other noticeable features such as political and socioeconomic variables 

which could possibly impact SMEs’ access to debt financing since such variables are 

difficult to quantify. 

 

7.7 SUGGESTIONS FOR FURTHER STUDY 
This study investigated the factors influencing SME financing by banks in South 

Africa. The findings of the study suggest that credit supply to SMEs hinges on 

lending technology, collateral, credit worthiness and transaction costs. Although this 

study advances the understanding of the relationship between banks and SMEs, 

much work remains for future research. Notably, the study could be extended to 

other financial institutions. Bearing in mind the importance of the SME sector to the 

development of the economy, the influence that the government could have on this 

issue could also be investigated.  

 

While this study has succeeded in addressing several issues pertaining to SME 

financing, there may still be certain issues that require further research. For example, 

a longitudinal field survey may yield additional results, especially on the trends of 

SME financing over time. Another research angle would be to focus on the effects of 

risk management and SME-bank relationships on SME financing at the regional 

level, which could contribute to the body of knowledge of the credit rationing 

behaviour by banks. This study was limited to a selection of banks and SMEs in the 

Gauteng province and therefore the results can not be generalised to the rest of 

South Africa. It will be interesting to repeat the empirical part of the research with a 

geographically representative dataset of SME’s and banks from all the nine 

provinces of South Africa. 
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Arguably, the application of FICA and the NCA regulations commingled with peculiar 

challenges that should be addressed through policy ammendments and other 

relevant interventions. Further research is required to understand the specific impact 

of FICA and the NCA on investors in financial institutions like banks, as well as 

similar policies in other parts of the world. 

 

7.8 FINAL CONCLUSION  
Contrary to the general view that commercial banks are disinclined to providing 

credit to SMEs, the study established that South African banks are keen to serve the 

SMEs and are therefore making efforts to penetrate this market segment. The results 

of the study indicate that banks consider the SME sector as a strategically profitable 

economic sector. However, several obstacles are holding back further involvement of 

banks with SMEs in South Africa. These include inherent SME characteristics such 

as information asymmetry and inability to post adequate collateral; problems of an 

organisational nature such as difficulty in standardising products and procedures 

(screening, origination, monitoring and risk management); inability to diversify risk 

across SME borrowers and high transaction costs; and lastly macroeconomic factors 

such as high interest rates. 

 

According to the study, the determinants of credit supply to SMEs are collateral, 

creditworthiness, and transaction costs. The study also identified unconventional 

factors such as lending technology and innovative strategies as significant predictors 

of credit supply to SMEs in South Africa. From the demand-side, the results of the 

study identified creditworthiness, collateral, information asymmetry and technology 

(e-banking) to be important predictors of SME access to bank credit. It can be noted 

that collateral, creditworthiness and technology are significant factors for both the 

supply of bank credit to SMEs and the access of bank finance by SMEs. This implies 

that banks should strive to align their lending techniques with the dynamic 

technological developments so as to reach as many SMEs as possible even in the 

geographically dispersed regions. Ensuring cost-effective technology, enabling 

access to comprehensive and reliable information, and the securitisation and 

realisation of collateral are fundamental challenges that banks should address in 

order to service SMEs more effectively. It is foreseen that improving SME access to 
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bank credit could be a key to the growth and sustainability of SMEs, the alleviation of 

poverty and unemployment; and consequently leading to the growth of the South 

African economy. 
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APPENDIX A: Bank Questionnaire                                                                                                                       
Resp.no.    

  
 

Small and Medium Enterprise Financing and Credit Rationing: The role of 
banks in South Africa 

 
  
Dear respondent 
 
Thank you for your willingness to participate in this survey. The purpose of the survey is to 
determine the factors that influence the availability of credit to small and medium enterprises 
(SMEs) and the credit risk management associated with SME financing. The survey should 
not take more than 30 minutes to complete. This is an anonymous and confidential survey. 
You cannot be identified and the answers you provide will be used for academic research 
purposes only. 
 
Please answer all the questions as accurately as possible. Indicate your choice by 
marking the appropriate selected blank block with an “X”.  
 
 
SECTION A: GENERAL INFORMATION  
 
 
Q1. Years of experience in dealing with SME loan requests: 
 

At most 2 years 1  
3-5 years 2  
6-10 years 3  
11-15 years 4  
Above 15 years 5  

 
 
Q2. Bank position occupied at present: 
 

Banker 1  
Small Business Services (SBS) manager 2  
Relationship manager 3  
Credit manager 4  
Risk manager 5  
Supervisor 6  
Credit analyst 7  

 
 
Q3. Which of the following criteria does your bank use to define a SME?  
 

Client size in terms of average sales 1  
Client size in terms of total assets 2  
Client size in terms of total employee 3  
Capital 4  
Other, specify 5  
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SECTION B: BANK INVOLVEMENT WITH SMES 
 
Q4. Does your bank have a separate unit responsible for managing SME relations?  
  

Yes 1  
No 2  

 
 
Q5. What type of involvement do you have with SMEs? 
  

The bank primarily offers deposits and cash management products 1  
The bank primarily offers loan product 2  
The bank offers both deposits and loan products 3  
Other, specify 4  

 
 
Q6. To what extent does your bank offer the following lending products to SMEs?   
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a Term loans 1 2 3 4 5 
b Overdraft 1 2 3 4 5 
c Vehicle and asset finance 1 2 3 4 5 
d Credit cards 1 2 3 4 5 
e Home loan 1 2 3 4 5 
f Bond for factory/office premises 1 2 3 4 5 

 
 
Q7. To what extent is your involvement with SMEs driven by the following? 
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a Perceived profitability in the SME sector 1 2 3 4 5 
b Intense competition for large corporates 1 2 3 4 5 
c Intense competition for retail customers 1 2 3 4 5 
d Excessive exposure to large corporates 1 2 3 4 5 
e Excessive exposure to retail customers 1 2 3 4 5 
f Possibility to seek out SMEs through existing relations with  

large clients (e.g. reverse factoring) 
1 2 3 4 5 

g For corporate social responsibility purposes 1 2 3 4 5 
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Q8. In your own opinion, indicate to what level the following factors are important obstacles in 
lending to SMEs. 
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a Increasing interest rates  1 2 3 4 5 
b Fluctuating exchange rate   1 2 3 4 5 
c Lack of adequate collateral 1 2 3 4 5 
d Information asymmetry  1 2 3 4 5 
e Bankruptcy regulations (e.g. Basel III) 1 2 3 4 5 
f FICA regulations 1 2 3 4 5 
g Inability of SMEs to manage risk 1 2 3 4 5 
h Interest rate ceilings imposed by regulation 1 2 3 4 5 
i Bank learning to do business with SMEs 1 2 3 4 5 
j High implementation and maintenance costs of lending 

technologies 
1 2 3 4 5 

k Lack of adequate demand (there is demand but from customers 
that are not creditworthy) 

1 2 3 4 5 

l Inability to diversify risk across borrowers 1 2 3 4 5 
m Difficulty in standardizing products and procedures (screening, 

origination, monitoring, risk management) 
1 2 3 4 5 

 
 
Q9. Indicate where the following activities normally occur when dealing with SMEs lending:  
  

 Activity Only done at 
headquarters 

Only 
done at 
branches 

Done primarily 
at 
headquarters 

Done 
primarily 
at 
branches 

Done at 
both HQ 
and 
branches 

a Loan pre-screening 1 2 3 4 5 
b Loan approval 1 2 3 4 5 
c Risk management 1 2 3 4 5 
d Non-performing loan recovery 1 2 3 4 5 
e Sale of non-lending products 1 2 3 4 5 

 
 
Q10. Does your bank focus on dealing with SMEs in specific geographic areas?  
 

Yes  1  
No 2  
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Q11. Which particular criteria does the bank use to determine the SME clients it will target? (Mark 

all applicable) 
 

Company size 1  
Geographic area where the firm operates 2  
Industry sector to which the firm belongs 3  
Product needs of the firm 4  
Expected profitability of the firm 5  
Exposure size 6  
Credit quality 7  

 
 
Q12. What types of products are offered to SMEs by your bank? (Mark all applicable) 
 

Standardised (uniform) 1  
Tailored (designed to suit an individual customer) 2  
Both standardized  and tailored  3  

 
 
Q13. To what extent is your bank aware of the following cost-reducing techniques in SME financing 

being implemented elsewhere in the world?  
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a Use of low-cost branches 1 2 3 4 5 
b Use of Correspondent banking 1 2 3 4 5 
c Use of contact centre models 1 2 3 4 5 
d Use of mobile phone-based products 1 2 3 4 5 
e Use of Laptop and Point of Sale (POS) 

-enabled agents 
1 2 3 4 5 

 
 
Q14. Indicate your level of agreement with the following statements relating to your bank’s  

response to excess demand for credit by SMEs. 
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a Increase interest rate to clear the excess demand      
b Decline credit to customers because it is unprofitable at 

any interest rate 
1 2 3 4 5 

c Increase collateral requirements to clear the excess 
demand 

1 2 3 4 5 

d Keep interest rate low and randomly select loan applicants 1 2 3 4 5 
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SECTION C: CREDIT RISK MANAGEMENT 
 
Q15. How is the credit risk management function organized in your bank? 
 

Largely automated 1  
Done by the credit risk analyst 2  
Done by the relationship manager at the branch 3  
Done primarily at headquarters 4  

 
 
Q16. To what extent does your bank use the following lending technologies to screen SME loan 

applications? 
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a Financial statement lending 1 2 3 4 5 
b Asset-based lending 1 2 3 4 5 
c Relationship-based lending 1 2 3 4 5 
d Leasing (property of the leased asset remains with the 

bank) 
1 2 3 4 5 

e Factoring (business sells its accounts receivable to a 
third party at a discount. 

1 2 3 4 5 

 
 
Q17. Which of the following aspects characterize some of the ways the bank monitors credit risk 

over time for a particular SME? (Mark all applicable) 
 

Automatically generated triggers 1  
Depends on the diligence of the Relationship Manager  2  
Depends on the diligence of the credit analyst 3  

 
 
Q18. Indicate your level of agreement on the use of the following measures by your bank to monitor 

SME activities. 
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a Total debt outstanding 1 2 3 4 5 
b Repayment frequency  1 2 3 4 5 
c Regular reporting from the SME 1 2 3 4 5 
d Outstanding exposure 1 2 3 4 5 
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Q19. Indicate the nature of your bank’s appetite by sector to extend finance to SMEs in the last five 

years: 
   Increasing Unchanging Decreasing 
a Agriculture, forestry and fishing 1 2 3 
b Mining and quarrying 1 2 3 
c Manufacturing 1 2 3 
d Construction 1 2 3 
e Electricity, gas and water 1 2 3 
f Transport, storage and communications 1 2 3 
g Wholesale, retail trade, hotels and 

restaurants 
1 2 3 

h Finance, insurance and business services 1 2 3 
 
 
Q20. Please indicate your level of agreement with the following statements that describe your bank 

with respect to the screening of SME applications, where 1 = strongly disagree (SD) and 5 = 
strongly agree (SA). The bank uses … 

 
 Statement SD D N A SA 
a an increase in interest rate to screen applications. 1 2 3 4 5 
b increasing collateral to screen applications. 1 2 3 4 5 
c both interest rate and collateral requirements to screen loan 

applicants. 
1 2 3 4 5 

d site visits to screen SMEs 1 2 3 4 5 
e personal interviews to screen SMEs 1 2 3 4 4 
f information from other banks to screen SMEs 1 2 3 4 5 
g third party evaluations to screen SMEs 1 2 3 4 5 

 
 
Q21. Indicate your level of agreement to which you think the following factors lead to high 
 transaction costs for SMEs for  your bank where 1 = strongly disagree (SD) and 5 = 
 strongly agree (SA)? 
 

    SD D N A SA 
a High number of firms to investigate 1 2 3 4 5 
b The wide range of projects demanding specialized staff 1 2 3 4 5 
c High riskiness of the SMEs due to information asymmetry 1 2 3 4 5 
d Lack of standard accounting and auditing techniques 1 2 3 4 5 

 
 
SECTION D: RELATIONSHIP LENDING 
 
Q22. Indicate your level of agreement on how the bank-firm relationship helps to achieve the 

following objectives, where 1 = strongly disagree (SD) and 5 = strongly agree (SA?  
 

   SD D N A SA 
a Gather valuable information about the customer 1 2 3 4 5 
b Determine the customer’s ability to pay  1 2 3 4 5 
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Q23. To what extent does the approval of SME loan applications (availability of credit) depend on  
the following aspects of relationship lending? 
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a Distance of the firm from the bank 1 2 3 4 5 
b The range of financial services purchased 1 2 3 4 5 
c Pre-existing relationship 1 2 3 4 5 
d Intended use of the loan 1 2 3 4 5 

 
 
Q24.    To what extent are the following types of collateral important for your bank in approving loan  

applications? 
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a Guarantee schemes in case of repayment default 1 2 3 4 5 
b Plant and equipment (e.g. machinery) 1 2 3 4 5 
c Vehicle asset 1 2 3 4 5 

 
 
Q25. Indicate your level of agreement with the following statements relating to SME lending where  

1 = strongly disagree (SD) and 5 = strongly agree (SA). 
 

   SD D N A SA 
a Higher risk borrowers are willing to pledge higher interest rate 

with no collateral. 
1 2 3 4 5 

b Pledging more collateral will not increase the supply of bank 
credit to SMEs. 

1 2 3 4 5 

c Borrowers who already have current/saving accounts with 
our bank more easily comply with loan terms than first-time 
borrowers with no previous history with our institution. 

1 2 3 4 5 

d Duration between a borrower and my bank is very important 
in     availing credit facilities 

1 2 3 4 5 

 
   
Q26. How would you rate the importance of the following factors in hindering the approval of SME 

loan applications? 
 

  

Ve
ry

 
un

im
po

rt
an

t 

un
im

po
rt

an
t 

N
eu

tr
al

 

Im
po

rt
an

t 

Ve
ry

 im
po

rt
an

t 

a Perceived lack of profitability of the firm 1 2 3 4 5 
b Inadequate credit history of the firm 1 2 3 4 5 
c Lack of collateral to secure loan application 1 2 3 4 5 
d Poor cash flow projections 1 2 3 4 5 
e Lack of banking relationship 1 2 3 4 5 
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f Capability of SME owner to partly fund the project 1 2 3 4 5 
g Compliance with the National Credit Act (NCA) 1 2 3 4 5 
h Education and experience of key management 1 2 3 4 5 
i Lack of financial literacy and business skills 1 2 3 4 5 
j Inadequate information to process loan applications 1 2 3 4 5 

 
 
Q27.    Indicate the level of extent to which the following innovative strategies (new technologies)  
     have assisted in making your SME banking experience user friendly.    
 

 Strategy 
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a Correspondent banking (Use of retailers to expand 
distribution)                      

1 2 3 4 5 

b Psychometric testing (using tests, profiles or a 
combination of the two to form a deeper 
understanding of the customer) 

1 2 3 4 5 

 
 
Q28.     Please read the following statement carefully and then indicate your level of agreement with  
      the factors that make SMEs risky enterprises for your bank to do business with where 1 =  
      strongly disagree (SD) and 5 = strongly agree (SA)  
 

 Statement SD D N A SA 
a SMEs experience more variable rates of return than large 

firms  
1 2 3 4 5 

b SMEs experience higher failure rates than large firms 1 2 3 4 5 
c SMEs are less equipped in human capital than large firms 1 2 3 4 5 
d SMEs are less equipped in terms of financial resources 1 2 3 4 5 
e SMEs use inadequate accounting systems 1 2 3 4 5 
g SMEs are characterised by information asymmetry  1 2 3 4 5 
h Most SMEs are not completely honest with their financial 

records and future business plans. 
1 2 3 4 5 

i It is not easy to verify financial information for SMEs, and 
consequently we limit lending to the SME sector 

1 2 3 4 5 

j SMEs are not properly managed 1 2 3 4 5 
 
 
  
 
END - Thank you for taking the time to complete this questionnaire. 

 
If you would like to receive a report on the findings, please e-mail the researcher, as it is on request. 
 

Ashley Mutezo muteza@unisa.ac.za 
 

 

Resp.       no.    

mailto:muteza@unisa.ac.za
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APPENDIX B:    SME Questionnaire 
 

 
Small and Medium Enterprise Financing and Credit Rationing: The role of banks in 

South Africa. 
 

 
Dear SME owner/manager 
 
Thank you for your willingness to participate in this survey. The purpose of the survey is to determine 
the factors that influence the availability of bank credit to small and medium enterprises (SMEs) in 
South Africa. The survey should not take more than 30 minutes to complete. This is an anonymous 
and confidential survey. You cannot be identified and the answers you provide will be used for 
academic research purposes only. 
 
Please answer all questions by marking the appropriate selected blank block with an “X”. 
There are no right and wrong answers 
 
 
SECTION A: DEMOGRAPHIC CHARACTERISTICS  
 
Q1. Please indicate your gender: 
 

Male 1  
Female 2  

 
 
Q2. Please indicate your age group: 
 

Below 30 years 1  
30─39  2  
40─49  3  
50─59  4  
60 years and above 5  

 
 
Q3. Please indicate your level of education: 
 

None 1  
Standard 8/Grade 10 2  
Standard 9/Grade11 3  
Standard 10/Grade 12 (Matric) 4  
Diploma/certificate (vocational training) 5  
Professional (e.g. CA, CIMA, CIS) 6  
University degree 7  
Post graduate degree 8  

 
 
Q4.  How did you come to own your SME business? 
 

Inherited from family 1  
Formed the business (started from scratch) 2  
Bought the business 3  
Other, specify 4  
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Q5. How long has your business been in operation? 
 

At most a year 1  
2 - 3 years 2  
4 - 5 years 3  
6 - 10 years 4  
More than 10 years 5  

 
Q6.  Which economic sector do you operate in? 
 

Agriculture, forestry and fishing 1  
Mining and quarrying 2  
Manufacturing 3  
Construction 4  
Electricity, gas and water 5  
Transport, storage and communications 6  
Wholesale, retail trade, hotels and restaurants 7  
Finance, insurance, real estate and business services 8  

 
Q7.     Please indicate the number of employees in your business including yourself…………………… 
 
Q8.    What is the legal status of your business?  
 
 

 
 
SECTION B:      FINANCIAL INFORMATION 
 
Q9.     Which of the following banks do you do business with? (Choose all that is applicable) 

ABSA 1  
FNB 2  
Nedbank 3  
Standard Bank South Africa 4  
Development banks e.g. Land Bank 5  
Investment banks e.g. Investec 6  
Savings banks e.g. Post Office 7  
Micro Finance Institutions 8  
Other (Please specify) 9  

 
Q10. Of the banks listed above, which one is the main bank for your business? 
 …………………………………………………………………………………………………………… 
 
Q11. How long have you been banking with your main bank?  
 
 
 
 
 
 
 
 
 

Sole proprietor 1  
Private company (Pty) 2  
Close corporation 3  
Franchise 4  
Non-profit organisation (NPO) 5  

At most a year 1  
2-3 years 2  
4-5 years 3  
6-10 years  4  
Over 10 years 5  
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Q12. Which of the following sources of finance did you use to finance your business activities? 
(Mark all applicable) 

 
a Personal savings  1  
b Loans from family/friends 2  
c Bank finance (overdraft, credit cards, personal loans) 3  
d Microfinance (Loan sharks) 4  
e Leasing arrangement or hire purchase (e.g. vehicle finance) 5  
f Factoring (discounting of debts) 6  
g Trade credit – purchase of goods or services from another business 

without making immediate cash payment. 
7  

h Government guarantee scheme (e.g.Khula) 8  
i Equity (issue of new shares, venture capital and business angels) 9  
j Retained earnings (Internal funds from savings or sale of assets) 10  

 
 
SECTION C: ACCESS TO FINANCE 
 
Q13. Have you applied for a bank loan in the last three years? 
  

Yes 1  
No 2  

 
 If your answer to Q13 is NO, please proceed to Q21 
  
Q14. If your answer to Q13 above is YES were any of the loans approved? 
  

Yes 1  
No 2  

 
  
Q15.  How many bank loans have you received in the last three years?    
  

One 1  
Two 2  
Three 3  
More than three 4  

 
 
Q16. If you were offered a loan by the bank, which of the following loan duration would you have 

preferred to pay it back? (Choose one only).         
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a      Short-term loans  (up to 12 months)       

b   Medium-term loans (1-5 years)       

c     Long-term loans e.g. mortgages (over 5 years)        

d   Overdraft       

e    Credit card       
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Q17.  Which of the following types of loans does your firm have with the main bank? (Mark all 
applicable)  

  
 
 
 

 
 

 
 
 
 
Q18. To what extent did you use the following types of collateral to secure your bank loans?   
 
  
 
 
 
 
 
 
 
 
 
 
Q19. From the date of application, how many days did it take the bank to approve the following 
 loans?    

 
  1 day 2-3 days 4-7 days More than 

a week 
a Short-term (up to 12 months) 1 2 3 4 
b Medium term (1-5 years) 1 2 3 4 
c Long-term (over 5 years) 1 2 3 4 

          
 
Q20.   If your loan application was rejected, to what extent do you think the following aspects led to  

the rejection of your application by the bank.  
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a Lack of acceptable collateral 1 2 3 4 5 
b Lack of 10% contribution (deposit) towards the project 1 2 3 4 5 
c Inadequate credit history of the firm 1 2 3 4 5 
d Incompleteness of the loan application 1 2 3 4 5 
e Lack of comprehensive business plan 1 2 3 4 5 
f Poor credit record of applicant(s)  1 2 3 4 5 
g Inability to repay the loan 1 2 3 4 5 
h No relationship with the bank 1 2 3 4 5 
i Project evaluated by bank as too risky 1 2 3 4 5 
j Non-compliance with the National Credit Act (NCA) 1 2 3 4 5 

 
 
 
 
 

Short-term loans  (up to 12 months) 1  
Medium-term loans (1-5 years) 2  
Long-term loans e.g. mortgages (over 5 years)  3  
Bank overdraft 4  
Credit card 5  
None 6  
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a Bond over moveable assets (machinery, equipment)      
b Accounts receivable (e.g. government contract)      
c Inventories (stock)      
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Q21. If your firm does not currently have a loan, what is the reason? 
  

Our firm did not apply for a loan 1  

Our application was turned down 2  

Our application for the loan is still pending 3  
 
 
Q22. If your firm did not apply for a loan, to what extent were the following statements reasons for 

not applying for a bank loan? 
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a Application procedures for bank loans are too 
burdensome 

1 2 3 4 5 

b Collateral requirements for bank loans are too strict 1 2 3 4 5 
c The interest rates charged by the banks are too high 1 2 3 4 5 
d It is necessary to make informal payments (bribes) to 

get bank loans 
1 2 3 4 5 

e We were afraid that our loan application would be 
rejected 

1 2 3 4 5 

f We were discouraged because we could not meet the 
bank requirements 

1 2 3 4 5 

 
 
Q23. Please indicate the estimated value of the following aspects for your firm in the last financial  

Year (where applicable). 
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a Fixed assets (buildings and machinery) 1 2 3 4 5 6 

b Total current assets (cash and debtors) 1 2 3 4 5 6 

c Total short-term loans (up to 12 months) if applicable 1 2 3 4 5 6 

d Long-term debt (more than 5 years e.g. mortgage and 
machinery) 

1 2 3 4 5 6 

e Debt (total bank loans) 1 2 3 4 5 6 

f Value of equity (own contribution, friends and family, venture 
capital, business angels and shares sold) 

1 2 3 4 5 6 

g Income for your business in the last financial year 1 2 3 4 5 6 

h Total market value of the assets (fixed, investments and cash) 1 2 3 4 5 6 
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Q24. To what extent does your firm use the following banking products and services?                                                                                                                                          
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a Business cheque account  1 2 3 4 5 

b Consultation/advice in financial planning 1 2 3 4 5 

c Loan account 1 2 3 4 5 

d Factoring – purchase of overdue accounts 1 2 3 4 5 

e Leasing (hire purchase) 1 2 3 4 5 

f Foreign exchange (buying and selling foreign currency) 1 2 3 4 5 

g Supplier payments (trade credit) 1 2 3 4 5 

h Collection of receivables 1 2 3 4 5 

I Insurance products (e.g. policies) 1 2 3 4 5 
 
 
Q25. In your opinion, indicate the level of the willingness of banks to grant credit to SMEs by sector  
 over the last 5 years: 
 

  Increased Stayed the 
same 

Decreased Don’t 
know 

a Agriculture, forestry and fishing 1 2 3 4 

b Mining and quarrying 1 2 3 4 

c Manufacturing 1 2 3 4 

d Construction 1 2 3 4 

e Electricity, gas and water 1 2 3 4 

f Transport, storage and communications 1 2 3 4 

g Wholesale, retail trade, hotels and restaurants 1 2 3 4 

h Finance, insurance, real estate and business 
services 

1 2 3 4 

 
 
Q26. To what extent does your firm use the following e-banking transactional methods?    
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a Electronic Funds transfer (EFT) 1 2 3 4 5 

b Cell phone banking  1 2 3 4 5 

c Internet banking (accessing bank products via the internet) 1 2 3 4 5 

d Transfer of funds without a bank account (e.g. E-wallet) 1 2 3 4 5 
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Q27. Indicate your level of satisfaction with each of the following aspects of the loan application 
process?  
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a The loan amount granted by the bank relative to the 
amount we requested 

1 2 3 4 5 

b The time taken to process the application 1 2 3 4 5 
c The interest rates (the cost of the loan) 1 2 3 4 5 
d The bank charges (administrative costs) 1 2 3 4 5 
e The personal guarantees required by the bank 1 2 3 4 5 

f The government guarantees  1 2 3 4 5 
g The collateral requirements 1 2 3 4 5 
h The overall loan application process  1 2 3 4 5 
i The simplicity of the application form 1 2 3 4 5 

 
 
Q28. To what extent do the following factors limit you from borrowing from the banks?  
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a High interest rates charged reduce our profits 1 2 3 4 5 
b High bank charges (costs for depositing and 

withdrawing our money are too high) 
1 2 3 4 5 

c Lack of collateral 1 2 3 4 5 
d Distance to the bank (location of firm from the bank) 1 2 3 4 5 
e Poor credit record (blacklisted by the credit bureau) 1 2 3 4 5 
f Fear that loan application might be rejected by bank 1 2 3 4 5 
g Lack of a viable business plan 1 2 3 4 5 
h Too many documents requested by the banks 1 2 3 4 5 
i Over-indebtedness – (inability to repay the loan) 1 2 3 4 5 
j Lack of trust of banks with our money 1 2 3 4 5 
k Banks do not understand the needs of small 

businesses 
1 2 3 4 5 

l Fear of getting into debt 1 2 3 4 5 
m Non-compliance with the National Credit Act (NCA) 1 2 3 4 5 

 
Q29.    Any other comment…………………………………………………………………………………….... 

            … ………………………………………………………………………………………………………… 

           ……………………………………………………………………………………………………………… 

Thank you for taking part in this survey. 
 

If you would like to receive a report on the findings, please e-mail the researcher, as it is on request. 
 

Ashley Mutezo muteza@unisa.ac.za 

mailto:muteza@unisa.ac.za
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APPENDIX C: Items dropped during factor analysis 
 
The following table gives the items removed from dimension to increase reliability 
 
Dimension  Items removed from dimension Old 

reliability 
value 

Current 
reliability 
value 

Obstacles in SMEs 
lending 

Small size of the SME sector 0.405 0.708 
Weakness in the judicial system 
Interest rate ceilings imposed by regulation 
Bank learning to do business with SMEs 
Limited geographic presence of the bank within the 
country 
Lack of expertise in dealing with SME financing 
Informality of SMEs (not formally registered) 
Inability to prosecute owner in case of default 

Response to excess 
demand 

Increase interest rate to clear the excess demand 0.552 0.727 

Lending technology Relationship-based lending 0.697 0.730 
Measures of 
creditworthiness 

Regular visits to the SME premises 0.453 0.757 

Regular reporting from the SME 
Transactional costs Lack of long-term relationships established with SMEs 0.546 0.790 
Objection on bank 
firm relationship 

Use the information to refine the loan contract terms 0.670 0.752 
Make a decision on the loan rate  
Make a decision on collateral requirements  

Bank firm 
relationship 

Distance of the firm from the bank 0.512 0.702 
Pre-existing relationship 

Collateral Vehicle asset 0.361 0.671 
Someone to guarantee the loan in case of repayment 
default 

Risk management Lower risk borrowers are willing to pledge more 
collateral with low interest rate. 

0.209 0.611 

Pledging more collateral will not increase the supply 
of bank credit to SMEs. 
Banks do not lend to SMEs without a banking history 
with them. 
Pledging more collateral will not increase the supply 
of bank credit to SMEs. 
Banks do not lend to SMEs without a banking history 
with them. 

Factors hindering 
approval of SME 
lending application 

Poor credit record of applicant(s) 0.377 0.726 
Project evaluated by the bank as too risky 
Lack of financial literacy and business skills 
Poor financial records of small businesses 
Poor cash flow projections 
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Innovative strategies Cell phone banking (accessing bank products on 
mobile phones) 

0.278 0.622 

Unsecured credit (not backed by collateral) 
Qualitative Credit Assessment (QCA) questions to 
determine probability of default 
Internet or on-line banking (accessing bank products 
via the internet) 

Risky nature of 
SMEs 

Most SMES businesses are not viable 0.579 0.706 
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APPENDIX D       Informed consent letter for banks 

 

Contact person  

Bank 

Small Business Services 

E-mail address:  

 

Dear Sir/ Madam 

I, Mrs Ashley Mutezo am doing research with Prof Jackie Young in the Department 

of Finance, Risk Management & Banking towards a D.Com degree at the University 

of South Africa. We are inviting you to participate in a study entitled: “Small and 
Medium Enterprise Financing and Credit Rationing: The role of banks in South 
Africa.” 

 

The aim of the study is to investigate the significance of credit rationing in SME 

financing by commercial banks in a South African context. Also the study attempts to 

investigate the process of SME lending and importance of relationship lending and 

its impact on the access to bank finance by SMEs.  

 

The study will entail a survey of commercial banks located in the Gauteng province 

of South Africa. The survey will comprise of a sample of commercial banks of South 

Africa who have a banking relationship with SMEs. A questionnaire will be sent out 

to selected bank officials who are involved one way or another with the SME loan 

application process and the management of the risks involved. 

 

Being in this study is voluntary and you are under no obligation to consent to 

participation. You are free to withdraw (opt-out) at any time or stage during the 

completion of the questionnaire without giving a reason. The survey should not take 

more than 30 minutes to complete.  All data obtained from you will be kept 

confidential and will only be reported in an aggregate format (by reporting only 

combined results and never reporting individual ones). All questionnaires will be 

concealed, and no one other than the primary investigator and promoter will have 

access to them. 
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There are no direct benefits to participants in this study. However, we hope that the 

information obtained from this study may be used to simplify the bank lending 

process to SMEs and improve SME access to bank finance. The results from this 

study will be presented in a thesis and possibly articles at a later stage. At no time, 

however, will your organisation’s name be used or any identifying information 

revealed. If you wish to receive a copy of the results from this study, you may contact 

one of the researchers at the contact details given below. 

 

Electronic copies of your answers will be stored by the researcher for a period of five 

years on a password protected computer. Future use of the stored data will be 

subject to further Research Ethics Review and approval if applicable. After the 5 year 

period all information will be permanently deleted. 

 

If you require any information about this study, or would like to speak to one of the 

researchers, please call Mrs Ashley Mutezo at 012 429 4595 or e-mail 

muteza@unisa.ac.za or Professor Jackie Young on 012 429 3010 or e-mail 

youngj@unisa.ac.za at the University of South Africa. 

 

If you have any other questions regarding your rights as a participant in this 

research, you may also contact the College Research Ethics Review Committee of 

the University of South Africa via email at uysm@unisa.ac.za 

 

Thank you for taking the time to read this information sheet and for choosing to 

participate in this study. Please note that by completing the questionnaire you agree 

that you understand the information shared with you and that you voluntarily 

participate.   

 

Yours Sincerely, 

 

……………………………. 

Ashley Mutezo (Mrs) 
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APPENDIX E: Informed consent for the SME owner/manager 

 
Dear SME owner/manager 

 

I, Mrs Ashley Mutezo am doing research with Prof Jackie Young, in the Department of 

Finance, Risk Management & Banking towards a D.Com Degree at the University of South 

Africa. We are inviting you to participate in a study entitled: “Small and Medium Enterprise 
Financing and Credit Rationing: The role of banks in South Africa.” 

 

The aim of the survey is to investigate the factors that influence the availability of bank credit 

to small and medium enterprises (SMEs) in South Africa. Despite the efficiency of the 

banking sector in South Africa, SMEs still experience problems in accessing bank credit. The 

study therefore involves a survey questionnaire which will focus on the problems and 

challenges that SMEs located in the Gauteng province of South Africa experience.  

 

Being in this study is voluntary and you are under no obligation to consent to participation. 

You are free to withdraw (opt-out) at any time or stage during the completion of the 

questionnaire without giving a reason. The survey should not take more than 30 minutes to 

complete.  All data obtained from you will be kept confidential and will only be reported in an 

aggregate format (by reporting only combined results and never reporting individual ones). 

All questionnaires will be concealed, and no one other than then primary investigator and 

promoter will have access to them. 

 

There are no direct benefits to participants in this study. However, we hope that the 

information obtained from this study may be used to simplify the bank lending process to 

SMEs and improve SME access to bank finance. The results from this study will be 

presented in a thesis and possibly articles at a later stage. At no time, however, will your 

organisation’s name be used or any identifying information revealed. If you wish to receive a 

copy of the results from this study, you may contact one of the researchers at the contact 

details given below. 

 

Electronic copies of your answers will be stored by the researcher for a period of five years 

1) on a password protected computer. Future use of the stored data will be subject to further 

Research Ethics Review and approval if applicable. After the 5 year period all information 

will be permanently deleted. 
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If you require any information about this study, or would like to speak to one of the 

researchers, please call Mrs Ashley Mutezo at 012 429 4595 or e-mail muteza@unisa.ac.za 

or Professor Jackie Young on 012 429 3010 or e-mail youngj@unisa.ac.za at the University 

of South Africa. 

 

If you have any other questions regarding your rights as a participant in this research, you 

may also contact the College Research Ethics Review Committee of the University of South 

Africa via email at uysm@unisa.ac.za 

 

Thank you for taking the time to read this information sheet and for choosing to participate in 

this study. Please note that by completing the questionnaire you agree that you understand 

the information shared with you and that you voluntarily participate.   

 

Yours Sincerely, 

 

……………………………. 

Ashley Mutezo (Mrs) 
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