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#### Abstract

The Newton method for plane algebraic curves is based on the following remark: the first term of a series, root of a polynomial with coefficients in the ring of series in one variable, is a solution of an initial equation that can be determined by the Newton polygon.

Given a monomial ordering in the ring of polynomials in several variables, we describe the systems of initial equations that satisfy the first terms of the solutions of a system of partial differential equations. As a consequence, we extend Mora and Robbiano's Groebner fan to differential ideals.


## 0. Introduction

There is a growing interest in the mathematical community to extend the tools developed in tropical geometry for algebraic varieties to the differential case. In fact, "Tropical differential equations" was one of the six main topics chosen for the seminar "Algorithms and Effectivity in Tropical Mathematics and Beyond", held in the Leibniz-Zentrum fur Informatik (Dagstuhl, 2016).

The first successful extension has been proposed by Grigoriev (see [10], [3]). The aim of his approach is to describe the subsets that arise as sets of exponents of solutions in $\mathbb{K}[[t]]^{M}$. The tropical variety is, then, a subset of $\left(\mathcal{P}\left(\mathbb{Z}_{\geq 0}\right)\right)^{M}$.

Here we take another approach: We look for solutions in some extension of $\mathbb{K}\left[x_{1}, \ldots, x_{n}\right]$ of a system of equations in partial derivatives.

In 1670, Isaac Newton described an algorithm to compute, term by term, the series arising as $y$-roots of algebraic equations $f(x, y)=0$ ([13, pages 32 to 372], [14]).

[^0]The method is based on the following remark, called Newton's lemma: the first term of a root series is a zero of the equation restricted to an edge of the Newton polygon (the convex hull of the set of exponents).

In this note, we prove Newton's lemma for systems of partial differential equations in several variables.

Newton's method for algebraic curves was extended to ordinary differential equations by Fine [9], Briot and Bouquet [7]. Grigoriev and Singer used it in [10] for finding solutions with real exponents. Using this method, Cano proved in [8] the existence of local solutions of ordinary, non linear, differential equations of first order and first degree.
J. McDonald, in 1995, extends the method to algebraic hypersurfaces [10]. In [1] and [2] Newton's lemma (and all the algorithm) is extended to linear and non linear equations in partial derivatives.

In [5], we extend Mc Donald's algorithm to algebraic varieties of arbitrary codimension. To do this, we do not work with polygons but with dual fans and, instead of working with equations restricted to edges, we work with initial equations.

This note is a first step for extending the algorithm in [4] to the differential case. In the last section, we extend the notion of Groebner fan to differential ideals in the ring of differential polynomials with coefficients in the ring of Laurent polynomials in several variables.

## 1. Differential algebra

We begin by recalling some definitions of differential algebra. Standard references are the books by J. F. Ritt [15] and Kolchin [11].

Let $R$ be a commutative ring with unity, without zero divisors. A derivation on $R$ is a map $d: R \rightarrow R$ that satisfies $d(a+b)=d(a)+d(b)$ and $d(a b)=d(a) b+a d(b), \forall a, b \in R$. Let $\delta_{1}, \ldots, \delta_{N}$ be derivations and they commute. The pair $\left(R,\left(\delta_{1}, \ldots, \delta_{N}\right)\right)$ is called a differential ring with $N$ derivations.

Let $\left(R,\left(\delta_{1}, \ldots, \delta_{N}\right)\right)$ be a differential ring and let $R\left\{y_{1}, \ldots, y_{M}\right\}$ be the set of polynomials with coefficients in $R$, in the variables $\left\{y_{j I}: j=1, \ldots, M, I \in\right.$ $\left.\left(\mathbb{Z}_{\geq 0}\right)^{N}\right\}$, that is

$$
R\left\{y_{1}, \ldots, y_{M}\right\}:=R\left[\left\{y_{j I}\right\}_{j=1, \ldots, M, I \in\left(\mathbb{Z}_{\geq 0}\right)^{N}}\right] .
$$

A monomial is given by

$$
y^{\mathbf{e}}=\mathfrak{M}_{\mathbf{e}}(y):=\prod_{j=1}^{M}\left(\prod_{I \in \Lambda_{\mathcal{O}}}\left(y_{j I}\right)^{\mathbf{e}(j, I)}\right),
$$

where $\mathcal{O}$ is a natural number, $\Lambda_{\mathcal{O}}$ is the set

$$
\Lambda_{\mathcal{O}}:=\left\{\left(i_{1}, \ldots, i_{N}\right) \in\left(\mathbb{Z}_{\geq 0}\right)^{N} \mid i_{1}+\cdots+i_{N} \leq \mathcal{O}\right\}
$$

and $\mathbf{e}$ is a function

$$
\mathbf{e}: \quad\{1, \ldots, M\} \times \Lambda_{\mathcal{O}} \longrightarrow \mathbb{Z}_{\geq 0}
$$

The space of functions from $\{1, \ldots, M\} \times \Lambda_{\mathcal{O}}$ to $\mathbb{Z}_{\geq 0}$ will be denoted by $\mathfrak{C}_{\mathcal{O}}$.

With these notations an element of $R\left\{y_{1}, \ldots, y_{M}\right\}$ is written as:

$$
\begin{equation*}
\sum_{\mathbf{e} \in \mathfrak{C}_{\mathcal{O}}} \varphi_{\mathbf{e}} \mathfrak{M}_{\mathbf{e}}(y) \quad \text { with } \varphi_{\mathbf{e}} \in R \tag{1.1}
\end{equation*}
$$

for some $\mathcal{O} \in \mathbb{N}$.
The derivations $\delta_{i}$ on $R$ can be extended to derivations $\delta_{i}$ on $R\left\{y_{1}, \ldots, y_{M}\right\}$ by setting

$$
\begin{equation*}
\delta_{i} y_{j I}:=y_{j\left(I+\epsilon^{(i)}\right)} \tag{1.2}
\end{equation*}
$$

where $\epsilon^{(i)}=(0, \ldots, 0, \stackrel{(i)}{1}, 0, \ldots, 0)$ and $I \in\left(\mathbb{Z}_{\geq 0}\right)^{N}$.
With these derivations $\left(R\left\{y_{1}, \ldots, y_{M}\right\},\left(\delta_{1}, \ldots, \delta_{N}\right)\right)$ is a differential ring called the ring of differential polynomials in $M$ variables with coefficients in $R$.

A differential polynomial of the form (1.1) is said to be of order less than or equal to $\mathcal{O}$.

Given $I=\left(I_{1}, \ldots, I_{N}\right) \in\left(\mathbb{Z}_{\geq 0}\right)^{N}$ we will denote by $\delta_{I}$ the composition of derivations given by

$$
\delta_{I}:=\delta_{n}^{I_{n}} \cdots \delta_{1}^{I_{1}}
$$

A differential polynomial $f \in R\left\{y_{1}, \ldots, y_{M}\right\}$ induces a mapping from $R^{M}$ to $R$ given by

$$
\begin{align*}
f: \quad R^{M} & \longrightarrow R  \tag{1.3}\\
\left(\varphi_{1}, \ldots, \varphi_{M}\right) & \left.\mapsto f\right|_{y_{j I}=\delta_{I} \varphi_{j}}
\end{align*}
$$

In particular, for $\varphi=\left(\varphi_{1}, \ldots, \varphi_{M}\right) \in R^{M}$ and $\mathbf{e} \in \mathfrak{C}_{\mathcal{O}}$, we have:

$$
\begin{equation*}
\mathfrak{M}_{\mathbf{e}}(\varphi):=\prod_{j=1}^{M}\left(\prod_{I \in \Lambda_{\mathcal{O}}}\left(\delta_{I} \varphi_{j}\right)^{\mathbf{e}(j, I)}\right) \tag{1.4}
\end{equation*}
$$

An element $\varphi \in R^{M}$ is a solution of $f=0$ if and only if $f(\varphi)=0$.
Remark 1.1. Given $\varphi \in R^{M}, \mathfrak{M}_{\mathbf{e}}(\varphi)=0$ if and only if $\delta_{I} \varphi_{j}=0$, for some $(j, I)$ with $\mathbf{e}(j, I) \neq 0$.

An ideal $\mathcal{I} \subset R$ is said to be a differential ideal when $\delta_{i}(\mathcal{I}) \subset \mathcal{I}, \forall i \in$ $1, \ldots, N$.

Let $S \subset R\left\{y_{1}, \ldots, y_{M}\right\}$ be a set of differential polynomials. The differential ideal generated by $S$ is the smallest differential ideal containing $S$.

That is:

$$
\langle S\rangle_{\mathrm{dif}}:=\left\{\sum_{k=1}^{r} g_{k} \delta_{I^{(k)}} f_{k} \mid g_{k} \in R\left\{y_{1}, \ldots, y_{M}\right\}, I^{(k)} \in\left(\mathbb{Z}_{\geq 0}\right)^{N}, f_{k} \in S\right\}
$$

REMARK 1.2. If, for every $f \in S, \varphi$ is a solution of $f$, then, $\varphi$ is also a solution of $f$ for every $f \in\langle S\rangle_{\text {dif }}$.

## 2. The differential ring of Laurent polynomials

We will work on an algebraically closed field $\mathbb{K}$, of characteristic zero.
We will denote by

$$
\mathbb{K}\left[x^{*}\right]:=\mathbb{K}\left[x_{1}, x_{1}^{-1}, \ldots, x_{N}, x_{N}^{-1}\right]
$$

the ring of Laurent polynomials in $N$ variables with coefficients in $\mathbb{K}$, that is, expressions of the form:

$$
\begin{equation*}
\varphi=\sum_{\alpha \in \Lambda \subset \mathbb{Z}^{N}} a_{\alpha} x^{\alpha} \tag{2.1}
\end{equation*}
$$

where $a_{\alpha} \in \mathbb{K}, x^{\alpha}=x_{1}^{\alpha_{1}} \cdots x_{n}^{\alpha_{n}}$ and $\Lambda$ is a finite set.
We will denote by $\mathbb{K}(x)$ the field of rational functions. There are natural inclusions:

$$
\mathbb{K}[x] \hookrightarrow \mathbb{K}\left[x^{*}\right] \hookrightarrow \mathbb{K}(x)
$$

The ring of Laurent polynomials in $N$ variables is a differential ring with $N$ derivatives:

$$
\frac{\partial}{\partial x_{i}}: \quad \sum_{\alpha \in \mathbb{Z}^{N}} a_{\alpha} x^{\alpha} \mapsto \sum_{\alpha \in \mathbb{Z}^{N}} \alpha_{i} a_{\alpha} x^{\alpha-\epsilon^{(i)}},
$$

where $\epsilon^{(i)}=(0, \ldots, 0, \stackrel{i}{1}, 0, \ldots, 0)$.
For our purposes, it is more convenient to work with the differential operators $\delta_{x_{i}}=x_{i} \frac{\partial}{\partial x_{i}}$ instead of $\frac{\partial}{\partial x_{i}}$.

Note that:

$$
\delta_{x_{i}} \delta_{x_{i}}=x_{i} \frac{\partial}{\partial x_{i}}+x_{i}^{2} \frac{\partial^{2}}{\partial x_{i}^{2}}
$$

and

$$
\delta_{x_{i}} \delta_{x_{j}}=\delta_{x_{j}} \delta_{x_{i}} .
$$

As in (1.2), for $I \in\left(\mathbb{Z}_{\geq 0}\right)^{N}$, define inductively

$$
\delta_{(0, \ldots, 0)}(\varphi):=\varphi, \quad \delta_{I+\epsilon^{(i)}}(\varphi):=\delta_{x_{i}} \delta_{I}(\varphi) .
$$

A differential polynomial in $M$ variables with coefficients in the differential ring $\left(\mathbb{K}\left[x^{*}\right],\left(\delta_{x_{1}}, \ldots, \delta_{x_{N}}\right)\right)$ is written as:

$$
\sum_{(\alpha, \mathbf{e}) \in \Lambda \times \mathfrak{C}_{\mathcal{O}}} a_{(\alpha, \mathbf{e})} x^{\alpha} \mathfrak{M}_{\mathbf{e}}(y) \text { with } a_{(\alpha, \mathbf{e})} \in \mathbb{K} \text { and } \Lambda \subset \mathbb{Z}^{N} \text { finite. }
$$

## 3. Order and initial part of a Laurent polynomial

There is no natural order in $\mathbb{K}\left[x^{*}\right]$, the initial part will depend of the chosen order. In this note, we will work with monomial orderings.

Given an element $\varphi \in \mathbb{K}\left[x^{*}\right]$ of the form (2.1), the set of exponents of $\varphi$ is the set

$$
\mathcal{E}(\varphi):=\left\{\alpha \in \mathbb{Z}^{N} \mid a_{\alpha} \neq 0\right\}
$$

A vector $v \in \mathbb{R}^{N}$ induces a mapping

$$
v a l_{v}: \quad \mathbb{K}\left[x^{*}\right] \mapsto \mathbb{R}
$$

given by

$$
\operatorname{val}_{v} \varphi:=\min _{\alpha \in \mathcal{E}(\varphi)} v \cdot \alpha
$$

that extends to a valuation of the field of rational functions. To this valuation we may associate, in a natural way, an initial part

$$
i n_{v} \varphi:=\sum_{v \cdot \alpha=v a l_{v} \varphi} a_{\alpha} x^{\alpha}
$$

Remark 3.1. For $\phi, \varphi \in \mathbb{K}(x)$ and $v \in \mathbb{R}^{N}$

1. a) $\operatorname{val}_{v}(\phi)=\infty$ if and only if $\phi=0$.
b) $\operatorname{val}_{v}(\phi+\varphi) \geq \min \left\{v a l_{v} \phi, \operatorname{val}_{v} \varphi\right\}$.
c) $\operatorname{val}_{v}(\phi \cdot \varphi)=v a l_{v} \phi+v a l_{v} \varphi$.
d) $\operatorname{val}_{v}\left(\delta_{I} \phi\right) \geq \operatorname{val}_{v}(\phi)$, if the coordinates of $v$ are non negative.
2. a) $i n_{v}\left(i n_{v} \phi\right)=i n_{v} \phi$.
b) $i n_{v}(\phi \cdot \varphi)=i n_{v} \phi \cdot i n_{v} \varphi$.
c) If $\delta_{I} i n_{v} \phi \neq 0$ then $i n_{v} \delta_{I} \phi=\delta_{I} i n_{v} \phi$.
3. a) $\operatorname{val}_{v}(\phi+\varphi)>\min \left\{\operatorname{val}_{v} \phi, \operatorname{val}_{v} \varphi\right\}$ if and only if $v a l_{v} \phi=\operatorname{val}_{v} \varphi$ and $i n_{v} \phi+$ $i n_{v} \varphi=0$.
b) $v a l_{v}\left(\delta_{I} \phi\right)>v a l_{v} \phi$ if and only if $\delta_{I} i n_{v} \phi=0$, if the coordinates of $v$ are non negative.
Let $\mathbf{K}$ be a field extension of $\mathbb{K}(x)$ to which extends $v a l_{v}, i n_{v}$ and $\delta_{x_{1}}, \ldots, \delta_{x_{n}}$ keeping the properties in Remark 3.1.

The $v$-initial part of the $M$-tuple $\varphi=\left(\varphi_{1}, \ldots, \varphi_{M}\right) \in \mathbf{K}^{M}$ is the $M$-tuple

$$
i n_{v} \varphi:=\left(i n_{v} \varphi_{1}, \ldots, i n_{v} \varphi_{M}\right)
$$

and the $v$-order of $\varphi$ is the $M$-tuple of real numbers

$$
\operatorname{val}_{v} \varphi:=\left(\operatorname{val}_{v} \varphi_{1}, \ldots, \operatorname{val}_{v} \varphi_{M}\right)
$$

An element $\varphi \in \mathbf{K}^{M}$ is called $v$-homogeneous when $i_{v} \varphi=\varphi$. The set of $v$-homogeneous elements in $\mathbf{K}$ will be denoted by $\mathbf{K}_{v}$. That is:

$$
\mathbf{K}_{v}:=\left\{\varphi \in \mathbf{K} \mid i n_{v} \varphi=\varphi\right\}
$$

Remark 3.2. Given $\phi, \varphi \in \mathbf{K}_{v}$ :

1. $\operatorname{val}_{v}(\phi+\varphi)>\min \left\{\operatorname{val}_{v} \phi, v a l_{v} \varphi\right\}$ if and only if $\phi=-\varphi$.
2. $\operatorname{val}_{v}\left(\delta_{I} \phi\right)>v a l_{v} \phi$ if and only if $\delta_{I} \phi=0$.

## 4. Cloud of points, order and initial part of a differential polynomial

Given a mapping $\mathbf{e} \in \mathfrak{C}_{\mathcal{O}}$ we will denote

$$
|\mathbf{e}|:=\left(\sum_{I \in \Lambda_{\mathcal{O}}} \mathbf{e}(1, I), \ldots, \sum_{I \in \Lambda_{\mathcal{O}}} \mathbf{e}(M, I)\right)
$$

Let $f$ be a differential polynomial with coefficients in the differential ring $\left(\mathbb{K}\left[x^{*}\right],\left(\delta_{x_{1}}, \ldots, \delta_{x_{n}}\right)\right)$ :

$$
f=\sum_{(a, \mathbf{e})} a_{(\alpha, \mathbf{e})} x^{\alpha} \mathfrak{M}_{\mathbf{e}}(y), \quad \text { with } a_{(\alpha, \mathbf{e})} \in \mathbb{K}
$$

The cloud of points of $f$ is the subset of $\mathbb{Z}^{N} \times \mathbb{Z}_{\geq 0}^{M}$ given by

$$
\mathfrak{N}(f):=\left\{(\alpha,|\mathbf{e}|) \mid a_{(\alpha, \mathbf{e})} \neq 0\right\}
$$

Remark 4.1. For any $I \in\left(\mathbb{Z}_{\geq 0}\right)^{N}, \mathfrak{N}\left(\delta_{I} f\right) \subset \mathfrak{N}(f)$.
Given $(v, \eta) \in \mathbb{R}^{N} \times \mathbb{R}^{M}$ the $(v, \eta)$-order of $f$ is

$$
\operatorname{ord}_{(v, \eta)} f:=\min _{(\alpha, \beta) \in \mathfrak{N}(f)} v \cdot \alpha+\eta \cdot \beta
$$

and the $(v, \eta)$-initial part of $f$ is

$$
\operatorname{In}_{(v, \eta)} f:=\sum_{v \cdot \alpha+\eta \cdot|\mathbf{e}|=\operatorname{ord}_{(v, \eta)} f} a_{(\alpha, \mathbf{e})} x^{\alpha} \mathfrak{M}_{\mathbf{e}}(y) .
$$

The convex hull of the cloud of points of $f$ is the Newton polyhedron of $f$, we call it $\mathrm{PN}(f)$.

The hyperplane

$$
\pi_{(v, \eta)}=\left\{(\alpha, \beta) \in \mathbb{R}^{N+M} \mid v \cdot \alpha+\eta \cdot \beta=\operatorname{ord}_{(v, \eta)} f\right\}
$$

is a supporting hyperplane of the Newton polyhedron of $f$. The $(v, \eta)$-face of the Newton polyhedron is defined as

$$
\operatorname{face}_{(v, \eta)} f:=\pi_{(v, \eta)} \cap \operatorname{PN}(f) .
$$

We have

$$
\operatorname{In}_{(v, \eta)} f=\sum_{(\alpha,|\mathbf{e}|) \in \operatorname{face}_{(v, \eta)} f} x^{\alpha} \mathfrak{M}_{\mathbf{e}}(y)
$$

Different $v$ and $\eta$, may give distinct initial parts. The set of the initial parts, so obtained, will be in bijection with the faces of the Newton polyhedron, or, equivalently, with the cones of its dual fan.

## 5. Newton's lemma

Given $v \in \mathbb{R}^{N}$, let $[\mathbf{K}: \mathbb{K}(x)]$ be a differential field extension. Where $\mathbf{K}$ is a differential valued field with initial part, such that its valuation, its initial part, and its derivatives, are extensions of $\operatorname{val}_{v}, i n_{v}$, and $\left(\delta_{1}, \ldots, \delta_{n}\right)$, respectively and such that properties in Remarks 3.1 and 3.2 hold.

To understand the mapping in (1.3) in terms of valuations, we will start with the simplest case. That is when $\varphi$ is $v$-homogeneous and $f$ is a monomial.

Lemma 5.1. Let $\mathbf{e} \in \mathfrak{C}_{\mathcal{O}}$ be a mapping, set $v \in \mathbb{R}^{N}$, let $\varphi \in\left(\mathbf{K}_{v}\right)^{M}$ be an $M$ tuple of $v$-homogeneous elements and let $a(x) \in \mathbb{K}(x)$ be a rational function. If $\mathfrak{M}_{\mathbf{e}}(\varphi) \neq 0$, then

$$
\operatorname{val}_{v}\left(a(x) \mathfrak{M}_{\mathbf{e}}(\varphi)\right)=\operatorname{val}_{v} a(x)+|\mathbf{e}| \operatorname{val}_{v} \varphi
$$

Proof. Given an $M$-tuple $\varphi=\left(\varphi_{1}, \ldots, \varphi_{M}\right) \in\left(\mathbf{K}_{v}\right)^{M}$ and $\mathbf{e} \in \mathfrak{C}_{\mathcal{O}}$, by equation (1.4) and Remark 3.1(1c), we have

$$
\operatorname{val}_{v}\left(\mathfrak{M}_{\mathbf{e}}(\varphi)\right)=\sum_{j=1}^{M} \sum_{I \in \Lambda_{\mathcal{O}}} \mathbf{e}(j, I) \cdot \operatorname{val}_{v} \delta_{I} \varphi_{j}
$$

Since the $\varphi_{j}$ are $v$-homogeneous and $\mathfrak{M}_{\mathbf{e}}(\varphi)$ is not equal to zero, by Re$\operatorname{mark} 1.1, \delta_{I} \varphi_{j} \neq 0$ for all $(j, I)$ with $\mathbf{e}(j, I) \neq 0$ and, by Remark 3.1(1d) and $3.2(3 \mathrm{~b})$, we have $v a l_{v} \delta_{I} \varphi_{j}=v a l_{v} \varphi_{j}$. Then

$$
\operatorname{val}_{v}\left(\mathfrak{M}_{\mathbf{e}}(\varphi)\right)=\sum_{j=1}^{M}\left(\sum_{I \in \Lambda_{\mathcal{O}}} \mathbf{e}(j, I)\right) \operatorname{val}_{v} \varphi_{j}=|\mathbf{e}| v a l_{v} \varphi
$$

and the result follows from Remark 3.1(1c).
Now that we have introduced the right terminology the proof of Newton's lemma is straight-forward using the properties of valuations and initial parts.

The following theorem is shown in [2] when $v$ is of rationally independent coordinates, $M$ equals one, and $\mathbf{K}$ is a ring of series with exponents in a cone.

Theorem 5.2 (Newton's lemma). If $\varphi \in \mathbf{K}^{M}$ is a solution of the differential polynomial $f(x, y)$, then $\operatorname{In}_{v} \varphi$ is a solution of $\operatorname{In}_{\left(v, \text { val } l_{v} \varphi\right.} f$.

Proof. Set $\eta:=v a l_{v} \varphi$. Suppose that $\varphi \in \mathbf{K}^{M}$ is a zero of $f=\sum_{\mathbf{e}} \phi_{\mathbf{e}}(x) \times$ $\mathfrak{M}_{\mathrm{e}}(y)$, then

$$
\sum_{\mathbf{e}} \phi_{\mathbf{e}} \mathfrak{M}_{\mathbf{e}}(\varphi)=0
$$

by Lemma 5.1 and Remark 3.1(3a)

$$
\sum_{\operatorname{val}_{v}\left(\phi_{\mathbf{e}} \mathfrak{M}_{\mathbf{e}}(\varphi)\right)=\operatorname{ord}_{(v, \eta)} f} i i_{v}\left(\phi_{\mathbf{e}} \mathfrak{M}_{\mathbf{e}}(\varphi)\right)=0
$$

by Remarks $3.1(2 \mathrm{~b})$ and $3.1(2 \mathrm{c})$

$$
\sum_{\substack{\operatorname{val}_{v}\left(\phi_{\mathbf{e}}\right)+\eta \cdot|\mathbf{e}|=\operatorname{ord}_{(v, \eta)} f \\ \mathfrak{M}_{\mathbf{e}}\left(i n_{v} \varphi\right) \neq 0}} i n_{v} \phi_{\mathbf{e}} \mathfrak{M}_{\mathbf{e}}\left(i n_{v} \varphi\right)=0
$$

and then, by definition

$$
\operatorname{In}_{(v, \eta)} f\left(i n_{v} \varphi\right)=0
$$

## 6. The Groebner subdivision

Mora and Robbiano in [12], introduced the Groebner fan of an ideal in $\mathbb{K}\left[x^{*}\right]$. The tropical variety of an ideal is a union of cones of the Groebner fan.

In [6], Assi, Castro-Jimenez and Granger extended Mora and Robbiano's fan to the ring of germs of linear differential operators. In this section, we give an extension of Mora and Robbiano's fan to differential ideals in the ring of differential polynomials in $M$ variables with coefficients in $\mathbb{K}\left[x^{*}\right]$.

Let $\mathcal{I}$ be a differential ideal of the ring of differential polynomials. The ideal of $(v, \eta)$-initial parts of $\mathcal{I}$ is the differential ideal generated by the $(v, \eta)$-initial parts of the elements of $\mathcal{I}$. That is:

$$
\operatorname{In}_{(v, \eta)} \mathcal{I}:=\left\langle\left\{\operatorname{In}_{(v, \eta)} f \mid f \in \mathcal{I}\right\}\right\rangle_{\mathrm{dif}} .
$$

Once we have introduced this terminology, we can state a result that is direct consequence of Newton's lemma.

Corollary 6.1. If $\varphi \in \mathbf{K}^{M}$ is a zero of the differential system $\mathfrak{G} \subset$ $\mathbb{K}\left[x^{*}\right]\left\{y_{1}, \ldots, y_{M}\right\}$, then in $n_{v} \varphi$ is a zero of the initial ideal $\operatorname{In}_{\left(v, v a l_{v} \varphi\right)}\langle\mathfrak{G}\rangle_{\text {dif }}$.

Proof. By Remark 1.2 the solutions of a differential system coincide with the solutions of the differential ideal generated by the system. The corollary is a direct consequence of this fact and Theorem 5.2.

Given $\mathcal{I} \subset \mathbb{K}\left[x^{*}\right]\left\{y_{1}, \ldots, y_{M}\right\}$, a differential ideal, we define an equivalence relation in $\mathbb{R}^{N} \times \mathbb{R}^{M}$, by

$$
(v, \eta) \sim\left(v^{\prime}, \eta^{\prime}\right) \quad \Longleftrightarrow \quad \operatorname{In}_{(v, \eta)} \mathcal{I}=\operatorname{In}_{\left(v^{\prime}, \eta^{\prime}\right)} \mathcal{I}
$$

The Groebner subdivision of $\mathcal{I}$ is the collection

$$
\Sigma(\mathcal{I}):=\left\{\overline{C(v, \eta)} ;(v, \eta) \in \mathbb{R}^{N}\right\}
$$

where $\overline{C(v, \eta)}$ stands for the closure of the equivalence class of $(v, \eta)$.

## References

[1] F. Aroca and J. Cano, Formal solutions of linear PDEs and convex polyhedra, J. Symbolic Comput. (Effective methods in rings of differential operators) 32 (2001), no. 6, 717-737. MR 1866713
[2] F. Aroca, J. Cano and F. Jung, Power series solutions for non-linear PDEs, Proceeding of the 2003 international symposium on symbolic and algebraic computation, ACM, New York, 2003, pp. 15-22. MR 2035190
[3] F. Aroca, C. Garay and Z. Toghani, The fundamental theorem of tropical differential algebraic geometry, Pacific J. Math. 283 (2016), no. 2, 257-270. MR 3519102
[4] F. Aroca and G. Ilardi, Some algebraically closed fields containing polynomial in several variables, Comm. Algebra 37 (2009), no. 4, 1284-1296. MR 2510985
[5] F. Aroca, G. Ilardi and L. Lopez de Medrano, Puiseux power series solutions for systems of equations, Internat. J. Math. 21 (2010), no. 11, 1439-1459. MR 2747737
[6] A. Assi, F. J. Castro-Jiménez and M. Grange, The analytic standard fan of a D-module, J. Pure Appl. Algebra 164 (2001), no. 1, 3-21. MR 1854327
[7] C. Briot and J. Bouquet, Propriétés des fonctions définies par des équations différentielles, J. Éc. Polytech. 36 (1856), 133-198.
[8] J. Cano, On the series defined by differential equations, with an extension of the Puiseux polygon construction to these equations, Analysis (Munich) 13 (1993), nos. 12, 103-119. MR 1245746
[9] H. B. Fine, On the functions defined by differential equations, with an extension of the Puiseux polygon construction to these equations, Amer. J. Math. XI (1889), 317-328. MR 1505516
[10] D. Y. Grigoriev, Tropical differential equations, Adv. in Appl. Math. 82 (2017), 120128. MR 3566089
[11] R. Kolchin, Differential algebra and algebraic groups, Pure and Applied Mathematics, vol. 54, Academic Press, New York, 1973. MR 0568864
[12] T. Mora and L. Robbiano, The Groebner fan of an ideal, J. Symbolic Comput. 6 (1988), nos. 2-3, 183-208. MR 0988412
[13] I. Newton, The mathematical papers of Isaac Newton. Vol III: 1670-1673 (D. T. Whiteside, ed.), Cambridge University Press, London, 1969. With the assistance in publication of M. A. Hoskin and A. Prag. MR 0263593
[14] V. Puiseux, Recherches sur les fonctions algébriques, J. Math. Pures Appl. 15 (1850), 365-480.
[15] J. F. Ritt, Differential algebra, American Mathematical Society Colloquium Publications, vol. XXXIII, Am. Math. Soc., New York, 1950. MR 0035763
Fuensanta Aroca, Instituto de Matemáticas, Unidad Cuernavaca, Universidad Nacional Autónoma de México, A.P. 273-3 Admon. 3, Cuernavaca, Morelos, 62251, México

E-mail address: fuen@im.unam.mx
Giovanna Ilardi, Dipartimento Matematica Ed Applicazioni "R. Caccioppoli" Università Degli Studi Di Napoli "Federico II" Via Cintia, Complesso Universitario Di Monte S. Angelo 80126, Napoli, Italia

E-mail address: giovanna.ilardi@unina.it


[^0]:    Received January 10, 2017; received in final form April 18, 2017.
    This research was supported by CONACyT 265667 and UNAM: PAPIIT IN 108216 and ECOS-NORD 14M03.

    2010 Mathematics Subject Classification. 14J17, 52B20, 14B05, 14Q15, 13P99.

