Computer simulation of the skin reflectance spectra
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Abstract

The reflectance spectra of the human skin in visible and near-infrared (NIR) spectral region have been calculated using the Monte Carlo technique, and the specular and internal reflection on the medium surface is taken into account. Skin is represented as a complex inhomogeneous multi-layered highly scattering and absorbing medium. The model takes into account variations in spatial distribution of blood, index of blood oxygen saturation, volume fraction of water and chromophores content. The simulation of the skin tissues optical properties and skin reflectance spectra are discussed. Comparison of the results of simulation and in vivo experimental results are given.
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1. Introduction

The in vivo spectral reflectance measurements of human skin can serve as a valuable supplement to standard non-invasive techniques for diagnosing various skin diseases, such as venous ulcers, skin necrosis, interstitial oedema, etc. However, quantified analysis of the reflectance spectra is complicated by the fact that skin has a complex multi-layered non-homogeneous structure [1,2] with a spatially varying absorption coefficient, mainly determined by melanin pigmentation, oxygen saturation of cutaneous blood, index of erythema, bilirubin, β-carotene and other chromophores [3].

In most of clinical applications, given the measured reflectance spectra, we need to extract the concentrations of various chromophores of interest, in particular oxy- and deoxy-hemoglobin, water and melanin. Various approaches exist but in our initial work we have applied the simplest technique-the modified Beer–Lambert law. This method attempts to account for the spectral distortions introduced by multiple scattering via a simple linearised equation which relates overall tissue attenuation $-\ln(1/I_0)$ to the tissue absorption coefficient $\mu_a$.
A = -\ln \left( \frac{l}{l_0} \right) = \mu_a \sigma \rho + G \quad (1)

where \( \rho \) is the source–detector spacing and \( \sigma \) is a scaling factor, the ‘differential pathlength factor’ which accounts for the path lengthening effect of the random walk experienced by photons as they propagate through the multiple scattering medium. \( G \) is an offset term which is, according to Twersky’s multiple-scattering theory \([4,5]\), determined mainly by the tissue-probe geometry, or purely by the scattering.

Eq. (1) represents a linear relationship between \(-\ln(l/l_0)\) and \( \mu_a \), then the technique of multi-linear regression can be used to estimate the relative concentrations of chromophores in the skin, provided the wavelength dependence of \( G \) is known.

Since \( G \) is determined by scattering coefficient \( \mu_s \), then we will assume that it is dominated by a term of the form \( a + b \lambda \). \( \mu_a \) is given by the sum of absorption coefficients for each separate chromophore, which in turn are determined by the absolute concentration \( C \) and specific absorption coefficient \( \varepsilon \) of each chromophore. Given \( N \) chromophores, Eq. (1) can thus be rewritten:

\[
A = a + b \lambda + \sum_{i=1}^{N} C_i \varepsilon_i(\lambda) \quad (2)
\]

By making measurements of \( A \) at a minimum of \( N + 3 \) wavelength, solving Eq. (2) for \( a, b \) and \( C_i \)'s becomes an exercise in multi-linear regression which we solve using standard algorithms \([6]\). Typically we fit all wavelengths from 550 to 770 nm in 0.7 nm steps; hence the number of wavelength greatly exceeds \( N \).

It should always be borne in mind however that Eq. (1) is simply an approximation. The modified Beer–Lambert law was originally introduced to analyze near-infrared transmission spectra of brain and muscles and, in particular, was designed to analyze relative changes in tissue oxygenation \([7]\). During such changes \( G \) and \( \sigma \) (see Eq. (1)) can, to first order, be assumed to remain unchanged so that Eq. (2), in the form:

\[
\Delta A(\lambda) = \sum_{i=1}^{N} \Delta C_i \varepsilon_i(\lambda) \quad (3)
\]

is used to estimate in oxy- and deoxy-hemoglobin concentration from changes in attenuation \( \Delta A \). The equation is strictly only valid in the limit that \( \Delta C_i \to 0 \), otherwise the fundamentally non-linear relationship between \( A \) and \( \mu_a \) introduces errors. This effect has been studied using the diffusion equation for the specific case of detecting cytochrome–oxidase redox changes in the presence of large changes in hemoglobin absorption \([8]\).

For this reason, it is one of the general goals of our Monte Carlo modeling to investigate the validity of the simple multi-linear regression approach. This can be done simply by comparing the actual chromophore concentrations used to perform Monte Carlo calculation with the chromophore concentrations extracted from the simulated reflectance spectrum by Eq. (2).

In this paper we present the method for the skin reflectance spectra simulation, that is done using the Monte Carlo technique. Different cells structure and blood distribution, variations of chromophores and water content in the skin layers affect their optical properties \([9,10]\), which makes it difficult to define the optical events in a simulation. We simulate the absorption properties of skin layers corresponding to blood, water, melanin and overall chromophores content. Several efforts have been made to simulate the reflectance spectrum of skin relying on a diffusion approximation \([11–14]\). However, when the source–detector separation is ‘small’ (less than a few millimeters) diffusion approximation becomes invalid, and only the Monte Carlo technique can provide a realistic model of light propagation in biological tissues. The small source–detector separation is often preferred as it yields a shallow spatial location of the subject of study, which are capillary loops in our case. We propose more accurate model for correct prediction of the reflectance spectra measured by ‘shallow’ fiber-optic reflectance probe. In the paper we simply demonstrate the accuracy of the model by comparing the results of simulation and experimental results made in vivo.
2. Reflectance spectra simulation

2.1. Method

The skin reflectance spectra simulation is based on a Monte Carlo model developed recently [15,16]. In frame of the technique the simulation is performed as a sequential three dimensional tracing of photon packets between scattering events from the point of the radiation entering in medium, to the receiving area, where the photon leaves the medium. The random path that photons move at jth step is given by:

\[ l_j = -\frac{\ln(\xi)}{\mu_s} \] (4)

where \( \xi \) is a uniformly distributed random number between 0 and 1. The scattering event is simulated by generating two random angles \( \varphi \) and \( \theta \) in respect to the Henyey–Greenstein angular probability density function [17].

Internal reflection on the medium boundary is taken into account allowing the photon packet to split into a reflected and a transmitted part. The statistical weight of the reflected and transmitted parts of the photon packets is attenuated according to the Fresnel’s reflection coefficients [18]:

\[
R(\alpha_i) = \begin{cases} 
\left( \frac{n-n_0}{n+n_0} \right)^2, & \text{if } \alpha_i = 0^\circ \\
\frac{1}{2} \left[ \sin^2(\alpha_i - \alpha_t) + \tan^2(\alpha_i - \alpha_t) \right], & \text{if } 0^\circ < \alpha_i < \sin^{-1} \left( \frac{n_0}{n} \right) \\
1, & \text{if } \sin^{-1} \left( \frac{n_0}{n} \right) < \alpha_i \leq 90^\circ 
\end{cases}
\] (5)

where \( \alpha_i \) and \( \alpha_t \) are the angles of the photon packet incidence on the medium boundary and angle of transmittance, respectively, \( n \) is the refractive index of the first layer of the medium and \( n_0 \) represents the refractive index of the ambient medium.

The probability of the photon packet being detected can then be described as follows:

\[ W = W_0 \prod_{k=1}^{M} R_k(\alpha_i) \] (6)

where \( W_0 \) is the initial weight of the photon packet in the medium, \( M \) is the number of photon packet partial reflections on the medium boundary.

The individual trajectory of each detected photon packet is stored in a data file, and then we include the absorption of the medium layers according the microscopic Beer–Lambert law:

\[
I(\lambda) = \sum_{j=1}^{N_{ph}} W_j \exp \left( -\sum_{i=1}^{K_j} \mu_{ai}(\lambda) l_i \right) 
\] (7)

Here, \( W_j \) is the final weight of jth photon packet (see Eq. (6)), \( K_j \) is the total number of scattering events for the jth photon packet, \( \mu_{ai} \) and \( l_i \) are the medium local absorption coefficient and path-length of the photon packet at ith step, respectively. This approach is convenient for a rapid recalculation of the radiation intensity reflection for a various set of absorption coefficients \( \mu_{ai}(\lambda) \), and their various derivatives for the unchanged source–detector configuration.

The total diffuse reflectance on the medium boundary is defined as the normalized sum of statistical weights of the photon packets reaching the detector area:

\[
\frac{l}{l_0} = \frac{1}{N_{ph} W_0} \sum_{j=1}^{N_{ph}} W_j \exp \left( -\sum_{i=1}^{K_j} \mu_{ai}(\lambda) l_i \right) 
\] (8)
Here, $N_{\text{ph}}$ is the total number of detected photon packets (typically $10^5$–$10^6$). The simulation of a photon packet is stopped if the photon statistical weight falls below $0.0001$, or if a total number of scattering events exceed $10^4$.

2.2. Skin model

Following earlier work aimed at the skin optical radiation dose modeling [9,14,19–21] we have considered skin as a three-dimensional half-infinite medium divided into seven layers. The first layer corresponds to the layer of desquamating flattened dead cells mainly containing keratin, which is $20$ $\mu$m thick, and known as the stratum corneum. The second layer, we call Living epidermis, is $80$–$100$ $\mu$m thick and is assumed to contain primarily living cells: a fraction of dehydrated cells, laden cells with keratohyalin granules, columnar cells, and also melanin dust, small melanin granules and melanosoms [1,2]. Given the inhomogeneous distribution of the blood vessels and skin capillaries within the skin [22] we sub-divide the dermis into four different layers, with different blood volumes. These layers are: pappilary dermis ($150$–$200$ $\mu$m thick), upper blood net dermis ($80$–$100$ $\mu$m thick), reticular dermis ($1400$–$1600$ $\mu$m thick), deep blood net dermis ($80$–$120$ $\mu$m thick). The deepest layer in our model is subcutaneous fat ($6000$–$6500$ $\mu$m thick).

2.3. Skin optics simulation

In the framework of our model we have calculated the absorption coefficients of dermal layers $\mu_{\text{layer}}$ taking into account the spatial distribution of blood and water content within the skin, oxygen saturation $S$, and total hemoglobin volume fraction in blood $r$:

$$
\mu_a(\lambda) = (1 - r) \gamma C_{\text{Blood}} H_b(\lambda) + S \gamma C_{\text{Blood}} H_bO_2(\lambda)
+ (1 - \gamma C_{\text{Blood}}) C_{H_2O} H_bO_2(\lambda)
+ (1 - \gamma C_{\text{Blood}}) (1 - C_{H_2O}) \mu_a^{\text{Other}}(\lambda)
$$

(9)

Here, $\mu_{H_bO_2}^{\text{a}}(\lambda)$, $\mu_{H_b}^{\text{a}}(\lambda)$, $\mu_{H_2O}^{\text{a}}(\lambda)$ are the absorption coefficients of oxy- and deoxy-hemoglobin and water, respectively, $C_{\text{Blood}}$ and $C_{H_2O}$ are the layer volume fractions of blood and water contents, and $\mu_{\text{Other}}^{\text{a}}$ is the absorption coefficient of the hemoglobin–water free tissue, defined as [23]:

$$
\mu_a^{\text{Other}}(\lambda) = 7.84 \times 10^7 \times \lambda^{-3.255}
$$

(10)

We have calculated $\gamma$ assuming that hemoglobin is contained in the erythrocytes only, i.e.

$$
\gamma = F_{H_b} F_{RBC} H_t
$$

(11)

where $H_t$ is the hematocrit, $F_{RBC}$ is the volume fraction of erythrocytes in the total volume of all blood cells, $F_{H_b}$ is the volume fraction of hemoglobin in erythrocytes.

The absorption coefficients: $\mu_a^{H_b}(\lambda)$, $\mu_a^{H_bO_2}(\lambda)$, $\mu_a^{H_2O}(\lambda)$, and $\mu_a^{\text{Other}}(\lambda)$ for the optical/NIR ($400$–$1100$ nm) range of spectrum are presented in Fig.

**Table 1**

<table>
<thead>
<tr>
<th>k</th>
<th>Name of layer</th>
<th>$\mu_s$ ($\text{mm}^{-1}$)</th>
<th>$g$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Stratum corneum</td>
<td>100</td>
<td>0.86</td>
<td>1.5</td>
</tr>
<tr>
<td>2</td>
<td>Living epidermis</td>
<td>45</td>
<td>0.85</td>
<td>1.34</td>
</tr>
<tr>
<td>3</td>
<td>Papillary dermis</td>
<td>30</td>
<td>0.9</td>
<td>1.4</td>
</tr>
<tr>
<td>4</td>
<td>U pper blood net dermis</td>
<td>35</td>
<td>0.95</td>
<td>1.39</td>
</tr>
<tr>
<td>5</td>
<td>R eticular dermis</td>
<td>25</td>
<td>0.8</td>
<td>1.4</td>
</tr>
<tr>
<td>6</td>
<td>D eep blood net dermis</td>
<td>30</td>
<td>0.95</td>
<td>1.38</td>
</tr>
<tr>
<td>7</td>
<td>Subcutaneous fat</td>
<td>5</td>
<td>0.75</td>
<td>1.44</td>
</tr>
</tbody>
</table>

![Fig. 1. The absorption coefficients of oxy- (HbO2), deoxy- (Hb) hemoglobin, water (Water) and hemoglobin–water free tissues (Other) in visible and near infrared (NIR) range of spectra.](image)

- Column 1: Layer name
- Column 2: Absorption coefficient $\mu_s$ ($\text{mm}^{-1}$)
- Column 3: $g$ value
- Column 4: $n$ value
The absorption factors for oxy- and deoxy-hemoglobin and water are re-calculated from their spectra of extinction coefficients [24,25] with respect to their relative concentrations. In terms of optical density (1) measurements, absorption of water is significantly low relative to the absorption of oxy- and deoxy-hemoglobin. In a normal human skin, however, the content of water molecules is approximately $3 \times 10^5$ versus one molecule of hemoglobin [26]. Other skin layers optical properties used in the simulation: scattering coefficients $\mu_s$, anisotropy factors $g$ and refractive indices $n$ are represented in Table 1. These data are collected from the literature: the scattering coefficients and anisotropy factors are taken from [9,10,27,28], and refractive indices from [9,29,30]. The values quoted at the wavelength $\lambda = 632$ nm.

The refractive index of the ambient medium is taken to be $n_0 = 1$.

### 3. Results and discussions

The absorption coefficients calculated by Eq. (9) for the dermal layers are presented in Fig. 2. Parameters $C_{\text{Blood}}$, $C_{\text{H}_2\text{O}}$, $S$, $H_t$, $F_{\text{Hb}}$, $F_{\text{RBC}}$ used for the calculation are presented in Table 2. These data are collected from a range of literature [1,2,22,26,31–35], that, we believe, is corresponded to skin at normal stage.

Absorption coefficients for the blood free layers of skin, i.e. for stratum corneum and living epidermis, are calculated similar to what is proposed in [10]. We assume that $\mu_a(\lambda)$ of stratum corneum is described as:

$$\mu^{\text{Stratum}}_a(\lambda) = (0.1 - 8.3 \times 10^{-4} \times \lambda) + 0.125 \times \mu^{\text{Other}}_a(\lambda)$$

and for living epidermis water content and the experimental data [36,37] are taken into account:

$$\mu^{\text{living epidermis}}_a(\lambda) = (0.5 \times 10^{10} \times \lambda^{-3.33})(1 - C_{\text{H}_2\text{O}}) + C_{\text{H}_2\text{O}} H_2O_a(\lambda)$$

The results of the simulation (see Fig. 2) are well agreed with the experimental results for Caucasian skin [38], and have showed that absorption of the visible/NIR radiation in stratum corneum and living epidermis decreases uniformly with wavelength from 450 to 900 nm. The peaks at 970–980 nm featured in all layers, except stratum corneum, are produced by the water absorption (see Fig. 1 and Table 2).

As one can see from Fig. 2 in the blood containing layers (i.e. papillary dermis, upper blood net dermis, reticular dermis, deep blood net dermis and subcutaneous fat) the absorption of oxy- and deoxy-hemoglobin dominates for the wavelength shorter than 600 nm (see Fig. 1 for comparison). In the range of 600–800 nm the absorption is minimum (see Fig. 2).

Using the optical properties we simulate the skin reflectance spectra by the Monte Carlo technique described above. We have found that the results of simulation are remarkably similar to the experimental results of skin spectra measurements in visible (450–600 nm) range of spectrum (Fig. 3).

The measured reflectance spectra of skin are obtained by the spectrophotometer system described in detail earlier [39,40]. In short, the skin reflectance spectra are collected from the surface of the tissue with a pair of optical fibers separated at fixed distance (400 μm). The detected fiber collects light within a range of angles defined by

Fig. 2. Simulated absorption coefficients of skin layers: (1) stratum corneum; (2) living epidermis; (3) papillary dermis; (4) upper blood net dermis; (5) reticular dermis; (6) deep blood net dermis; (7) subcutaneous fat.
the numerical aperture. A quartz halogen lamp is used as an optical/NIR source of light, and a spectrograph/monochromator with a CCD camera is used for high speed spectra measurements, where one dimension is responsible for wavelength and the other for the intensity of detected scattering light. Our choice of source–detector optical fibers spacing is based on the results of spatial sensitivity study reported recently [15,16]. In these studies we showed that for 400 μm source–detector spacing the main part of detected signal becomes localized in the topical skin layers including pappilary dermis and upper blood net dermis. The results of reflectance spectra simulation in case of 40% blood content reduction in topical dermal layers (i.e. pappilary dermis and upper blood net dermis) (see Fig. 3) well illustrate what happens if the absorption properties of the skin are changed. An increase of the blood content in the upper layers will tend to reduce the overall path length in that layers, conversely a decrease in blood content will lengthen the path length in it. However, we believe that amount of blood used in our simulation (see Table 2) was reliably estimated for the true blood content in the skin tissues at normal stage. These results are agreed with the results of independent study of the skin color variations [41].

We have presented the visible spectral region only, as it was best fitted (see Fig. 3). The difference in the results of simulation and experimental data (see Fig. 3) could be explained by our choice of the optical properties of the skin tissues for the simulation, and possible experimental errors. In the model we did not include the influence of various pigments as melanin, bilirubin, NADH, β-carotene and other chromophores [3], temperature dependence and some physiological parameters. In frame of the proposed model shape of the simulated skin spectra is determined by the combination of spectra of oxy- and deoxy-hemoglobin, water and summarized absorption of other chromophores. We simulated the skin reflection spectra assuming the wavelength independence of the skin layers scattering ($\mu_s$ and $g$ are constant, see Table 1). Whereas, in reality the

Table 2  
The parameters used in the calculation of the absorption coefficients of the blood contented layers of the skin

<table>
<thead>
<tr>
<th>k</th>
<th>Name of layer</th>
<th>C_{Blood}</th>
<th>S</th>
<th>Ht</th>
<th>F_{Hb}</th>
<th>F_{RBC}</th>
<th>C_{H_2O}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Stratum corneum</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.05</td>
</tr>
<tr>
<td>2</td>
<td>Living epidermis</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>3</td>
<td>Papillary dermis</td>
<td>0.04</td>
<td>0.6</td>
<td>0.45</td>
<td>0.99</td>
<td>0.25</td>
<td>0.5</td>
</tr>
<tr>
<td>4</td>
<td>Upper blood net dermis</td>
<td>0.3</td>
<td>0.6</td>
<td>0.45</td>
<td>0.99</td>
<td>0.25</td>
<td>0.6</td>
</tr>
<tr>
<td>5</td>
<td>Reticular dermis</td>
<td>0.04</td>
<td>0.6</td>
<td>0.45</td>
<td>0.99</td>
<td>0.25</td>
<td>0.7</td>
</tr>
<tr>
<td>6</td>
<td>Deep blood net dermis</td>
<td>0.1</td>
<td>0.6</td>
<td>0.45</td>
<td>0.99</td>
<td>0.25</td>
<td>0.7</td>
</tr>
<tr>
<td>7</td>
<td>Subcutaneous fat</td>
<td>0.05</td>
<td>0.6</td>
<td>0.45</td>
<td>0.99</td>
<td>0.25</td>
<td>0.7</td>
</tr>
</tbody>
</table>

C_{Blood} derived from Refs. [1,2,22,26,31–34] and personnel communication with Professor A. Shore. C_{H_2O} evaluated from Refs. [26,35], S, Ht, F_{Hb}, F_{RBC} derived from Refs. [22,26,32] and personnel communication with Professor A. Shore.

![Fig. 3. The skin reflectance spectra: rhombuses and dots represent the results of simulated and measured reflectance spectra, respectively. Squares are the results of skin spectrum simulation with the 40% reduction of blood volume in the first two dermal layers (i.e. in pappilary dermis and upper blood net dermis). LIR is defined as the logarithm to the base 10 of the inverse reflectance ($R = I/I_0$), i.e. log_{10}(1/R) or log_{10}(1/W), respectively.](image-url)
scattering of skin tissues tends to monotonously decrease from 450 to 1100 nm [28,29], and the difference in scattering at 450–600 and 700–1100 nm ranges is significant. Nevertheless, the results of simulation show that in the range of spectra where the scattering of skin tissues is changed slightly, it is possible to compare the experimental and modeling results quantitatively.

4. Summary

The reflectance spectra of human skin have been studied to support the theoretical model of skin tissues optical properties. The reflectance spectra of human skin simulated by the Monte Carlo technique and measured in vivo are in good agreement with one another. The modeling results are a brief survey of the potential of the computer simulation of skin reflectance spectra. Presented approach can be considered for use in studies of oxygen saturation of blood, skin chromophores, pigmentation, erythema and skin color changing. The model fitting based on the multi-linear regression analysis can give us quantitative amount of skin chromophores of the interest. Including in the model the wavelength dependence of $G$ (see Eq. (1)) it is possible to extend the boundaries of the spectral region for the quantitative model fitting in NIR spectral area in the future.
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