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Abstract

Short-term (up to 2-3 days ahead) probabilistic forecasts of wind power provide forecast users with a

highly valuable information on the uncertainty of expected wind generation. Whatever the type of these

probabilistic forecasts, they are produced on a per horizon basis, and hence do not inform on the devel-

opment of the forecast uncertainty through forecast series. However, this additional information may be

paramount for a large class of time-dependent and multi-stage decision-making problems e.g. optimal

operation of combined wind-storage systems or multiple-market trading with different gate closures.

This issue is addressed here by describing a method that permits the generation of statistical scenarios

of short-term wind generation that accounts for both the interdependence structure of prediction errors

and the predictive distributions of wind power production. The method is based on the conversion of

series of prediction errors to a multivariate Gaussian random variable, the interdependence structure

of which can then be summarized by a unique covariance matrix. Such matrix is recursively estimated

in order to accommodate long-term variations in the prediction error characteristics. The quality and

interest of the methodology are demonstrated with an application to the test case of a multi-MW wind

farm over a period of more than two years.
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Introduction

Increasing the value of wind generation through the improvement of prediction systems’ perfor-

mance is one of the priorities in wind energy research needs for the coming years [1]. Today, most

of the existing wind power prediction methods provide end-users with point forecasts [2]. The pa-

rameters of the models involved are commonly obtained with minimum least square estimation. If

denoting by pt+k the measured power value at time t + k, pt+k can actually be seen as a realiza-

tion of a random variable Pt+k which summarizes the potential power production values at that

time. In parallel, write p̂t+k|t a point forecast issued at time t for lead time t + k, based on a given

model, its parameters, and the available information on the process up to time t (i.e. including var-

ious measurements and meteorological forecasts). The point forecast p̂t+k|t then corresponds to the

conditional expectation of Pt+k, which is a single summary statistics for this random variable.

Owing to their highly variable level of accuracy, a large part of the recent research works has

focused on associating point forecasts with appropriate information on their situation-specific un-

certainty. Such information may take the form of risk indices or probabilistic forecasts [3]. The

latter ones are the most common and utilized in practice today, even though the use of prediction

risk indices also comprises a promising alternative (or complementary) approach [4]. Probabilistic

predictions can be either derived from meteorological ensembles [5], based on physical considera-

tions [6], or finally produced from one of the numerous statistical methods that have appeared in

the literature, see [4, 7, 8, 9, 10] among others. Their aim is to give more information on the ran-

dom variable Pt+k than the simple summary statistics given by a point forecast. If appropriately

incorporated in decision-making methods, they permit to significantly increase the value of wind

generation. Recent developments in that direction concentrate on e.g. dynamic reserve quantifi-

cation [11], optimal operation of combined wind-hydro power plants [12, 13] or on the design of

optimal trading strategies [14].

Probabilistic forecasts are generated on a per look-ahead time basis. They do not inform on the de-

velopment of the prediction errors through the prediction series related to a given prediction time

point (t above), since they neglect the interdependence structure of forecast errors among look-

ahead times. However, this interdependence structure is of particular importance for many time-

dependent and multi-stage decision-making processes e.g. the economic operation of conventional

generation in combination to wind power output, the optimal operation of wind-storage systems,

or alternatively the design of trading strategies in a multi-market environment with different gate

closures. In order to satisfy this additional requirement, it is proposed here to generate scenarios

of short-term wind power production. They should respect the probabilistic forecasts for the next

period, and additionally rely on the most recent information about the interdependence structure

of the prediction errors. Such kind of scenarios are indeed required by new methodologies specially

designed either for optimal integration of stochastic generation into energy systems [15] or for op-

timal planning in presence of distributed storage devices [16]. The main objective of the present

paper is to introduce the general framework for the derivation of such scenarios of short-term wind

power production. This framework may be extended in the future in order to also integrate spatial

and spatio-temporal aspects of forecast uncertainty, which are relevant for e.g. congestion manage-

ment or probabilistic load flows. In addition, the method presented has some generic value since

any type of probabilistic forecasts may be used as input. As it is often the case today for advanced

forecasting methodologies, a requirement though is that measurements of wind power production

for the site considered are regularly made available, preferably in an online setting. An example

application for the dynamic sizing of storage requirements that would permit to face regulation

costs in an electricity market environment, and based on the scenarios introduced in the present

paper, is described in [17].

Nonparametric probabilistic forecasts of wind generation are introduced in a first Section, and a

brief overview of their required and desirable properties is given. If nonparametric forecasts are
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considered here as input to the method, it is because they consist of the most general form of prob-

abilistic predictions (since they also encompass parametric ones). The method for generating sta-

tistical scenarios of wind generation from nonparametric probabilistic forecasts is then described.

It is based on the transformation of the set of random variables composing probabilistic forecast

series into a single multivariate Gaussian variable. For such a multivariate Gaussian variable, the

complete interdependence structure of its elements can be summarized by its covariance matrix

only. In order to accommodate the nonstationary characteristics of the wind power forecast uncer-

tainty (cf. discussion in [10]), this covariance matrix is tracked with a recursive estimation method.

Results from the application of the described method are given subsequently. The test case consid-

ered is that of a multi-MW wind farm located in the North of Denmark, for which point forecasts,

probabilistic forecasts and related power measurements are available over a period of more than

two years. Emphasis is on discussing the Gaussian assumption on the transformed random vari-

ables, on the evaluation of the probabilistic correctness of the generated scenarios, and finally on

the time-varying interdependence structure of prediction errors. Concluding remarks end the paper

with perspectives on applications and future developments.

Nonparametric probabilistic forecasts of wind power

Even though nonparametric probabilistic predictions may take the form of quantile, interval or

density forecasts, the basic quantity to be considered is the quantile forecast, since the other two

may be expressed in terms of two or more quantile forecasts. Write ft+k the probability density

function of Pt+k, and let Ft+k be the related cumulative distribution function. Provided that Ft+k

is a strictly increasing function, the quantile q
(α)
t+k with proportion α ∈ [0, 1] of the random variable

Pt+k is uniquely defined as the value x such that

P(Pt+k < x) = α, or q
(α)
t+k = F−1

t+k(α) (1)

A quantile forecast q̂
(α)
t+k|t with nominal proportion α is an estimate of q

(α)
t+k produced at time t for

lead time t + k, given the information set Ωt at time t.

For most decision-making processes, such as power system operation, a single quantile forecast

is not sufficient for making an optimal decision for a given lead time. It is instead necessary to

have the whole information about the random variable Pt+k for each horizon over a period ranging

from few hours to several days ahead (see e.g. [14]). If no assumption is made about the shape

of the target distributions, a nonparametric forecast f̂t+k|t of the density function of the variable

of interest (i.e. wind power production) at lead time t + k can be produced by gathering a set of m

quantile forecasts

f̂t+k|t = {q̂(αi)
t+k|t | 0 ≤ α1 < . . . < αi < . . . < αm ≤ 1} (2)

that is, with chosen nominal proportions spread on the unit interval. These types of probabilistic

forecasts are hereafter referred to as predictive distributions. F̂t+k|t denotes the cumulative dis-

tribution function related to f̂t+k|t. Note that interval forecasts correspond to the specific case for

which only two quantiles are quoted, and whose nominal proportions are chosen to be symmet-

ric around the median. In addition, the family of nonparametric probabilistic forecasts described

by a set of quantiles as in equation (2) also encompasses that of parametric ones, as any type of

probabilistic distributions can be summarized by a sufficient number of its quantiles.

A requirement for nonparametric probabilistic forecasts is that the nominal probabilities, i.e. the

nominal proportions of quantile forecasts, are respected in practice. Over an evaluation set of

significant size, the empirical (observed) and nominal probabilities should be as close as possible.

Asymptotically, this empirical coverage should exactly equal the pre-assigned probability. That
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required property is commonly referred to as reliability. Besides this requirement, it is highly de-

sirable that probabilistic predictions provide forecast users with a situation-dependent assessment

of the prediction uncertainty. The shape of predictive distributions should then vary depending on

various external conditions. For the example of wind power forecasting, it is intuitively expected

that prediction intervals (for a given nominal coverage rate) should not have the same size when

predicted wind speed equals zero and when it is near cut-off speed. This desirable property of prob-

abilistic forecasts is commonly referred to as their sharpness of resolution. For a more thorough

discussion on these various aspects, see [18, 19].

Generating scenarios of wind power production

Given the nonparametric probabilistic forecasts described above, it is necessary to capture the inter-

dependence structure of the prediction errors among the set of forecast horizons. For that purpose,

it is proposed here to take advantage of a fundamental property of reliable probabilistic predictions,

which is such that prediction errors can be made Gaussian by applying a suitable transformation.

The interdependence structure of the transformed prediction errors can then be summarized by

a unique covariance matrix. Long-term variations in the interdependence structure of prediction

errors are tracked by recursively estimating this covariance matrix with an exponential forgetting

scheme. The main points of the method are described in the following.

The Gaussian multivariate random variable

Let us focus on a single look-ahead time k. As explained above, the series of predictive distributions

{f̂t+k|t}t for that look-ahead time are defined as reliable if the observed proportions for each of

the quantiles correspond to the nominal ones [18]. In such a case, the random variable Yk whose

realization Y
(t)
k at time t is defined by

Y
(t)
k = F̂t+k|t(pt+k), ∀t (3)

is distributed uniform on the unit interval, i.e. Yk ∼ U[0, 1]. Consider for instance predictive dis-

tributions defined by quantiles whose nominal proportions are uniformly spread between 0 and 1.

This property translates to saying that there is the same probability the measured power value at

time t+k falls in any of the interval defined by two neighboring quantile forecasts q̂
(αi)
t+k|t and q̂

(αi+1)
t+k|t ,

i = 1, . . . , m − 1. Note that in practice, the continuous cumulative distribution function to be used

in the above equation is obtained by fitting a smooth curve through the set of m quantile forecasts,

cf. equation (2).

Then, given the uniformly distributed random variable Yk, a straightforward way to obtain a Nor-

mally distributed variable Xk is to apply a second transformation, that uses the probit function,

which corresponds to the inverse of the Gaussian cumulative distribution function. The probit

function is defined as

Φ−1 : p →
√

2 erf
−1 (2p − 1) (4)

where ‘erf−1’ is the inverse error function. Consequently, the transformation of Yk to Xk is obtained

by applying the probit function to every realization Y
(t)
k , i.e.

X
(t)
k = Φ−1(Y

(t)
k ), ∀t (5)

such that the random variable Xk is distributed Gaussian with zero mean and unit standard devi-

ation, Xk ∼ N (0, 1).
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Considering the transformed random variables Xk for each look ahead time, it is assumed that

the random vector X = (X1, X2, . . . , XK)⊤, where K is the maximum forecast horizon, follows

a multivariate Gaussian distribution, X ∼ N (µ0, Σ), with the vector µ0 of mean values being a

vector of zeros. In addition, Σ is the covariance matrix that contains the whole information about

variance-covariance of the random variables Xk, k = 1, . . . , K. It has 1-values on its diagonal, since

the diagonal elements give the variance of each of the random variables.

The assumption of X being a multivariate Gaussian distribution is the simplest assumption one

can make about the interdependence structure of the individual random variables Xk. More com-

plex interdependence structures could be modeled by using the copula theory, which involves the

modeling of the rank correlation of the Yk-variables [15, 20]. This would not affect the other parts

of the proposed method.

Recursive estimation of the covariance matrix

In the context of wind power forecasting applications, measurements are regularly collected and

subsequently used for updating the parameters of the physical/statistical models used as a basis

for prediction. A similar approach based on a recursive formulation can be applied for the adaptive

estimation of Σ.

Write Σt the covariance matrix estimated from observations X
(j) of the random variable X random

variable up to time t (thus implying j = 1, . . . , t). An unbiased estimate of Σt is commonly given by

Σt =
1

t − 1

t
∑

j=1

X
(j)

X
(j)⊤ (6)

with .⊤ the transposition operator.

Given that the covariance estimation is based on a normalized sum, a recursive formulation for the

updating of Σt−1 when new observations are made available at time t is readily obtained as

Σt =

(

t − 2

t − 1

)

Σt−1 +

(

1

t − 1

)

X
(t)

X
(t)⊤ (7)

Considering that the process characteristics are slowly varying leads to the application of an ex-

ponential forgetting scheme to the recursive updating formula in equation (7). This would yield

Σt = λ

(

t − 2

t − 1

)

Σt−1 +

(

1 + λ

(

1

t − 1
− 1

))

X
(t)

X
(t)⊤ (8)

where λ is the forgetting factor, λ ∈ [0, 1). This updating formula is such that when t tends towards

infinity, it becomes

Σt = λΣt−1 + (1 − λ)X(t)
X

(t)⊤ (9)

which corresponds to the classical formula for exponential forgetting, see e.g. [21]. The covariance

matrix is initialized by setting all its off-diagonal elements to 0 and its diagonal elements to 1.

Owing to potential small deviations from perfect reliability of the probabilistic forecasts of wind

generation used as input, it may occur that Σt slightly deviates from what would be a suitable

covariance matrix of a unit multivariate Normal variable. By assuming that such deviation is

only an issue related to variance scaling, applying an appropriate transformation at each time step
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permits to recalibrate Σt. It is defined as

Σt = Σt ⊘
(

σtσt
⊤

)

(10)

with σt the vector of standard deviations i.e. corresponding to the square root of the diagonal ele-

ments of Σt, and where ⊘ denotes the element-by-element division. This transformation is equiva-

lent to normalizing past realizations of X by σt so that each component Xk follows a unit Normal

distribution.

Scenario generation

At time t a set of predictive distributions f̂t+k|t for each look-ahead time k, k = 1, . . . , K, is available.

In parallel, the most up-to-date estimate of the covariance matrix is Σt−K , since the most recent

forecast series for which all forecast values can be compared with measurements is that generated

at time t − K. From these two pieces of information, the procedure for obtaining a number d of

scenarios of wind power production for the following K look-ahead times is as following:

• (i) one uses a multivariate Gaussian random number generator with zero mean and covariance

matrix Σt−K in order to have d realizations of the random variable X, X ∼ N (µ0, Σt−K).

Denote by X
(i) the ith of these d realizations;

• (ii) for each horizon k, d realizations Y
(i)
k of the uniform variable Yk are obtained by applying

the inverse probit function Φ to each component of X
(i),

Y
(i)
k = Φ(X

(i)
k ), ∀k, i (11)

• (iii) the scenarios of wind power production finally result from the application, for each look-

ahead time k, of the inverse cumulative distribution function F̂−1
t+k|t to the d realizations Y

(i)
k

of Yk for that look-ahead time. If having p̂
(i)
t+k|t the power value at lead time t + k for the ith

scenario, this writes

p̂
(i)
t+k|t = F̂−1

t+k|t

(

Y
(i)
k

)

, ∀k, i (12)

By applying these three steps, one obtains d scenarios of short-term wind power production for the

following K look-ahead times. They can then be used as input to decision-making methods or power

system models (in a Monte Carlo simulation framework for instance) in order to evaluate the poten-

tial impact of wind power forecast uncertainty and interdependence of forecast errors on decisions

made from point forecasts only. Ideally, future decision-making methods and power system mod-

els would be developed following a probabilistic framework, permitting to define different optimal

decisions depending on the forecast-user’s sensitivity to consequences of forecast errors.

Application results

In this Section, focus is given to the application of the method for the generation of scenarios of

short-term wind power production introduced above to a real-world test case, in order to demon-

strate the quality of this method. After describing the case-study considered, it will be verified that

transformed variables are indeed close to being Gaussian, and that generated scenarios are proba-

bilistically correct over the evaluation period, i.e. that they respect the probabilistic forecasts used

as input. Finally, the evolution of the interdependence structure of forecast errors through time is

discussed.
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Description of the case-study

Predictions are produced for a Danish onshore wind farm with a nominal capacity Pn of 21MW.

The period for which both predictions and related power measurements are available goes from

March 2001 until end of April 2003. The point predictions result from the application of the Wind

Power Prediction Tool (WPPT) method [22], which uses meteorological predictions of wind speed

and direction as input, as well as historical measurements of power production. Point predictions

have an hourly resolution (similarly to measurements) up to 43-hour ahead. They are updated

every hour. All predictions and measurements are normalized by the nominal capacity of the wind

farm and hence expressed in percentage of Pn. The dataset consists of 16900 point prediction series.
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FIGURE 1: Example of probabilistic predictions of wind generation in the form of nonparametric predictive

distributions. Point predictions are obtained from wind forecasts and historical measurements of power pro-

duction, with the WPPT method. They are then accompanied with interval forecasts produced with adaptive

quantile regression. The nominal coverage rates of the prediction intervals are set to 10, 20, . . ., and 90%.
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FIGURE 2: Example of wind power point predictions with 50 alternative scenarios produced from the method

described in the paper (for the same period as in Fig. 1). The point prediction series correspond to the condi-

tional expectation of wind generation for each look-ahead time. The associated scenarios reflect the prediction

uncertainty and the interdependence structure of predictions errors.

Nonparametric probabilistic forecasts are produced with adaptive quantile regression [10]. Predic-

tive distributions are given by 19 quantile forecasts whose nominal proportions range from 0.05 to

0.95 by 0.05 increments. From a probabilistic point of view, since it is not possible to exclude any
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possibility, the predictive quantiles with nominal proportions 0 and 1 are always set to normalized

power values of 0 and 1, respectively, whatever the look-ahead time. The very tails of predictive

distributions are parameterized with exponential tails, thus reflecting the unlikeliness of extreme

events. The quality of probabilistic forecasts produced with this method and for this particular

case-study is evaluated and discussed in [18], while additional evaluation results may be found

in [10]. Adaptive quantile regression has been shown to have an acceptable level of reliability, and

a superior overall skill when compared with other nonparametric probabilistic forecasting methods

of the state of the art.

Fig. 1 gives an example of such probabilistic forecasts of wind generation, in the form of a fan chart.

In parallel, Fig. 2 depicts a set of 50 scenarios of power production for the same period, generated

from the method introduced, along with the traditionally provided point forecasts for the coming

period. For this illustration only 50 scenarios are produced, but since the method is not highly

computationally expensive, one can raise this number to several thousands in order to be directly

used in e.g. Monte-Carlo simulations for decision-making. The output of such simulations would

for instance consist of a distribution of potential unwanted costs of making a decision based on the

provided point forecasts, owing to the related prediction errors. For the following evaluation, the

number of scenarios is set to 10000. The second parameter of the method is the forgetting factor

λ that permits an adaptive tracking of the interdependence structure of prediction errors. It is set

here to 0.995, which corresponds to an effective number of 200 observations (approximately one

week). The choice for this value may be seen as quite arbitrary, though coherent with the time scale

of motion of large meteorological systems over Europe. To our knowledge, there is no theoretical

background so far that would allow to define analytically or numerically an optimal forgetting factor

when tracking the type of covariance matrices considered in the present paper. This will be the topic

of further research work.

Gaussian assumption on transformed random variable

The assumption such that the transformed random variable Xk is Gaussian is discussed here. For

that purpose, the realizations X
(t)
k of Xk are collected over the whole dataset. In principle, one would

use a test of Gaussianity for verifying that such an assumption is acceptable. Actually, this kind

of test could also be used for verifying the reliability of nonparametric probabilistic forecasts. For

literature on Gaussianity testing, we refer to [23] and references therein. However, it is not expected

that probabilistic forecasts are perfectly reliable in an hypothesis testing framework, as discussed

in [18]. This is owing to the autocorrelation pattern of series of prediction errors (in turn imposed by

the inertia of uncertainty in the prediction of meteorological phenomena), which would invalidate

the significance level of relevant tests. Here, in order to illustrate and discuss the Gaussianity of

the transformed random variables, their distributions are compared to the probability distribution

function of a N (0, 1) distribution. This is done both visually and by comparing moments of the

various distributions. Results are given and discussed here for the example of the 18-hour ahead

forecast horizon only (k = 18), due to the fact that those for other look-ahead times are qualitatively

similar.

Fig. 3 gives the example of the distribution of Xk realizations (for the specific case of k = 18),

along with a plot of the probability distribution function of a N (0, 1). The empirical distribution

of observations appears to be slightly left-skewed and sharper than the probability distribution

function of a N (0, 1), though they look very similar.

In parallel, the four moments of the empirical distributions of Xk realizations (k = 1, . . . , 43), i.e.

their mean µX(k), their standard deviation σX(k), their skewness γX(k) and finally their excess

kurtosis κX(k), are calculated. Their average value over the set of look-ahead times and related

standard deviation, denoted by .̄ and σ(.) respectively, are gathered in Table 1.
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FIGURE 3: Visual comparison between the set of observations {X(t)
k

} (for k = 18, i.e. for the transformed

random variable related to 18-hour ahead forecasts) and the probability distribution function (pdf) of a N (0, 1)
distribution.

TABLE 1: Summary statistics related to the moments of the distributions of the observations of the transformed

random variables Xk.

µ̄X σ̄X γ̄X κ̄X

0.0018 0.95 -0.20 0.36

σ(µX) σ(σX) σ(γX) σ(κX)
0.0015 0.01 0.05 0.24

Whatever k, the distributions are slightly left-skewed, as it is observed for the example of k = 18

in Fig. 3. In addition, the excess kurtosis is positive, with low values though, indicating that Xk-

observations distributions are sharper in their central part, and have longer tails, than a N (0, 1).

These slight deviations from a perfect Gaussian shape are due to the fact that the nonparametric

probabilistic forecasts are not perfectly reliable in the low power range [18]. Regarding the first

two moments, one sees that transformed variables are clearly centred with a standard deviation

close to 1. Globally, even if it was commented that empirical distributions may not be deemed as

Gaussian in a hypothesis framework, both visual comparison and evaluation of the distribution

moments shows that such distributions are close to being Gaussian.
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Probabilistic correctness of generated scenarios

In a second stage, it is verified if the generated scenarios are probabilistically correct, i.e. if they

respect the marginal distributions of the probabilistic forecasts used as input. This evaluation is

based on the required property such that the proportion of generated scenarios that lies between

two successive quantiles of a given predictive distribution should correspond to the difference in

nominal probability between these two quantiles. For instance, for a given predictive distribution,

5% of generated scenarios should lie in the interval formed by the quantiles with nominal propor-

tions 0.4 and 0.45. Such an evaluation can be summarized in a Probability Integral Transform (PIT)

histogram, as introduced in e.g. [19]. The PIT histogram of Fig. 4 summarizes this evaluation over

the whole dataset and for all horizons, since it has been witnessed that the probabilistic correctness

was not significantly different for the various look-ahead times.
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FIGURE 4: Evaluation of the probabilistic correctness of generated scenarios with a PIT histogram. The ideal

case of perfect probabilistic correctness is represented by the dash-dot line. This PIT histogram gathers the

results for all look-ahead times.

The ideal situation corresponds to the case for which each bin would contain 5% of the scenar-

ios. The deviations from this ideal situation are low here, indicating that the generated scenarios

have distributions similar to that of the input predictive distributions, and this all over the range

of nominal probabilities. Note that such evaluation only shows that the generated scenarios are

probabilistically correct in the sense that they respect the marginal distributions used as input. If

these marginal distributions used as input were not reliable, the generated scenarios would also

not be reliable. In addition, non-reliability of the input marginal distributions would also translate

to transformed variables Xk significantly deviating from Gaussian, and thus disabling the applica-

bility of the method proposed in the present paper. The reliability of scenarios of short-term wind

generation being verified, their resolution and added value in decision-making processes or power
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system models will be directly driven by the resolution of input predictive distributions, as well

as by the capacity of the covariance matrix of the X random variable to represent changes in the

interdependence structure of prediction errors.

On the tracking of the interdependence structure of forecast errors

The interdependence structure of forecast errors (at time t) for the various look-ahead times is sum-

marized by Σt corresponding to the most recent update of the covariance matrix of the multivariate

Gaussian variable X (cf. equation (9)). Therefore, in order to follow the evolution of this interdepen-

dence structure, on has to track changes in Σt as t increases through the dataset. Figure 5 proposes

a visualization of the elements of Σt for two points in time of the dataset considered, i.e. t = 300

hours and t = 2500 hours. The x− and y−axis are for the prediction horizon k. Each pixel gives the

covariance between two forecast horizons, and hence variance values for each forecast horizon on

the diagonal. The colour scale goes from white for the largest values to black for the lowest ones. In

both plots, values of the elements of Σt are contained within the range [-0.2,1].
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FIGURE 5: Visualization of the covariance matrices of the multivariate normal random variable that permits

to estimate and track the interdependence structure of prediction errors. Plots are for two time points of the

dataset: after 300 hours (left) and after 2500 hours (right).

The maximum values of the elements of Σt obviously lie on the diagonal, as it has been explained

above that the variance of transformed prediction errors for each prediction horizon would be very

close to 1. Covariance values sharply decrease as the difference between prediction horizons in-

creases. However, one may notice that covariance patterns differ for the two points in time. In the

first case (t = 300 hours), there is a significantly stronger covariance pattern, with more specifi-

cally a high correlation between transformed prediction errors for horizons between 12 and 32-hour

ahead. Such phenomenon may relate to the point prediction method (or more precisely to the me-

teorological predictions used as input) not capturing a diurnal component of the wind generation

at this site. This covariance pattern is not present in the second case, i.e. for t = 2500 hours. Such

change in the covariance pattern captured by the covariance matrix Σt illustrates the interest of

its adaptive tracking. Note that the interdependence structure of forecasts errors is slowly varying

with time, but it may also be influenced by some explanatory variables e.g. wind direction.
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Conclusions and Perspectives

Probabilistic forecasts of wind generation are a highly valuable input to a number of decision-

making problems related the management or trading of wind generation. However, the fact that

they do not provide any information on the interdependence structure of prediction errors make

them difficult to interpret for a large class of operational tasks, for which successive decisions are

interdependent. This concerns for instance the optimal operation of wind in combination with

conventional generation (or storage), or the design of trading strategies for the participation in

multiple markets with different gate closures. Indeed for such problems, the appropriate input

concerning short-term wind power production must consist of production scenarios that provide the

whole information about the development of forecast uncertainty through the coming period. In the

present paper, we have described a method that permits to generate scenarios of wind generation

from probabilistic forecasts of wind power. It has been shown that such scenarios respect both the

predictive distributions and the interdependence structure of prediction errors.

The various qualities of the methodology have been illustrated on the test case of a multi-MW wind

farm, for which both point predictions and nonparametric probabilistic forecasts were obtained

from state-of-the-art methods i.e. WPPT and adaptive quantile regression, respectively. Future

developments related to the method for generating scenarios will focus on the covariance matrix

of the transformed random variable. More specifically, it is envisaged in a first stage to propose

a method for an optimal choice of the forgetting factor, since the level of time-adaptive ability of

the method may be crucial for online applications. Then, the possibility of making the covariance

matrix a function of explanatory variables (e.g. level of predicted power of indicative variables on

the meteorological situations) in order to account for their impact on the interdependence structure

of prediction errors will be studied. Mainly, it is expected that prevailing meteorological situations

have a high influence of the interdependence structure of prediction errors. For those that are

less easily predictable, and which would lead to phase errors for instance, forecast errors will be

significantly more interdependent. Finally, the method will be generalized in order to account for

the spatio-temporal aspects of this interdependence structure, or to couple this interdependence

structure with that of other relevant variables for decision making e.g. load, solar power generation

or market prices.

Broader perspectives relate to the use of wind generation scenarios in a range of decision-making

problems, and to the verification of the resulting benefits.
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