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Abstract

An algebraic approach is given for a design of a static residual weighting factor in connection with fault detection. A complete parameterization is given of the weighting factor which will minimize a given performance index.

1 Introduction

The increasing use of supervisors in connection with control make it necessary to include fault detectors in the control architecture. The fault detectors are used for detection fault in dynamic systems which cannot be allow in the feedback control. When a fault is detected, it is then the supervisor unit that need to take care of this fault situation by e.g. close down the system or by change controller etc. A lot of different types of fault can appear in a dynamic system, as e.g. actuator and sensor faults, slowly changes of system parameters etc. The condition to obtain a complete reliable control architecture is that all elements will work reliable. So we need to have reliable detection of the faults in the system.

The design of fault detectors includes both a design of a filter for the detection and also a selection of a threshold value for the filter, see e.g. [9]. The selection of the threshold is very important. If the threshold is selected too high, a number of faults will not be detected. On the other hand, if the threshold is selected too small, we will get a number of false alarms due to disturbance. None of the cases are in general useful when we want a reliable fault detection. To optimize the fault detection, the filter and the threshold value need to be considered at the same time and not as two separate designs. However, the design of a detection filter and the selection of the threshold is normally considered separately. In e.g. [12], the two part are connected for optimization of the smallest fault signal that can be detected. An implicit design method has been given in [12].

There exist a number of different way to design fault detectors, see e.g. [9] and [10]. One way to design a fault detector is based on residual vectors. This mean that we will not get a direct estimation of the fault signal, but an residual vector which must be small when no fault appear in the system and large, in some sense, when faults appear in the system. A residual vector consist of a filter/observer and a residual weighting matrix. The residual weighting matrix can both be a constant matrix or dynamic. Further, the design of the filter and the weight matrix can be done in one step, see [8], or it can be done in two steps, see e.g. [11].

The motivation for using residual vectors instead of using estimates of the fault signals directly is that we do not in general need to know the faults exactly. In general we are satisfied by knowing that, at first, that there are faults in the system (fault detection) and, at second, which faults that has appear in the system (fault isolation). In the cases where we can accept some minor faults, we just need to select the threshold value such that these fault signals are not detected.

In this paper we will only consider the design of static residual weighting matrices. In [11], the
eigenstructure assignment method has been applied for the design of an observer and a static residual weighting matrix. The main idea in this approach is to design the observer gain and the weight matrix such that the residual vector is complete decoupled from disturbance input. Conditions are given for obtaining this. This means that not all fault vectors can be detected. The result derived in this paper gives a complete parameterization of the residual weighting matrix of both all residual vectors that are complete decoupled from the disturbance input as well as a parameterization of all residual vectors that cannot be decoupled from the disturbance input in steady state. Further, a complete description of which fault vectors that can be detected disturbance free and which cannot be detected disturbance free in the steady state case is given.

It needs to be pointed out in this connection that the main reason for making exact decoupling is that we can use zero as the threshold value. This will take care of the problem with undetected faults and false alarms. However, it is not all fault signals that can be detected disturbance free.

2 Problem Formulation

The FDI design setup will be given in the following. Consider the following system $G$ given by:

$$y = G_{yw}(s)w + G_{yf}(s)f$$

(1)

where $w \in \mathcal{R}^m$ is a disturbance signal vector, $f \in \mathcal{R}^p$ is a fault signal vector and $y \in \mathcal{R}^q$ is the measurement output vector. Further, it is assumed that $q \geq p > m$ and that none disturbance inputs are identical with any fault inputs at the system.

A filter is now applied to estimate the fault signal vector $f$ out from the measurement signal vector $y$. Let the filter be given by $F(s)$, i.e. the estimate of the fault signal vector is given by:

$$\hat{f} = F(s) (G_{yw}(s)w + G_{yf}(s)f)$$

(2)

The design of $F(s)$ will not be considered in this paper, see instead e.g. [11], [10], [7], [4] and [8] for mention a few. It will only be assumed that the rank of $FG_{yf}$ in steady state is maximal.

Further, let's consider the residual vector for the fault detection in (2) given by:

$$r = RF(s) (G_{yw}(s)w + G_{yf}(s)f)$$

(3)

where $R$ is the residual weighting matrix. This matrix can be dynamic but will in most cases be a constant matrix. $R$ will be a constant matrix in the following.

Before the problem for the design of the residual weighting matrix is given, we need to consider a performance index for the fault detection problem. Different performance indices for fault detection has been considered in a number of paper, see e.g. [5], [13], [2], [3] and [12]. From [3] we have the following performance index for the residual vector in (3):

$$J = 2 \inf_R \left\| \frac{RFG_{yw}}{RFG_{yf}} \right\|$$

(4)

where $\|M\| = \sup_{\|z\|} \|Mz\|$ and $\|M\| = \inf_{\|z\|} \|Mz\|$, where $\| \cdot \|_e$ is an evaluation function, which may not be a norm.

This index is not so useful in connection with design of the fault detector $F(s)$. This has been discussed in [12], where a new performance index has been derived only based on norms, which is not the case with the index given by (4). However, for the optimization of the static residual weighting matrix $R$, the performance index in (4) can almost be used directly. The only modification we will do is to make a separation of the index and use different threshold values for every single residual signal. An interpretation of the index given in (4) is that it gives the norm of the smallest fault signal that is guaranteed to be detected. The index is given as the largest gain from disturbance to residual vector divided by the smallest gain from fault signal to residual vector. This might be conservative due to the fact that the maximal gain from disturbance to residual vector will in general not be in the same direction as the minimal gain from fault signal to residual vector. In the general case when only a single residual signal is considered, we can give...
the following performance index:

\[ J_i = 2 \inf_R \frac{\|g_{w,i}\|}{\|RFG_{yw}\|}, \quad i = 1, \ldots, p \]  

(5)

where \(g_{w,i}\) appear from a partition of \(RFG_{yw}\) given by:

\[
RFG_{yw} = \begin{bmatrix}
g_{w,1} \\
\vdots \\
g_{w,i} \\
\vdots \\
g_{w,p}
\end{bmatrix}
\]

It should be mentioned in this connection that this new performance index \(J_i\) in (5) is still potential conservative. This new index is just a straightforward extension of the index given in (4) to the case where the single residual signals are considered separately. Again, it can be seen directly from (5) that we need to reduce the transfer function from the disturbance to the residual vectors given by \(g_{w,i}\) for minimizing the performance index \(J_i\). The optimal is to make these transfer function equal to zero, i.e. exact decoupling of disturbance in the residuals. However, this will not in general be possible to decouple the disturbance exactly from all residual signals. When this is not possible, let's consider the case when a reduced number of residuals are exactly decoupled from the disturbance input. We are now able to formulate the following static optimization problem.

**Problem 1** Let the residual vector be given by (3). Design the static residual weighting matrix \(R\) such that the number of performance indices \(J_i, i = 1, \ldots, p\) satisfying

\[ J_i(0) = 0 \]

in steady state is optimized.

The steady state detection is important in many cases as pointed out in e.g. [1]. Further, if we have obtained a static decoupling, we will in many cases also have a good dynamic decoupling. Another thing is that the fault detector will no increase in order when we only use static residual weighting matrices, which is also important in some cases.

## 3 Static Decoupling

The static design problem given in Problem 1 will be considered in this section. Let the residual vector \(r\) be described by the following equation in the steady state case:

\[ r = R(H_w w + H_f f) \]

(6)

where \(H_w = FG_{yw}(0)\) and \(H_f = FG_{yf}(0)\). Further, let the rank of \(H_w\) be given by \(\text{rank}(H_w) = s \leq m\).

A singular value decomposition of \(H_w\) is given by

\[ H_w = U \Sigma V^T \]

(7)

where \(U\) and \(V\) satisfies \(UU^T = VV^T = I\), \(VV^T = V^TV = I\) and \(\Sigma\) has a canonical structure

\[ \Sigma = \begin{bmatrix} \Sigma_0 & 0 \\ 0 & 0 \end{bmatrix}, \quad \Sigma_0 = \text{diag}(\sigma_1, \cdots, \sigma_s) > 0 \]

Based on this singular value decomposition of \(H_w\), all residual weighting matrices can then be given by:

\[
R = Z(I - H_w H_w^+) + X H_w H_w^+ \\
= Z(I - U \begin{bmatrix} I_s & 0 \\ 0 & 0 \end{bmatrix} U^T) \\
+ X U \begin{bmatrix} I_s & 0 \\ 0 & 0 \end{bmatrix} U^T
\]

(8)

where \(X\) and \(Z\) are two arbitrary \(p \times q\) matrices and \(H_w^+\) is the Moore-Penrose inverse of \(H_w\).

Now let \(Z\) and \(X\) be given by

\[
X = \tilde{X} U^T, \quad Z = \tilde{Z} U^T
\]

(8) can be rewritten into

\[
R = \tilde{Z} \begin{bmatrix} 0 & 0 \\ 0 & I_{q-s} \end{bmatrix} U^T + \tilde{X} \begin{bmatrix} I_s & 0 \\ 0 & 0 \end{bmatrix} U^T 
\]

Further let \(\tilde{X}\) and \(\tilde{Z}\) be partitioned as

\[
\tilde{X} = [X_1 \ X_2], \quad \tilde{Z} = [Z_1 \ Z_2]
\]

where \(X_1, Z_1 \in \mathbb{R}^{p \times s}\), \(X_2, Z_2 \in \mathbb{R}^{p \times (q-s)}\). Then all \(R\) can be described by

\[
R = [X_1 \ Z_2] U^T
\]

(9)
With this parameterization of $R$ given by (9), it is simple to see that
\[ RH_w = 0, \text{ for } X_1 = 0 \] (10)
which give an explicit parameterization of all residual weighting matrices that satisfies $RH_w = 0$.

Before this residual weighting matrix is used in (6), let $[X_1 \: Z_2]$ be partitioned as
\[
\begin{bmatrix}
X_1 & Z_2
\end{bmatrix}
\begin{bmatrix}
X_{11} & Z_{21} \\
X_{12} & Z_{22}
\end{bmatrix}
\]
where $X_{11} \in \mathcal{R}^{s \times s}$, $X_{12} \in \mathcal{R}^{(p-s) \times s}$, $Z_{21} \in \mathcal{R}^{s \times (\tau-p)}$, and $Z_{22} \in \mathcal{R}^{(p-s) \times (\tau-s)}$.

Using the above $R$ matrix in (8) in the equation for the residual vector, we get:
\[
r = R(H_w w + H_f f)
\]
\[
= \begin{bmatrix}
X_{11} & Z_{21} \\
X_{12} & Z_{22}
\end{bmatrix}
\begin{bmatrix}
U^T (H_w w + H_f f)
\end{bmatrix}
\]
\[
= \begin{bmatrix}
X_{11} 0 \\
X_{12} 0
\end{bmatrix}
\begin{bmatrix}
VT_w \\
0
\end{bmatrix}
+ \begin{bmatrix}
X_{11} & Z_{21} \\
X_{12} & Z_{22}
\end{bmatrix}
\begin{bmatrix}
U^T H_f f
\end{bmatrix}
\]

It can be seen directly from the above equation that we need to select $X_{12} = 0$ to decouple the last $p-s$ residual signals complete from the disturbance input $w$. The residual vector is then given by
\[
r = \begin{bmatrix}
X_{11} 0 \\
0 0
\end{bmatrix}
\begin{bmatrix}
VT_w \\
0
\end{bmatrix}
+ \begin{bmatrix}
X_{11} & Z_{21} \\
X_{12} & Z_{22}
\end{bmatrix}
\begin{bmatrix}
U^T H_f f
\end{bmatrix}
\]

Moreover, it might be possible to decouple more residual vectors from the disturbance. This is possible when
\[
\text{rank}[H_w \: H_f] = t > p
\]
It is then possible to make further $t-p$ residual signals disturbance free. To detect and isolate all $p$ fault signals, it is required that the rank of $R$ is $p$. When it is assumed that $Z_{22}$ has full rank, $p-s$. Let $Z_{21}$ be partitioned as follows
\[
Z_{21} = \begin{bmatrix}
Z_{21,1} \\
Z_{21,2}
\end{bmatrix}
\]
where $Z_{21,1} \in \mathcal{R}^{(\tau-t+p) \times (\tau-s)}$ and $Z_{21,2} \in \mathcal{R}^{(t-p) \times (\tau-s)}$. Now, let $Z_{21,2}$ be selected such that
\[
\text{rank} \begin{bmatrix}
Z_{21,2} \\
Z_{22}
\end{bmatrix} = t - s
\]
Now let $X_1$ be partitioned as follows:
\[
X_1 = \begin{bmatrix}
X_{11,1} \\
X_{11,2}
\end{bmatrix}
\]
where $X_{11,1} \in \mathcal{R}^{(\tau-t+p) \times (\tau-s)}$ and $X_{11,2} \in \mathcal{R}^{(t-p) \times (\tau-s)}$. We can now select $X_{11,2} = 0$ and then make $t-p$ residual vectors exact decoupled from the disturbance inputs. The residual vector is then given by:
\[
r = \begin{bmatrix}
X_{11,1} 0 \\
0 0
\end{bmatrix}
\begin{bmatrix}
VT_w \\
0
\end{bmatrix}
+ \begin{bmatrix}
X_{11,1} & Z_{21,1} \\
0 & Z_{21,2} \\
0 & Z_{22}
\end{bmatrix}
\begin{bmatrix}
U^T H_f f
\end{bmatrix}
\]

Let $U$ and $V$ be partitioned as follows
\[
U = [U_1 \: U_2]
\]
\[
V = [V_1 \: V_2]
\]
and let
\[
\tilde{w} = V_1^T w
\]
\[
\tilde{X}_{11,1} = X_{11,1} \Sigma_{0}
\]

It is now possible to modify the residual vector into
\[
r = \begin{bmatrix}
\tilde{X}_{11,1} \\
0 \\
0
\end{bmatrix}
\begin{bmatrix}
\tilde{w} \\
0 \\
0
\end{bmatrix}
+ \begin{bmatrix}
\tilde{X}_{11,1} \Sigma_0^{-1} U_1^T + Z_{21,1} U_2^T \\
Z_{21,2} U_2^T \\
Z_{22} U_2^T
\end{bmatrix}
\begin{bmatrix}
H_f f
\end{bmatrix}
\]

Based on the above derivation, we have then the following result.

**Theorem 1** Let the residual vector be defined by (3). Further, let the static residual weighting matrix $R$ be given by
\[
R = \begin{bmatrix}
\tilde{X}_{11,1} \Sigma_0^{-1} U_1^T + Z_{21,1} U_2^T \\
Z_{21,2} U_2^T \\
Z_{22} U_2^T
\end{bmatrix}
\]
where $\bar{X}_{11,1} \in \mathcal{R}^{(s-t+p) \times (q-s)}$, $Z_{21,1} \in \mathcal{R}^{(s-t+p) \times (q-s)}$, $Z_{21,2} \in \mathcal{R}^{(t-p) \times (q-s)}$ and $Z_{22} \in \mathcal{R}^{(p-s) \times (q-s)}$.

Assume that $\bar{X}_{11,1}$ is selected such that the rows has a norm equal to 1 and that $Z_{21,2}$ and $Z_{22}$ are selected such that:

$$\text{rank} \begin{bmatrix} Z_{21,2} \\ Z_{22} \end{bmatrix} = t - s$$

Then the $p$ performance indices given by (5) are then given by:

$$J_i = 0$$

for $i = 1, \ldots, t - s$ and

$$J_i = \frac{2}{\text{det} \begin{bmatrix} \bar{X}_{11,1} \Sigma_0^{-1} U_1^T + Z_{21,1} U_2^T \\ Z_{21,2} U_2^T \\ Z_{22} U_2^T \end{bmatrix} H_f}$$

for $i = t - s + 1, \ldots, p$ in steady state.

Based on Theorem 1, get get directly the following lemma.

**Lemma 2** If

$$\text{rank}[H_w H_f] = \text{rank}[H_w] + \text{rank}[H_f]$$

then the $p$ performance indices are given by

$$J_i = 0, \ i = 1, \ldots, p$$

This result is equivalent with the results given in [6] for the dynamic case.

The results in Theorem 1 and Lemma 2 are discussed in next section.

## 4 Interpretation of the Decoupling Result

The main emphasis of Theorem 1 is that it is possible to decouple disturbance exactly from some residual vectors. This mean that we can use 0 as the threshold value for some residual signals without obtaining any false alarms in steady state. More precise, the dimension of the space $S_0$ given by the span of fault vectors that are decoupled from the disturbance is $t - s$. Further the space $S_0$ is given by:

$$S_0 = \text{span}(v_{f,p-t+s+1}, \ldots, v_{f,p})$$

where $v_{f,i}$ are the vectors defined by:

$$V_f = [v_{f,1}, \ldots, v_{f,s}]$$

where $V_f$ is a unitary matrix satisfying the singular value decomposition of $U_f^T H_f$:

$$U_f^T H_f = U_f \Sigma_f V_f^T$$

Moreover the space $S_1$ including the fault vectors which can not be detected disturbance free is given by:

$$S_1 = S_0^\perp = \text{span}(v_{f,1}, \ldots, v_{f,p+s-t})$$

By selecting the arbitrary matrices $\bar{X}_{11,1}$, $Z_{21,2}$ and $Z_{22}$ in Theorem 1 so they have full rank, then the span of all possible residual vectors will be of the dimension $p$. This mean that it is also possible to make fault isolation by using the residual vector $r$.

The most common case in fault detection is when only one fault appear, i.e. $f = e_i, \ i = 1, \ldots, p$ where $e_i$ is the $i$'th unit vector. The condition for detection a single fault without any disturbance is given in the following lemma.

**Lemma 3** Let the residual vector be given by (11). The single fault $f = e_i, \ i = 1, \ldots, p$ is detected disturbance free if and only if

$$r_2 = \begin{bmatrix} Z_{21,2} \\ Z_{22} \end{bmatrix} U_f^T H_f f \neq 0$$

It is easy to see that the $i$'th fault $f = e_i$ is detected if the $i$'th column of $U_f^T H_f$ is non zero.

The free matrix $X_{11,1}$ in Theorem 1 must be selected such that the last $p - t + s$ indices $J_i$ are minimized. This matrix can be optimized by e.g. using an optimization toolbox.

The result given in Lemma 2 give the case where the number of measurements is equal to the number of fault signals and the number of
disturbance signals that are not dynamic decoupled from the fault estimation signals. Further it is assumed that no disturbance and fault signal has the same input matrix. In this case, it is possible to make exact disturbance decoupling in steady state.

In the beginning of Section 2, it was assumed that no disturbance inputs and fault inputs enter the system at the same input. This might not always be the case. If this condition is not satisfied, we can still use the above static disturbance decoupling method. In this case, it will not be possible to detect the fault signals, which enter the system at the same inputs as disturbance, in the disturbance free residual vector $r_2$.
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