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Periodic amplitude modulations (AMs) of an acoustic stimulus are presumed to be encoded in
temporal activity patterns of neurons in the cochlear nucleus. Physiological recordings indicate that
this temporal AM code is transformed into a rate-based periodicity code along the ascending
auditory pathway. The present study suggests a neural circuit for the transformation from the
temporal to the rate-based code. Due to the neural connectivity of the circuit, bandpass shaped rate
modulation transfer functions are obtained that correspond to recorded functions of inferior
colliculus (IC) neurons. In contrast to previous modeling studies, the present circuit does not employ
a continuously changing temporal parameter to obtain different best modulation frequencies (BMFs)
of the IC bandpass units. Instead, different BMFs are yielded from varying the number of input units
projecting onto different bandpass units. In order to investigate the compatibility of the neural circuit
with a linear modulation filterbank analysis as proposed in psychophysical studies, complex stimuli
such as tones modulated by the sum of two sinusoids, narrowband noise, and iterated rippled noise
were processed by the model. The model accounts for the encoding of AM depth over a large
dynamic range and for modulation frequency selective processing of complex sounds. © 2007

Acoustical Society of America. [DOI: 10.1121/1.2400670]

PACS number(s): 43.64.Bt, 43.64.Qh [BLM]

I. INTRODUCTION

Amplitude modulations (AMs) are a common physical
feature produced by many natural sound sources such as vo-
cal cords, strings, pipes and tubes. Amplitude modulation
information is utilized by the auditory system in a variety of
complex auditory tasks, including speech perception (e.g.,
Rosen, 1992), pitch perception (e.g., Schouten ef al., 1962;
De Boer, 1976) and auditory scene analysis (e.g., Bregman,
1990). However, the mechanisms by which the auditory sys-
tem extracts, encodes and processes AM information are not
yet fully understood (for a review, see Joris er al., 2004).
While AM information is encoded in temporal activity pat-
terns of neurons at the early stages of the auditory system, it
is generally believed that this temporal periodicity code is
transformed into a rate-based code at some higher stage of
auditory processing (Rees and Mgller, 1983; Schreiner and
Langner, 1988; Lorenzi et al., 1995; Schulze and Langner,
1997). Such a rate-based periodicity code also corresponds to
the psychophysical concept of amplitude modulation filters
that have been suggested to account for the modulation fre-
quency selectivity observed in psychophysical masking ex-
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periments (Bacon and Grantham, 1989; Houtgast, 1989; Dau
et al., 1997a, b; Ewert and Dau, 2000). However, while the
psychophysically derived modulation filters may provide a
way of effectively describing perceptual masking data, it re-
mains unclear how such filters might be realized neurally in
the auditory system. Likewise, having a nonlinear neural cir-
cuit at hand that produces the above transformation using
simple stimuli such as sinusoidally modulated tones, it is not
clear to what extent the properties of the circuit are compat-
ible with a (linear) modulation filter bank concept motivated
by the psychophysical data. Both aspects are addressed in the
current study.

Physiological experiments have revealed that the aver-
age spike rates of auditory-nerve (AN) fibers are largely in-
dependent of stimulus modulation frequency (Rose and Ca-
pranica, 1985; Joris and Yin, 1992; Rhode and Greenberg,
1994), indicating that AN fibers are not selective to certain
modulation frequencies in terms of their spike rate. The tem-
poral modulation transfer functions (tMTFs) of AN fibers,
where modulation gain is computed in response to different
modulation frequencies, have a low-pass shape with cutoff
frequencies below 1 kHz (Javel, 1980; Palmer, 1982; Kim et
al., 1990; Joris and Yin, 1992; Rhode and Greenberg, 1994).
Moreover, AM information is inherent in the interspike in-
tervals (ISI) of AN fibers (Rose, 1970; Evans, 1978), indi-
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cating that AMs are encoded in the temporal activity patterns
of AN fibers. The majority of neurons in the cochlear nucleus
(CN) have been found to display flat or low-pass rate modu-
lation transfer functions (rMTFs), where spike rate is com-
puted in response to different stimuli (Kim et al., 1990;
Rhode, 1994; Backoff er al., 1999). Since the temporal syn-
chronization of CN neurons to AM stimuli exceeds that of
AN fibers, temporal AM information present in the activity
patterns of AN fibers seems to be enhanced by CN neurons
(Frisina et al., 1990; Kim et al., 1990; Rhode, 1994; Rhode
and Greenberg, 1994; Joris et al., 2004; Palmer, 1995). Thus,
since CN neurons are not selective to a certain modulation
frequency in terms of their spike rate, AM information can
be assumed to be encoded in their temporal activity patterns.
While AN fibers and CN neurons have been found to syn-
chronize to modulation frequencies as high as 1 kHz (Javel,
1980; Frisina et al., 1990; Rhode and Smith, 1986; Backoff
et al., 1999), the highest modulation frequency for which
temporal synchronization has been observed in the auditory
midbrain differs from below 120—150 Hz (Rees and Mgller,
1983; Krishna and Semple, 2000) up to 1000 Hz (Langner,
1981). Despite this diversity, there is general agreement
among authors that the ability of neurons to synchronize to
fast amplitude modulations decreases along the ascending
auditory pathway (Rees and Mgller, 1983; Langner and
Schreiner, 1988). Moreover, at the level of the inferior colli-
culus (IC), neurons have been found that exhibit bandpass
shaped rMTFs (Rees and Mpgller, 1983; Langner and
Schreiner, 1988; Rees and Palmer, 1989; Krishna and
Semple, 2000). In contrast to CN neurons, these neurons are
selective to a certain modulation frequency and respond with
a maximum spike rate when stimulated with their so-called
best modulation frequency (BMF). Furthermore, rate BMFs
have been found to be topographically organized in the cen-
tral nucleus of the IC covering a BMF range of 10—1000 Hz
(Schreiner and Langner, 1988, 1997).

Three biologically motivated models have been pre-
sented previously, suggesting different mechanisms of how
temporal AM information can be transformed into a rate-
based representation between the CN and IC. The neural
circuit suggested by Langner (1981) (see also Langner and
Schreiner, 1988; Langner, 1997a, b) consists of three func-
tional units at the model CN stage, a trigger unit, a buildup
circuit, and an oscillator circuit, with each of these units
being associated with a specific neural response type in the
CN. At the model IC stage, a coincidence detector unit is
located that represents the model output unit. According to
Langner (1981), the response types and the neural connec-
tivity of his model units result in a bandpass shaped rMTF of
the IC coincidence detector unit. In order to yield a number
of bandpass rtMTFs with different BMFs, a number of such
neural circuits are needed that differ in the integration time
constant of the CN buildup circuit. Based on the specific
assumptions in his model, Langner (1997a, b) predicts that
IC bandpass units can only reveal BMFs that are integer
multiples of the stimulus carrier frequency. However, such a
relationship between the BMFs of IC neurons and the stimu-
lus carrier frequency could not be confirmed in electrophysi-
ological recordings (Krishna and Semple, 2000). Since the
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model has not been tested extensively, it is difficult to predict
whether a physiologically plausible range of integration time
constants used within the buildup circuit of the CN model
stage can account for the large range of BMFs observed in
the data (Schreiner and Langner, 1988, 1997).

The second biologically motivated model describing the
transformation of temporal periodicity information into a
rate-based representation was suggested by Hewitt and Med-
dis (1994). The CN stage of their model employs populations
of simulated chopper units (Hewitt ez al., 1992) that are mor-
phologically associated with stellate cells in the ventral co-
chlear nucleus (VCN) (Rhode et al., 1983; Smith and Rhode,
1989). While the chopping frequencies of units within one
population are identical, the chopping frequencies among
different populations of chopper units differ. Coincidence de-
tector units are located at the model IC stage, with each
coincidence detector receiving convergent input from one
population of chopper units. If an amplitude modulated
stimulus is presented to the model, the chopper units whose
chopping frequencies resemble the modulation frequency of
the stimulus synchronize best to the stimulus modulation.
Thus, this population of chopper units provides a highly syn-
chronized input to its subsequent IC coincidence detector. In
contrast, the activity within populations of units whose chop-
ping frequencies differ from the stimulus modulation is less
synchronized. The IC coincidence detectors that are driven
by these populations receive less synchronized input and re-
spond with a lower spike rate. The model by Hewitt and
Meddis (1994) therefore transforms the bandpass shaped
tMTFs observed in VCN chopper units into bandpass shaped
rMTFs. The different BMFs of different IC coincidence de-
tector units hereby result from different chopping frequen-
cies among the populations of chopper units. The different
BMFs are thus obtained from changing a temporal parameter
of the simulated chopper units. However, it is not clear
whether the range of BMFs (150-700 Hz) found in the
tMTFs of VCN chopper units (e.g., Frisina et al., 1990;
Rhode and Greenberg, 1994) matches the range of BMFs
observed in IC recordings (Schreiner and Langner, 1988,
1997).

The most recent biologically motivated model describ-
ing the formation of bandpass shaped rMTFs in IC neurons
was suggested by Nelson and Carney (2004). The CN stage
of their model employs a VCN bushy cell that receives un-
delayed excitatory AN input and delayed inhibitory AN in-
put. The model bushy cell projects onto the model IC neuron
in the same manner, i.e., it provides undelayed excitatory
input and delayed inhibitory input. The interaction of excita-
tory and inhibitory synaptic inputs results in a bandpass
shaped rMTF at the model IC neuron if the excitatory syn-
apses are assumed to be faster and weaker than the inhibitory
synapses. Different BMFs within different IC model neurons
are obtained by varying the time courses of the synaptic in-
puts. Thus, similar to the models by Langner (1981) and by
Hewitt and Meddis (1994), different BMFs are gained from
systematic changes in the temporal model parameters. The
IC stage of the model by Nelson and Carney (2004) does not
seem to be critical for the generation of bandpass shaped
rMTFs since these would already result at the CN model unit
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if the same parameters were used for its excitatory and in-
hibitory synaptic inputs as for the IC model unit.

In contrast to the existing models where temporal model
parameters are systematically changed in order to obtain dif-
ferent BMFs within different model units, the modeling ap-
proach presented here employs a nontemporal mechanism
and therefore differs conceptually from the previous ap-
proaches. As in the previous modeling studies, the present
model reflects a biologically motivated circuit based on
simulated unit responses that can be associated with neural
response types. For example, simulated responses of ideal
onset (O;) units, a response type observed in the posteroven-
tral cochlear nucleus (PVCN), are chosen to provide the tem-
poral information in the present model. This is due to the
so-called “entrainment” property, i.e., the generation of ex-
actly one spike per stimulus period, as found in O; units in
response to AM stimuli with modulation frequencies below
about 800 Hz (e.g., Rhode and Smith, 1986; Rhode, 1994).

Another focus of this study is related to the nonlinear
processing inherent in the spike processes of a neural model.
In contrast to models that deal with the simulation of con-
tinuous, average (population) spike rates or spike probabili-
ties (like, e.g., Nelson and Carney, 2004), the process of
spike generation and the simulation of neural responses on a
spike level involves strong nonlinearities. The continuous
fluctuations in the stimulus waveform or envelope are
thereby transformed into a binary pulse or spike code, sub-
jected to a neural circuit and are transformed back to a spike
rate reflecting again a continuous quantity. Since the process
that establishes the bandpass shaped rMTFs in the present
model is realized by a simulation of spikes, it is not clear in
advance to what extent the bandpass rMTFs behave like
bandpass filters in complex stimulus conditions. A bandpass
filtering operation in the envelope domain, as suggested in
psychoacoustical studies in humans (e.g., Dau et al., 1997a;
Ewert and Dau, 2000) would imply properties of a limited
resolution spectral decomposition of the stimulus’ envelope.

In the first part of the study, the model is presented and
the simulated responses of the individual stages are de-
scribed and explained, whereby simple stimuli are used, such
as high-frequency tone bursts and sinusoidally amplitude-
modulated (SAM) tones. It will be shown that the model can
account for several key observations in the experimental re-
sponse properties of the different units, as described in the
literature. Specifically, the model accounts for the transfor-
mation of temporal AM information into a rate-based respre-
sentation of stimulus periodicity. The model is tested with
SAM tones of different stimulation levels and modulation
depths. In the second part of the study, the model is tested
with complex stimuli, such as pure tones modulated by the
sum of two sinusoids, narrowband noises, and iterated
rippled noise (IRN). The simulated responses to complex
envelope waveforms might reveal important information in
two ways. First, since the neural circuit is highly nonlinear, it
is not clear if the model is able to separate different compo-
nents in the envelope spectrum as it would be expected from
a linear modulation filterbank analysis. Second, complex en-
velope waveforms have not yet been systematically investi-
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FIG. 1. The architecture of the present model. The model is a cascade of
three stages: (i) the peripheral processing stages (bottom), (ii) the CN stage
that includes an entrainment (EN) unit and a number of constant-rate (CR)
units (middle) and (iii) the IC stage of the model (top) that includes low-pass
(LP) and bandpass (BP) units. Excitatory synaptic connections between
model units are represented by arrows and inhibitory synapses by filled
circles.

gated in physiological studies. The model thus might be use-
ful to validate hypotheses about the processing of these
complex sounds in units that exhibit a bandpass tMTF.

Il. MODEL

A. General model structure

Here, an overview of the model structure and a descrip-
tion of the function of the circuit are provided. More detailed
information about the individual stages of the model are
given in Sec. II B. Figure 1 shows a schematic representation
of the model of the present study. The model is a cascade of
three stages: (i) peripheral processing (bottom), (ii) CN pro-
cessing (middle), and (iii) IC processing (top). Excitatory
synaptic connections are represented by arrows while inhibi-
tory synaptic connections are represented by filled circles.
The peripheral processing stage includes basilar-membrane
filtering, inner hair-cell transduction and a simulation of AN
activity. The CN stage of the schematic model circuit con-
tains three neurons, each of which receives excitatory input
from the ascending AN fibers: an entrainment (EN) neuron
and two constant-rate (CR) neurons. All model CN units
project onto the IC stage of the model that consists of three
different neurons, two low-pass (LP) units and one bandpass
(BP) unit. Each LP unit of the model IC stage receives in-
hibitory input from the EN unit and excitatory input provided
by a different number of CR units of the CN stage. Hereby,
the first LP unit receives input from one CR unit and the
second LP unit receives input from both CR units.

In order to illustrate the basic function of the circuit,
Fig. 2 shows the expected idealized tMTFs of each model
unit in response to 100% SAM tones at a carrier frequency
equal to the characteristic frequency of the neural circuit.
The idealized rMTF of the EN model unit is shown in the
lower left panel of Fig. 2. Here, the spike rate of the EN unit
corresponds to the stimulus modulation rate up to 800 Hz.
Thus, in response to modulations of rates below 800 Hz, the
EN unit entrains to the stimulus modulation, emitting exactly
one spike per stimulus period. If the modulation frequency
exceeds 800 Hz, the EN unit can no longer follow the fast
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FIG. 2. Schematic tMTFs of the different model units:

1000 CN entrainment (EN) unit (lower left panel), CN
constant-rate (CR) units (lower right panel), IC low-
pass (LP) units (upper left panel) and IC bandpass (BP)

unit (upper right panel).
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stimulus modulation. In this case, the unit generates only one
spike at stimulus onset. The lower right panel of Fig. 2
shows the idealized tMTFs of the two CR units in the CN
stage. The two lines in the figure are shown at slightly dif-
ferent levels for visualization purposes. Both CR units ex-
hibit a flat rMTF, i.e., their spike rate (of about 100 Hz in
this example) does not depend on the stimulus modulation
frequency.

The upper left panel of Fig. 2 illustrates the resulting
rMTFs of the two LP units. Within a certain range of modu-
lation frequencies, the activity of both LP units is suppressed,
due to the inhibitory contribution provided by the EN unit of
the CN stage. As the spike rate of the EN unit reflects the
stimulus modulation frequency, it provides little inhibition at
low modulation frequencies, and the spike rate of the LP
units reflects the excitatory contribution from their CR input
units. With increasing modulation rate, the inhibition pro-
vided by the EN model unit increases until it exceeds the
excitatory contribution from the CR units and suppresses the
activity of the LP unit. The activity of the LP unit remains
suppressed until the modulation frequency exceeds 800 Hz
when the EN unit fails to entrain and instead exhibits an
onset response. At such high modulation frequencies, the ac-
tivity of the LP unit again reflects the excitatory input of its
CR input units. The activity of the first LP unit (dashed line),
receiving excitatory input from only one CR neuron, be-
comes suppressed if the stimulus modulation exceeds
100 Hz. In contrast, the second LP unit (solid line), that re-
ceives excitatory input from both CR neurons, is not sup-
pressed below a stimulus modulation frequency of 200 Hz.

The model output unit is the BP unit of the IC stage,
which receives inhibitory input from the first LP unit (dashed
line) and excitatory input from the second LP unit (solid
line). Within the model, the inhibitory LP unit input is speci-
fied to have a greater synaptic efficiency than the excitatory
LP unit input. This results in a bandpass shaped rMTF of the
model BP units as shown in the upper right panel of Fig. 2.
Since the modulation frequency at which an individual LP
unit becomes suppressed depends on how many CR units
project onto that unit, different BMFs of the model BP units
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are obtained from varying the number of CR input units in
the present neural circuit. Thus, a rate-based representation
of AM is obtained by varying the number of CR units pro-
viding input to the different LP model units.

B. Processing stages of the model
1. Auditory periphery

Basilar-membrane filtering is simulated using a bank of
fourth-order gammatone filters (Patterson et al., 1988) with
center frequencies spaced according to the equivalent rectan-
gular bandwidth scale. A more sophisticated, nonlinear filter-
bank was not used in the current study since the effect of
peripheral nonlinearity on amplitude modulation processing
was assumed to be not critical for the functioning of the
neural circuit proposed here. The output of each gammatone
filter serves as input to Meddis’ model of the mechanical-to-
neural transduction at the hair-cell-auditory nerve synapse
(Meddis, 1986, 1988; Meddis et al., 1990). The output is the
instantaneous AN discharge rate function in response to ar-
bitrary stimuli. The discharge rate at a particular point in
time can be considered as being proportional to the probabil-
ity that a spike is generated. Since the frequency range and
the number of AN fibers projecting onto the two types of CN
model units differ largely, the AN input of these units is
computed separately, as described below.

2. General neuron model dynamics

All model units are simulated by a point neuron model
with an integrate-to-threshold dynamic (Tuckwell, 1988) us-
ing a modified version of the MacGregor point neuron model
(MacGregor, 1987; Arle and Kim, 1991). In order to simu-
late the distinct temporal response properties of the model
EN unit, this unit has some specific additional properties
which are described in Sec. II B 3. Specific details about the
CR unit are given in Sec. I B 5.

In the point neuron model, each presynaptic spike arriv-
ing at a model unit causes a postsynaptic current /(z) that
contributes to the membrane potential V,,(¢) of the cell. For
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TABLE I. Simulation parameters of the CR, LP, and BP model units.

Parameter Description CR LP BP
Viest Membrane equilibrium potential —-60 mV —-60 mV -60 mV
T Membrane time constant 3 ms 10 ms 5 ms
Ty Potassium time constant 1.5 ms 1.5 ms 1.5 ms
G Total resting conductance 50 nS 50 nS 50 nS
b Potassium conductance change 0.1 mS 50 uS 50 uS
0, Spike threshold -50 mV —40 mV —40 mV
7 (ex) EPSC time constant 0.5 ms 0.5 ms 0.5 ms
7 (in) IPSC time constant 1 ms 3 ms
g (ex) Conductance of an excitatory synapse 0.01 nS 0.06 nS 0.06 nS
g (in) Conductance of an inhibitory synapse 0.9 nS 1.2 nS

the CR, LP, and BP units, the shape of the postsynaptic cur-
rent in response to a presynaptic spike is described by an
“alpha function”

g £e(_i) for t>0
ho(t)=1°"k (1)

0 otherwise.

A spike arriving at the unit causes an excitatory postsynaptic
current if the synaptic conductance g,>0, or an inhibitory
postsynaptic current if gy<<0. The time constant 7 deter-
mines the duration of the postsynaptic current, and
k=0.02 ms represents a normalizing factor. The postsyn-
aptic current I(¢) is calculated by a convolution of ,(z)
and a (summed) presynaptic spike activity pattern in units
of volts. The voltage change dV,,(t)/dt of the leaky-
integrator neuron caused by the flow of synaptic current
through the membrane is modeled by a parallel resistor-
capacitor electrical circuit with a membrane time constant

Tm*

av.,(t)
Tm
dt

==V, () + Vi (t) + RI(r) fort>0. (2)

Here, 7,, equals RC, with R representing the resistance and C
the capacitance of the circuit. V(¢) simulates a dynamically
changing potassium conductance, g;, reflecting the unit’s re-
fractoriness, with

d
i g;f’) =~ (1) + bs (3)
and
__&dn
Vi) ===V, )

Following each spike of the unit represented by its state vari-
able s, the potassium conductance is increased by a constant
amount b and decays with the potassium time constant 7.
G=1/R is the total resting conductance. The unit’s state vari-
able s follows the relation

0 for V(1) < 0,

= 5
Tl for V(t) > 0, )

with V(t)=V,+V,,(t), where V. represents the resting
potential of the unit. As long as the cell’s membrane po-
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tential, V(¢), is below its spike threshold ©,, the unit’s
state variable s is set to zero.

Besides the relative refractory period of the model units,
represented by the spike-induced increase in potassium con-
ductance, the unit also incorporates an absolute refractory
period of 1.5 ms, during which no further spikes can be emit-
ted by the unit. The specific parameters of the CR, LP and
BP units are summarized in Table I.

3. Entrainment units in the CN

The EN unit of the model CN stage provides the tempo-
ral periodicity information which is transformed into a rate-
based periodicity representation by the present neural circuit.
Thus, the quality of the overall model depends crucially on
the reliability and temporal precision of the simulated EN
unit responses. The EN unit is simulated using a functional
point-neuron model similar to the one suggested by Dicke
and Dau (2005). In contrast to the other model units de-
scribed above, this functional model disregards changes in
the potassium conductances following a spike. The model
describes ideal onset responses as observed in octopus cells
in the ventral cochlear nucleus (VCN). Octopus cells have
been found to entrain to the stimulus modulation (Rhode and
Smith, 1986; Rhode, 1994), when stimulated with SAM pure
tones with modulation frequencies <800 Hz. Due to their
precisely timed action potentials these cells have been as-
sumed to be the best temporal encoders of AM stimuli
among all major cell types in the cochlear nucleus (Frisina er
al., 1990; Rhode, 1994; Winter and Palmer, 1995).

In the model, it is assumed that a large number of AN
fibers converge on a CN model unit (Dicke and Dau, 2005).
Therefore, the deterministic discharge rate function is used
as the time-dependent AN input to the EN unit, i.e., no indi-
vidual spike trains for each AN fiber are computed. In order
to account for the wide across-frequency input that octopus
cells receive (Oertel er al., 2000), the simulated AN activity
is summed across a range of cochlear filters, such that each
model unit receives equally weighted input from 11 cochlear
filters spanning a frequency range of approximately one oc-
tave centered at the unit’s CF.

In contrast to the dynamics of the other model units
described earlier, the EN unit has a biphasic postsynaptic
current instead of the monophasic “alpha function,”

Dicke et al.: A neural circuit for periodicity coding



TABLE II. Simulation parameters of the EN model unit.

TABLE III. Parameter variation of the EN model unit. Pairs of the spike
threshold, O, and the spike blocking release threshold, ., are given. All

Parameter Description EN other parameters were as in Table II.
Viest Membrane equilibrium potential -60 mV EN unit 0, (mV) 0,,(mV)
T Membrance time constant 1 ms
0, Spike threshold -45 mV 1 -585 —63.5
T, Effective PSC time constant 0.1 ms 2 =572 —65.0
7 Effective PSC time constant 0.2 ms 3 -54.1 —67.5
c Constant PSC factor 0.25 4 -51.0 —69.5
O Spike blocking release threshold =59 mV 5 —48.5 -71.0
6 —43.0 -74.2
7 -37.0 -76.5
; . . 8 -31.0 -81.5
_[ (4] - (——)] 9 215 ~87.0
hy (1) = Boplet m/=C for =0 6) 10 95 ~93.0

0 otherwise.

As described in Dicke and Dau (2005), the biphasic mem-
brane impulse response realizes a high-pass filtering of the
synaptic input, i.e., stimulus transients and fast changes are
enhanced relative to sustained stimulus portions. With this
feature, the EN model unit effectively acts as a change de-
tector on its synaptic input. The model also uses a spike-
blocking mechanism (e.g., Romand, 1978; Dicke and Dau,
2005) that prevents the unit from emitting multiple spikes
within one period of a periodic stimulus. Following each
spike, the EN unit enters a spike-blocked state during which
it cannot exhibit further action potentials. This spike-blocked
state lasts until its potential falls below a so-called spike-
blocking release threshold @, that releases the cell from
spike blocking. Additionally, the EN unit possesses an
absolute refractory period of 0.8 ms during which it can-
not emit further action potentials. The combination of the
biphasic membrane impulse response and the spike-
blocking mechanism has been shown to account for the
simulation of entrainment to periodic stimuli (Dicke and
Dau, 2005). The values of the EN unit parameters are
given in Table II.

4. Variation of entrainment unit parameters

With the choice of the EN unit parameters as given in
Table II, the units show a step transition from no encoding of
modulation depths below 30% to undistinguishly encoding
modulation depths above 40%. In order to allow for the en-
coding of a large dynamic range of modulation depths in the
present model, a set of ten different EN units were used that
differ in their sensitivity to different modulation depths. This
was achieved by varying their spike threshold ©, and their
spike-blocking release threshold @ . While the spike thresh-
old O, determines the membrane potential at which the unit
is sufficiently depolarized to generate an action potential, the
release threshold @, determines the hyperpolarized poten-
tial at which the unit is released from spiked blocking (see
Fig. 1 in Dicke and Dau, 2005). The threshold potentials
chosen for the ten EN units of the present model are given in
Table II1.

The ten EN units introduce an additional (hidden) layer
in the model topology, shown in Fig. 1: The circuit can be
considered as being repeated for each of the ten EN units and
the final model output is obtained by summing the activity of
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BP units with identical BMFs along the newly introduced
“modulation-depth,” or EN, layer. This summed activity is
finally normalized in order to obtain the model output hence-
forth referred to as the relative spike rate of the filters. In
principle, the same summation could also be considered for
the LP units but is not explicitly addressed here.

The introduction of the modulation-depth layer to the
model can be viewed as a simplified realization of a popula-
tion of adaptive EN units that change their parameters in
response to the stimulus modulation depth. The rate response
of the population would increase monotonically as the modu-
lation depth increases. The simplification of ten EN units
with specific choice of parameters reflects a discrete approxi-
mation to a neural population. It does not imply that an or-
dered array of EN units with different thresholds exists. In
accordance to the adaptive EN units which provide an in-
creasing population rate response as a function of modula-
tion depth, one would need to assume an increasing number
of CR units that are activated with increasing modulation
depth of the stimulus.

5. Constant-rate units in the CN

While the EN unit provides the model with the temporal
AM information, the CR units provide the mechanism by
which the modulation frequency selectivity of the IC units is
shaped. The CR units of the present model are simulated
using a point-neuron model as described in Sec. II B 2, ad-
justed to mimic a sustained chopping response as observed in
VCN stellate cells. Each CR model unit receives input from
50 AN fibers, all originating from the same peripheral filter
channel. The individual spike train of each AN fiber is ob-
tained by comparing the instantaneous hair-cell discharge
probability with a random number equally distributed in the
range [0...1]. If the instantaneous spike probability exceeds
the random number, a spike is generated and the AN fiber
enters a refractory period of 1 ms.

In the following, predictions obtained with the model
circuit will be presented using pure-tone and amplitude
modulated stimuli.
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lll. SIMULATIONS time signal processing at a sampling rate of 50 kHz. For the

All simulations were performed within the neural circuit
that receives input from the peripheral channel centered at
10 kHz. For the analysis of the different unit types, the neu-
ral circuit was tested using sinusoidally amplitude modulated
(SAM) 10 kHz tones. The degree of synchronization of the
model response to a SAM tone was analyzed using the syn-
chronization coefficient (SC; Goldberg and Brown, 1967),
computed as the vector strength of the distribution of spikes.
A SC value of 1 indicates perfect synchronization to the
stimulus modulation, while SC=0 represents no synchroni-
zation at all. Additionally, the rtMTF where the spike rate is
plotted as a function of the modulation frequency was com-
puted in response to SAM stimuli. SAM stimuli were pre-
sented for 1.05 s with the initial 50 ms of a unit’s response
being excluded from the analysis in order to avoid onset
effects. The response types of the different model units are
characterized by their peristimulus time histograms (PSTHs)
yielded in response to 100 ms duration, 10 kHz tone bursts
presented at 60 dB sound pressure level (SPL). PSTHs were
gained from 100 stimulus representations of the high-
frequency tone burst and analyzed in 0.5 ms bins. All simu-
lations of the present study were performed using discrete
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analysis of the BP units, the response to complex sounds
(such as two-component AMs, narrowband noise, and iter-
ated rippled noise) as well as different modulation depths
were considered. If not stated otherwise, the stimuli were
presented at a level of 60 dB SPL.

A. Response characteristics of the different units

First, the output of the different unit types is shown ex-
emplarily for the EN layer with the parameters given in
Table II. The upper right panel of Fig. 3 displays the modu-
lation transfer functions of the EN unit in response to a 100%
SAM 10 kHz tone. The spike rate (triangles, right scale) of
the EN unit reflects the stimulus modulation rate up to
600 Hz. Above 600 Hz, the EN unit cannot follow the fast
fluctuations of the modulated stimulus anymore and exhibits
purely an onset response to the stimulus. The figure also
shows the synchronization coefficient (circles, left scale) of
the EN unit that lies between 0.99 and 1 for modulation
frequencies below 600 Hz. The high synchronization coeffi-
cient, together with a spike rate that reflects the stimulus
modulation rate, indicates a nearly perfect entrainment of the
unit to the stimulus modulation.
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The upper left panel of Fig. 3 displays the PSTH of the
EN model unit. The unit exhibits one spike at stimulus onset
that is followed by no further activity during the sustained
portion of the stimulus due to the spike-blocking mechanism
of the model (Dicke and Dau, 2005). The PSTH of the EN
model unit can be associated with a cochlear nucleus ideal
onset (O;) unit. These units have been found to respond to
pure-tone stimuli (f>2 kHz) revealing one sharply timed
action potential at stimulus onset followed by little or no
(<10 spikes/s) subsequent activity during the sustained por-
tion of the tone (Godfrey et al., 1975; Rhode and Smith,
1986). Thus, in terms of its onset PSTH and its entrainment
to SAM stimuli, the response properties of the model EN
unit correspond well to the responses observed in PVCN
octopus cells.

The right panel in the second row of Fig. 3 shows the
modulation transfer functions of a model CR unit in response
to a 100% SAM 10-kHz tone. Despite small fluctuations in
the spike rate (triangles, right scale), resulting from stochas-
tical fluctuations in the simulated AN activity, the rMTF re-
veals that the spike rate of the CR neuron (85-95 Hz) does
not depend on the modulation frequency of the stimulus. The
figure also shows the corresponding synchronization coeffi-
cient (circles, left scale). According to its tMTF, the CR unit
synchronizes best to a modulation frequency close to
100 Hz, while its synchronization to most other modulation
frequencies is poor. The increased synchronization at a
modulation frequency of about 100 Hz can be explained
from the chopping property of the unit that leads to maxi-
mum synchronization when stimulus frequency and intrinsic
chopping frequency correspond to each other, while synchro-
nization is strongly decreased if the frequencies do not
match.

The corresponding left panel displays the simulated
pure-tone PSTH of the CR model unit. It shows that the unit
responds with a preferred interspike interval of approxi-
mately 10 ms (reflecting the inverse of the chopping rate),
which is not related to the periodicity of the 10-kHz tone.
The CR unit thus displays a so-called sustained chopping
response. The simulated PSTH can be associated with stel-
late cells in the VCN that have been found to reveal a chop-
ping response when stimulated by a pure tone with an indi-
vidual chopping frequency that is not related to the stimulus
frequency (Rhode er al., 1983; Smith and Rhode, 1989).
Moreover, recorded rMTFs of stellate cells have been found
to be flat, while their tMTFs are low-pass shaped at low
stimulus levels and become increasingly more bandpass-like
as the stimulus level increases (Frisina et al., 1990; Kim et
al., 1990; Rhode, 1994). Thus, the output of the CR model
unit appears to correspond to VCN stellate cell responses in
terms of its pure-tone PSTH and its MTFs.

Each LP unit of the model IC stage receives excitatory
synaptic input from a different number of CR model units
and inhibitory synaptic input from the EN model unit (see
Fig. 1). Apart from the different number of CR unit inputs,
all LP units of the present model are identical. The right
panel in the third row of Fig. 3 shows the rMTFs of a model
LP unit that receives 8 CR inputs (circles) in response to
100% SAM 10-kHz tones. This tMTF reveals that the activ-
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ity of the LP unit is suppressed at modulation frequencies
>200 Hz. This is due to the inhibition provided by the EN
model unit that increases with increasing modulation fre-
quency (Fig. 3) until it exceeds the excitatory input from the
CR units. At modulation frequencies exceeding 800 Hz,
where the EN unit exhibits a purely onset response, the ac-
tivity of the LP unit is no longer suppressed, and it responds
with a spike rate that reflects its CR inputs. The rtMTF of the
model LP unit receiving input from only four CR units (tri-
angles) is also shown for comparison. The activity of this LP
unit already becomes suppressed at modulation frequencies
between 70 and 100 Hz, due to the smaller number of CR
units providing input to this unit.

The corresponding left panel displays the pure-tone
PSTH of the LP unit receiving four CR inputs as an example.
The LP model unit reveals a sustained PSTH that reflects the
chopping found in its CR input, while the EN unit only pro-
vides input at the tone onset due to its ideal onset response to
high-frequency tones. Electrophysiological recordings from
IC neurons using 100% SAM tones have revealed IC rMTFs
that partly resemble the simulated LP rtMTFs in their distinct
shape (Krishna and Semple, 2000). Krishna and Semple
(2000) investigated the modulation depth dependency of
such IC rMTFs and defined the “region of suppression” as a
range of modulation frequencies where the spike rate of a
neuron is decreased. IC neurons that show a region of sup-
pression in their rMTFs were found to exhibit sustained
pure-tone PSTHs (Krishna and Semple, 2000). The simula-
tions of the pure-tone responses resulting from the model LP
unit are consistent with their finding.

Each BP unit of the model IC stage receives weak exci-
tatory synaptic input from one model LP unit and strong
inhibitory input from an adjacent model LP unit (see Fig. 1).
Compared to the LP unit that provides the excitatory BP
input, the LP unit providing the inhibitory BP input receives
a smaller number of CR inputs. The bottom right panel of
Fig. 3 displays the rMTFs of the model BP unit that receives
input from the two LP units shown before, in response to a
100% SAM 10-kHz tone. Weak excitatory input is provided
by the LP unit receiving input from eight CR units (third
row, circles), while strong inhibitory input is provided by the
LP unit receiving input from four CR units (third row, tri-
angles). While the inhibitory LP unit suppresses the activity
of the BP unit at low modulation frequencies, it provides no
inhibitory contribution at modulation frequencies =100 Hz.
However, the contribution of the excitatory LP unit is not
suppressed until the modulation frequency reaches 200 Hz,
resulting in a bandpass shaped rMTF of the BP unit. At
modulation frequencies >800 Hz, where both LP units are
exclusively driven by the CR input, the contribution of the
inhibitory LP unit compensates for the excitatory LP unit
input such that the BP unit reveals no response.

The bottom left panel of Fig. 3 shows the pure-tone
PSTH of the model BP unit. In contrast to the sustained
PSTH found in the model LP units (third row, left panel), the
model BP unit reveals an onset PSTH. This agrees with data
recorded by Krishna and Semple (2000) who found that IC
neurons that reveal bandpass shaped rMTFs often possess an
onset PSTH.
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FIG. 4. Left: Simulated rMTFs of the five model BP units in response to 100% SAM 10-kHz tones with varying modulation frequencies. Each tMTF is
normalized by its BMF spike rate (given above the rMTFs) that corresponds to the spike rate at the peak of the unit’s rMTFE. The BMF rate used to gain the
relative spike rate from the summed activity of all ten model BP units with identical BMFs is shown above each filter. Right: Recorded IC rMTFs in response
to 100% SAM tones with carrier frequencies that correspond to the individual CF of the recorded unit. Stimuli were presented 30—60 dB above the individual
response threshold of a unit. Each rtMTF is normalized by its BMF spike rate that is given above each tMTF. Replot with permission from Langner and

Schreiner (1988).

B. Characteristics of modulation bandpass filters

In order to obtain bandpass shaped rtMTFs with BMFs
that cover a range of modulation frequencies, 2"=32 CR
units (n=5) were simulated within the same peripheral filter
(CF=10 kHz). The 2" CR units project onto n+1 different
LP units, each of which receives input from a different num-
ber of CR units, ranging from 2° to 2". In this way, n model
BP units can be obtained that reveal bandpass shaped rMTFs
with n different BMFs. The BP units analyzed in the follow-
ing are the result of summation across the EN layer described
in Sec. II B 4. The left panel of Fig. 4 displays the simulated
bandpass rMTFs of the five BP units in response to 100%
SAM 10 kHz tones. Each rMTF is normalized by its indi-
vidual maximum response rate (i.e., its BMF spike rate). The
value of the corresponding BMF spike rate is shown above
each rMTF. The right panel of Fig. 4 displays data obtained
in IC recordings replotted from Langner and Schreiner
(1988). The recorded data were obtained from 100% SAM
tones with carrier frequencies that corresponded to the indi-
vidual CF of the recorded unit, presented between 30 and
60 dB above the unit’s individual response threshold.

The quality factor of a bandpass rMTF can be expressed
as the BMF divided by the bandwidth of the rMTF 6 dB
below its peak (Q¢ 45). The average Q¢ 4g value of 0.8+0.3
reported by Langner and Schreiner (1988) differs from the
simulated average Qg4 45 Values given in Table IV. However,
the simulated Qg 45 values are in the range of the Qg 4
values derived from psychophysical modulation masking ex-
periments (Dau erf al., 1997a, b; Ewert and Dau, 2000). Due
to a lack of recorded data, no average Q3 45 value (BMF
divided by the bandwidth of the rMTF 3 dB below its peak)
can be given for the recorded bandpass MTFs. However,

TABLE IV. Qg 4g values of the model filters.

BMF (Hz) O6 a8
20 0.6
50 2.0
100 1.4
200 14
350 1.4
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simulated and recorded Q5 45 values can be compared using
the rtMTF with a BMF of 100 Hz as an example. The QO3 4
value of about 1.8 of the recorded 100 Hz bandpass lies in
the region of the Q5 4 value of 2.4 of the simulated 100 Hz
bandpass.

C. Encoding of modulation depth and stimulus level

The upper left panel of Fig. 5 displays the relative spike
rates of the four 100-Hz BP units that receive input from the
EN model units corresponding to the threshold combinations
1, 2, 5, and 10 (see Table III) as a function of AM modula-
tion depth. The relative spike rates are obtained from a
10 kHz tone modulated at a rate of 100 Hz with different
modulation depths. Each of the BP units is shown to encode
only a limited dynamic range of modulation depths. Within
the corresponding 100 Hz filter of the model, the large dy-
namic range of modulation depths results from the summed
activity of all ten BP units. The upper right panel of Fig. 5
displays the relative spike rate of the 100 Hz filter as a func-
tion of the modulation depth of a 10 kHz tone, modulated at
arate of 100 Hz. The relative spike rate is essentially a linear
function of the stimulus modulation depth.

The lower left panel of Fig. 5 displays the 100 Hz filter
transfer function for a 10 kHz tone amplitude modulated
with depths of 20% (circles), 50% (triangles), and 100%
(squares). The simulated filter functions reveal that neither
the BMF nor the overall bandpass shape of the 100 Hz filter
are affected by the modulation depth of the stimulus. Esti-
mated Qg 4g values are 1.4 for 100%, 1.6 for 50%, and 1.7
for 20% modulation depth.

The lower right panel of Fig. 5 displays the simulated
relative spike rate of the 100 Hz filter as a function of the
modulation frequency of a 100% amplitude modulated
10 kHz tone, presented at different stimulus levels. Increas-
ing the stimulus level from 40 to 80 dB yields only small
changes in the relative spike rate of the 100 Hz filter indicat-
ing that the simulated bandpass filters are independent of
stimulus presentation level in the tested range. This differs
from most of the recorded responses that depend on the
stimulation level, as will be further discussed in Sec. IV B.
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D. Processing of complex envelope waveforms

In the following, it is evaluated to what extent the five
modulation filters simulated by the present neural model act
like a bank of (linear) filters when applied to complex enve-
lope waveforms that consist of more than a single modula-
tion frequency. Considering the highly nonlinear neural cir-
cuit that gives rise to the formation of the bandpass rMTF
shape, it cannot be assumed in advance that the model BP
units exhibit the frequency resolving properties of a linear
bandpass filter when presented with a mixture of amplitude
modulation frequencies. However, such a property is com-
monly associated with modulation filters or the concept of a
modulation filter bank.

In order to evaluate to which extent the five modulation
filters simulated in the present model can be associated with
linear amplitude modulation filters, the simulated relative
spike rates obtained in response to complex stimuli were
compared to the calculated integrated envelope power at the
output of each model filter. This approach is based on the
psychophysically motivated envelope-power spectrum model
(EPSM, Dau et al., 1999; Ewert and Dau, 2000), which is
conceptually similar to the classical power-spectrum model
of masking (e.g., Fletcher, 1940; Zwicker et al., 1957) where
the signal power at the output of an auditory filter centered at
the signal frequency is used to estimate its detectability. In
the present study, the amount of the integrated envelope
power at the output of a linear filter is calculated (and indi-
cated as “EPSM”) and compared to the simulations (indi-
cated as “Sim”) obtained with the suggested nonlinear neural
circuit.! Deviations between the simulations and the EPSM
predictions indicate nonlinear effects in the neural circuit.

1. Processing of two-component AM

The amplitude modulated stimuli s(¢) used in the simu-
lations consist of a pure-tone carrier with frequency
f-=10 kHz that is modulated by the sum of two sinusoids,
St sfmo» with modulation depths m;=m,=0.5:
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Modulation frequency (Hz)

s(1) = sinQ2af,0)[1 + mysin(27f,, 1) + mosin(2arf,, 1) ].

Figure 6 displays the temporal envelopes of two complex
AM stimuli with f,,;=55 Hz and f,,=200 Hz (upper left
panel) and f,,=18 Hz and f,,=200 Hz (upper right
panel). The corresponding envelope spectra, shown in the
respective middle panels of the figure, both reveal three
spectral components, the dc component (peak at 0 Hz) and
two components that correspond to the two imposed
modulation frequencies. The amplitudes of the spectral
components are given in dB with respect to the dc peak
which was chosen to correspond to 0 dB.

The two lower panels of Fig. 6 display the simulated
neural activity of the five model filters (circles) in response
to the AM stimuli. The output of the EPSM is also shown,
represented by the crosses. The simulation results from the
neural model largely agree with the EPSM results. Only the
result for the 20 Hz filter in response to the AM stimulus
with f,,;=55 Hz and f,,,=200 Hz (lower left panel) clearly
deviates from the EPSM output which will be further ad-
dressed in the discussion.

2. Processing of narrowband noise

Narrowband Gaussian noise and low-noise noise of the
same bandwidth were used to further characterize the present
model. The narrowband Gaussian noise was generated by
setting the magnitude of the Fourier components of a broad-
band Gaussian noise to zero outside the desired passband of
100 Hz. The noise band was centered at 10 kHz. The low-
noise noise was generated from a 100-Hz-wide Gaussian
noise, centered at 10 kHz, by ten iterations of the following
steps: The temporal waveform of the noise was divided by its
temporal envelope on a sample-by-sample basis, and the
Fourier spectrum of the resulting waveform was restricted to
its original bandwidth of 100 Hz. The resulting waveform
exhibits a smooth temporal envelope. A more detailed de-
scription of this procedure can be found in Kohlrausch et al.
(1997). The upper row of Fig. 7 displays the temporal enve-
lope of the narrowband Gaussian noise (left) and the corre-
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sponding low-noise noise (right). The middle row shows the
respective envelope spectra, normalized to a dc peak of
0 dB. Except for the dc peak, the Gaussian noise (left) ex-
hibits a triangular continuous envelope spectrum, if plotted
on a linear scale, which decreases rapidly for spectral com-
ponents exceeding the bandwidth of the noise. Despite the
identical bandwidths, the envelope spectrum of low-noise
noise (right) exhibits a completely different shape. The en-
velope spectrum of low-noise noise contains much less en-
ergy than the envelope spectrum of Gaussian noise (see also
Dau et al., 1999).

The bottom row of Fig. 7 shows the simulated neural
activity of the five model filters (circles) in response to the
Gaussian noise (left) and low-noise noise (right) together
with the EPSM results (crosses). In both cases, the simulated
activity of the neural model is similar to the output obtained
with the EPSM. While the activity at the output of filters
with BMFs below the stimulus bandwidth reflects the trian-
gular shape of the envelope spectrum of the Gaussian noise,
filters with BMFs that exceed the bandwidth of the stimulus
reveal essentially no activity (lower left panel). As expected
from comparing the overall amount of energy in the enve-
lope spectra of narrowband Gaussian noise and low-noise
noise, in case of the low-noise noise (right bottom panel), the
activity of filters with BMFs below the bandwidth of the
low-noise noise is generally smaller than those obtained in
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Bandpass center frequency (Hz)

response to Gaussian noise of the same bandwidth (compare
to lower left panel). Filters with BMFs that exceed the band-
width of the low-noise noise reveal no response, as is also
expected from the envelope spectrum of the stimulus.

3. Processing of iterated rippled noise

The iterated rippled noise (IRN) stimulus was generated
from a broadband Gaussian noise. The noise was iteratively
attenuated and delayed before being added to the original
version of the noise. During the iteration process that results
in a quasi-periodicity of the stimulus, the output of one itera-
tion stage served as input to the next iteration stage. The
process used here followed the “add same” configuration de-
scribed in Yost (1996). The IRN stimulus was obtained from
N=16 iterations using a delay A=20 ms and a gain g=1.
While the narrowband stimuli used in the previous sections
were not affected by the peripheral filter transfer function at
10 kHz, the broadband IRN stimulus had to be filtered before
computing the EPSM output. The temporal envelope of the
filtered IRN stimulus is shown in the upper panel of Fig. 8
and the corresponding envelope spectrum is shown in the
middle panel. The amplitudes of the spectral envelope com-
ponents are given in dB with the dc peak corresponding to
0 dB. The magnitude spectrum (not shown) as well as the
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envelope spectrum of the IRN reveal a rippled structure with
peaks at integer multiples of 50 Hz, the reciprocal of the IRN
delay A=20 ms.

The bottom panel of Fig. 8 displays the simulated rela-
tive spike rates of the five model filters (circles) in response
to the IRN stimulus presented at 60 dB SPL. Additionally,
the EPSM results are represented by crosses. Although they
are in qualitative agreement, the model output activity and
the EPSM results differ from one another. For example, the
EPSM output for the 20 Hz filter is clearly larger than the
simulated spike rate obtained for this filter. The opposite is
observed for the 350 Hz filter, where the simulated spike rate
exceeds the EPSM output. Possible reasons for this differ-
ence between the two models will be addressed below.

IV. DISCUSSION
A. Biological plausibility of the present model

The pure-tone PSTH and the rtMTF of each model unit
have been compared to data from electrophysiological re-
cordings, such that each unit could be associated with a
physiological response type. The simulated responses of the
model EN unit, for example, correspond to responses found
in PVCN octopus cells. These cells were found to project to
the superior paraolivary nucleus (SPN) and the ventral
nucleus of the lateral lemniscus (VNLL). The influence of
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octopus cells on the IC is indirect and inhibitory as neurons
in the SPN are GABAergic (Kulesza and Berrebi, 1999), and
neurons in the VNLL that are innervated by octopus cells are
glycinergic (Saint Marie ef al., 1997). An explicit simulation
of VNLL cells was not included in the model. It was as-
sumed here that VNLL units show similar response proper-
ties as the EN units of the present model. Generally, a large
diversity of temporal response types has been observed in the
VNLL including a reasonable percentage of onset responses
(e.g., Batra and Fitzpatrick, 1999). Recently, Zhang and
Kelly (2006) have shown in the rat that VNLL units with
onset responses and high precision in timing exist. It has
been suggested that the neurons in the VNLL are particularly
well suited for preserving and processing temporal informa-
tion in the auditory system (Oertel and Wickesberg, 2002).
The inhibitory influence of octopus cells on IC neurons
therefore seems to agree with the neural connectivity as-
sumed in the present model. Moreover, the ability of octopus
cells to entrain to periodic stimuli (Rhode and Smith, 1986;
Rhode, 1994; Oertel et al., 2000) has led to the assumption
that these cells might play an important role in the process-
ing of amplitude modulation and pitch information (Frisina
et al., 1990; Golding et al., 1995; Evans and Zhao, 1997; Cai
et al., 2001). The present study specifically assumes that the
unit that generates O, responses in the neural circuit is very
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FIG. 8. The upper panel shows the temporal envelope of the IRN stimulus
with A=20 ms, g=1 and N=16. The middle panel shows the corresponding
envelope spectrum normalized to a dc peak of O dB. In the bottom panel, the
simulated relative spike rate of the five model filters (circles) in response to
the IRN stimulus presented at a level of 60 dB SPL is shown. The corre-
sponding EPSM output is represented by the crosses.

critical for the formation of bandpass shaped rMTFs, and for
the processing of complex periodic waveforms.

The CR units of the model circuit can be associated with
VCN stellate cells. These units have been found to project to
the IC via synaptic terminals that are indicative of an exci-
tatory neural connection (Smith and Rhode, 1989). The ex-
citatory projections of stellate cells onto IC neurons agree
with the assumed model connectivity.

Compared to the CN, little is known about cell types and
neural connectivity in the IC. However, Krishna and Semple
(2000) reported that IC neurons having rMTFs with a region
of suppression exhibit a sustained pure-tone PSTH. In con-
trast, IC neurons that reveal a bandpass shaped rMTF show
an onset-type pure-tone PSTH. These findings can be simu-
lated qualitatively by the IC model units. Although it is not
known what causes the region of suppression observed in
recorded IC rMTFs, the connectivity of the present model
might provide a possible mechanism by which the regions of
suppression could be shaped.

Little is known about lateral connections between neu-
rons in the IC. It is unclear whether the ordered lateral inhi-
bition among neighboring cells, as assumed in the circuit, is
biologically plausible or not. However, the fact that the au-
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ditory midbrain appears to be extensively interconnected
(Oliver and Huerta, 1991) does at least not seem to argue
against the choice of lateral connections in the present
model.

The EN units were derived in such a way that they sys-
tematically differ in their two threshold potentials, namely
the spike and release thresholds. The specific choice of the
EN threshold potentials (see Table IIT) results in a linear
relation between the simulated spike rate of a modulation
filter and the modulation depth of a SAM stimulus (see upper
right panel of Fig. 5). The required differences in the sensi-
tivity of different EN model units to fluctuations in the
stimulus envelope might also be obtained by a number of
alternative implementations. This could be done, for ex-
ample, by exclusively varying the spike thresholds of the
different EN units, or by exclusively varying their release
thresholds or their membrane time constants. Thus, although
the way in which the different EN units of the present model
are implemented is somewhat arbitrary, the general mecha-
nism assumed here to account for the processing of different
modulation depths in SAM stimuli and complex envelope
waveforms is not affected by the implementation details of
the EN units.

B. Rate normalization of BP units and level
dependency

The current model topology directly results in a maxi-
mum discharge rate of the BP rMTFs proportional to the
BMF of the unit (left panel of Fig. 4). This is not observed in
the physiology as seen in the right panel of Fig. 4 which
shows data replotted from Langner and Schreiner (1988). A
constant maximum discharge rate would be achieved if an
increasing number of parallel circuits inversely proportional
to the BMF of the respective units was assumed. This solu-
tion is comparable to the decreasing number of chopper units
as input to the coincidence cells with increasing BMF in the
model of Hewitt and Meddis (1994). A higher number of
parallel circuits at low BMFs would also increase the fidelity
of the coding of these modulation frequencies, an aspect that
seems particularly important with respect to the role of low
amplitude modulations in speech perception.

Another property of the current model is that the rMTFs
of the BP units are essentially level independent between 40
and 80 dB (lower right panel of Fig. 5). The main reason for
this behavior is the “cycle count” property of the model EN
units that was designed to be level independent over a large
range. While psychophysics suggests level independency of
AM coding over large level ranges, this appears to be incon-
sistent with results from physiological studies in detail. How-
ever, a diversity of level dependent response functions have
been found in the IC. For example, Krishna and Semple
(2000) showed responses with either enhancement or with
suppression which all showed different amounts of level de-
pendency. The model of Hewitt and Meddis (1994) shows a
decrease of the rMTF at BMF with level at levels 20—30 dB
above threshold which is caused by the decreasing synchro-
nization of the chopper response to the positive half cycle of
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the modulation. Also the Nelson and Carney (2004) model
shows some level dependence, with increasing rate up to
30 dB and decreasing rates at 50 and 70 dB.

C. Possible alternative mechanisms

Some of the features of the present model framework
might also be realized by alternative units or mechanisms.
Especially, the mechanism by which different BMFs are
shaped could be realized in several ways within the model
framework, as long as two main features are taken into ac-
count: First, the spike rates of the CR model units need to be
independent of the stimulus modulation frequency, i.e., the
CR model units need to produce flat tMTFs. The CR units of
the present model exhibit chopper pure-tone PSTHs and thus
can be associated with VCN stellate cells. However, as 90%
of the CN neurons are found to display flat or low-pass
rMTFs in response to AM signals (Backoff er al., 1999), the
constant-rate responses of the CR units could be represented
by a number of different CN cell types. Second, the mecha-
nism by which the different BMFs of the model BP units are
shaped, namely the variation in the number of CR inputs, can
be exchanged by other mechanisms that result in varying
input rates for different LP units. Such different input rates
can, for example, be gained by varying the spike rates among
the CR units. Differences in the effectiveness of synapses
connecting CR units and LP units are another possible
mechanism by which different BMFs could be yielded. Fi-
nally, a combination of these three possible mechanisms, i.e.,
a different number of input units, a variation of spike rates,
and different synaptic effectiveness could also produce the
formation of different BMFs. It cannot be decided here
which CN neuron type might represent the model CR units
and which of the suggested mechanisms actually might be
realized. However, the suggested mechanism describing the
formation of bandpass shaped rMTFs with different BMFs
provides a basic mechanism that can be realized in several
ways.

D. Nonlinearities in the present model

In order to evaluate the present neural model, simulation
results obtained in response to complex stimulus conditions
were compared to results of a linear modulation filter bank
analysis. In contrast to linear processing of AM information,
the simulated spike rates of the biologically motivated model
were obtained from a highly nonlinear mechanism, inher-
ently resulting from the nonlinear responses of auditory neu-
rons. The linear modulation filterbank analysis, based on the
concept of the envelope-power spectrum model (EPSM),
demonstrated that the neural mechanism suggested here ac-
tually performs a spectral decomposition of the complex en-
velope of the stimuli. To our knowledge, no other neural
periodicity model has so far been tested with complex enve-
lope waveforms.

However, in some cases, the simulated relative spike
rate was found to clearly differ from the EPSM output. Pos-
sible explanations for these differences are described in the
following. The stochastic fluctuations in the AN activity that
serves as input to the units of the model CN stage lead to
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FIG. 9. Membrane potential of the EN model units in response to a 100%
amplitude modulated 10 kHz tone modulated at 18 and 200 Hz. The dotted
lines indicate the spike threshold (0,.,=—58.5 mV) and the release threshold
(Q,1=—63.5 mV) of EN unit 1. The dashed lines indicate the spike threshold
(0,4=-9.5 mV) and the release threshold (0,,=-93 mV) of EN unit 10.

small deviations of the simulated spike rates and the deter-
ministic EPSM predictions. In addition, small deviations
might arise from the way the EN unit threshold potentials are
varied: (i) While an EN unit with a low spike threshold ex-
hibits an action potential after only a short integration time,
the generation of action potentials in EN units with high
spike thresholds requires a longer integration time, and (ii)
model EN units with high spike thresholds cannot detect the
slowly rising slopes of stimuli modulated at a low frequency.
Thus, BP units that receive input from EN units with high
spike thresholds do not exhibit the 20 Hz bandpass filter in
their IMTFs. Both the increased delay in the EN unit activity
and the reduced number of model subcircuits that take part in
encoding low modulation frequencies might result in differ-
ences between the simulated spike rates and the results from
the EPSM in filters with low BMFs. However, this problem
could be avoided if the EN units were chosen to have the
same low spike threshold and differed only in their release
threshold.

While the abovementioned EN unit only partly contrib-
utes to the deviations between simulated spike rates and the
EPSM output, the main reason for the deviations arises from
the model mechanism itself, by which temporal periodicity
information is mapped onto different BP model units. The
temporal periodicity information that is most crucial for the
present model is provided by the temporal activity patterns
of the EN model units. As has been described before, the
membrane potentials of the EN model units integrate over a
high-pass filtered version of the temporal stimulus waveform
until the unit reaches its spike threshold and exhibits a spike.
After a spike, the unit enters its spike-blocking mechanism
and is prevented from emitting further spikes until it is re-
leased by its membrane potential falling below its release
potential. Thus, while the EN model units differ in their
spike and their release thresholds, their membrane potentials
are identical. Figure 9 displays the membrane potential com-
mon to all EN model units in response to the two-component
AM stimulus with modulation frequencies of f,,;=18 Hz and
fm>=200 Hz. The dotted horizontal lines indicate the spike
threshold (0,,=-58.5 mV) and the release threshold (O,
=—63.5 mV) of the EN unit with the smallest threshold
potential difference, i.e., EN unit 1 in Table III. The
dashed horizontal lines indicate the spike threshold
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(0,4=-9.5mV) and the release threshold (0,,=-93 mV)
of the EN unit with the largest threshold potential difference,
i.e., EN unit 10 in Table III. While EN unit 1 (dotted lines)
entrains to the fast modulation frequency of 200 Hz, EN unit
10 (dashed lines) entrains to the slow modulation frequency
of 18 Hz. However, other EN units whose threshold poten-
tials lie between the threshold potentials of EN unit 1 and EN
unit 10 might respond with ISIs that do not correspond to
one of the stimulus modulation frequencies. These units ex-
tract “erratic” periodicities that are not contained in the
stimulus envelope waveform itself. The effects of this error
are most prominent when two modulation frequencies are
applied (e.g, 55 and 200 Hz; lower right panel Fig. 6) where
erratic periodicities corresponding to frequencies between
the two imposed modulation frequencies occur. In the case of
IRN, which has a broadband envelope spectrum with a large
extent of short periods (high frequencies), errors also occur
increasingly at high frequencies (see Fig. 8).

It is difficult to decide whether these erratic periodicities
represent a structural problem of the present model or
whether they simply result from the way the EN model units
are implemented. However, the recorded synchronization co-
efficient of an O; unit in response to 200% amplitude modu-
lated pure tones with varying modulation frequencies, as
shown in the left panel of Fig. 7 in Dicke and Dau (2005),
indicates that the latter might be the case. The recorded syn-
chronization coefficient of the O; unit is close to 1 for all
stimulus modulation frequencies. Although the simulated
synchronization coefficient of the EN model unit, displayed
in the right panel of the same figure, agrees with the recorded
synchronization coefficient for high modulation frequencies,
it deviates from the recorded data at low modulation frequen-
cies (e.g., 50 Hz) where the EN model unit also detects the
small lobes of the 200% AM stimulus. Thus, the question
arises, how O; units can selectively follow low modulation
frequencies without detecting the small lobes of a 200% AM
stimulus while still being sensitive to large stimulus modu-
lation frequencies. If the different EN model units would be
assumed to employ more complex, for example, adaptive
mechanisms, they might also reveal such a selectivity to the
modulation frequency of a 200% AM stimulus within the
range of their overall sensitivity (which is determined by
their threshold potential difference). If the EN model units
would be modeled such that they reproduced these findings,
erratic periodicities that are not contained in the stimulus
waveform itself could possibly be reduced or even avoided.

E. Implications of the present model

The different BMFs obtained in the BP units of the
present model result from varying the input spike rate of the
different LP model units. Thus, the formation of different
BMFs is yielded by a rate-based mechanism and not by vary-
ing a temporal model parameter. This is in contrast to other
existing models describing the formation of bandpass shaped
rMTFs in the IC based on varying temporal parameters
among the model units in order to yield a representation of
different BMFs at different IC neurons (Langner, 1981;
Langner and Schreiner, 1988; Langner, 1997a, b; Hewitt and
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Meddis, 1994; Nelson and Carney, 2004). In order to test the
biological plausibility of these models, electrophysiological
recordings have to reveal whether the range of temporal pa-
rameters needed to cover the wide range of modulation fre-
quencies in these models really exists in biological neurons.
The present neural circuit describes a fundamentally differ-
ent mechanism, based on the connectivity of biologically
plausible units.

In order to further evaluate the present neural model, the
simulated spike rates obtained in response to complex enve-
lope waveforms should be compared to real responses re-
corded from IC neurons. Since such data are currently not
available, it is not clear how IC neurons with bandpass
rMTFs respond to complex stimuli such as those used in the
present study. Thus, the stimulus driven responses or the
nonlinear effects (erratic periodicities) observed in the BP
units of the present model could possibly also be observed in
recorded responses from auditory neurons. Since the present
model depends crucially on the temporal information it re-
ceives from the EN model units, it would be interesting to
know whether the differences in modulation depth sensitivity
suggested in the EN model units could be verified in electro-
physiological recordings from onset units in the CN. More-
over, it would be valuable to investigate whether different
CN onset units respond differently to complex stimuli such
as those used in the present study.

V. SUMMARY

A neural circuit was presented that transforms temporal
AM information, as a code of stimulus periodicity at the
level of the CN, into a rate-based representation of stimulus
periodicity at the level of the IC. Such a rate-based code of
stimulus periodicity is assumed to be represented by band-
pass shaped rMTFs with different rate BMFs. At the model
CN stage, two types of units were simulated: (i) a unit that
entrains to the stimulus modulation frequency and thus pro-
vides the temporal periodicity information, and (ii) a number
of units whose response rates are independent of the stimulus
modulation depth and rate. All further response properties,
including the bandpass shaped rMTFs at the model IC stage,
result from these two CN model units and the model’s con-
nectivity. Most of the response properties of each model unit
as well as the synaptic connections used in the present model
were found to agree with experimental findings. Moreover,
the region of suppression observed in recorded IC rMTFs
can be explained by the present model, at least qualitatively.
Alternative models, describing the formation of bandpass
shaped rMTFs between CN and IC, employ systematically
varying temporal model parameters in order to cover a large
range of BMFs. In contrast, the present model simply varies
the number of input units projecting onto different IC model
units in order to obtain different BMFs. The present model
may provide a biologically plausible and simple mechanism
that allows the simulation of the recorded bandpass rMTFs
observed in IC recordings. Additionally, the present model
allows for encoding a large range of modulation depths and
accounts for a spectral decomposition of complex envelope
waveforms, e.g., pure tones modulated by the sum of two
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sinusoids, narrowband Gaussian and low-noise noise, and
iterated rippled noise (IRN). Simulation results in response
to these complex envelope waveforms were compared to re-
sults according to a linear modulation filter bank analysis.
The comparison revealed that the simulated spike rates ob-
tained in different modulation filters of the present nonlinear
neural model are broadly consistent with a linear limited-
resolution frequency decomposition of the stimulus enve-
lope. The nonlinear neural circuit suggested in the present
study might represent a possible neural correlate of a modu-
lation filter bank. The circuit might therefore provide a rea-
sonable network for the processing and encoding of period-
icity information in complex stimuli.
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'The transfer functions of the modulation filters were obtained from a linear

interpolation of the simulated filter data (see left panel of Fig. 4). At low
modulation frequencies (<10 Hz), this interpolation was computed from
the simulated relative spike rate in response to a 60 dB SPL 10 kHz tone.
The EPSM results were obtained from extracting the envelope of the stimu-
lus, computing the envelope power spectrum, and calculating the power of
the spectral envelope components in the transfer range of each interpolated
modulation filter. The envelope power spectrum, N, was computed from the
Fourier transform of the Hilbert envelope of the temporal stimulus wave-
form. The envelope power spectra of all stimuli were scaled such that their
dc peaks were identical. The envelope power, P.,, (BMF), at the output of
a specific modulation filter centered at BMF was calculated by multiplying
the envelope power spectrum of the stimulus, N, with the squared transfer
function of the filter Wgyp(fe,,) and integrating across envelope frequen-
cies feny:

Penv(BMF) = N(fenv) WBMF(fenv)dfenv .
Seny=0

The squared transfer functions Wy all model filters were assumed to be
zero for f.,,>1000 Hz. As has been shown in Fig. 5, the simulated
relative spike rate of a filter in the neural model is essentially a linear
function of the modulation depth of an AM pure tone. In order to account
for this linear behavior, the square root of the integrated power
P (BMF) at the output of each filter, which corresponds to the rms
modulation depth for SAM tones, was compared to the simulated relative
spike rates. All EPSM results were scaled by the same constant factor in
order to make the two measures directly comparable. This constant was
obtained by dividing the sum of simulated relative spike rates of all
model filters in all simulations by the corresponding sum of all EPSM
results. With the described processing, the EPSM results would perfectly
match the predictions of neural circuit in the case of 100% SAM tone
stimuli.
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