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Packet Loss Correlation in the M Bone M ulticast Networ kt

Maya Yajnik, Jim Kurose, and Don Towsley
Department of Computer Science
University of Massachusetts at Amherst

Amherst MA 01003
{yajnik,kurose,towsley@cs.umass.edu

Abstract

The recent success of multicast applications such as biterieconferencing illustrates the tremen-
dous potential of applications built upon wide-area makitccommunication services. A critical issue
for such multicast applications and the higher layer prot®cequired to support them is the manner in
which packet losses occur within the multicast networkhia paper we present and analyze packet loss
data collected on multicast-capable hosts at 17 geographitistinct locations in Europe and the US
and connected via the MBone. We experimentally and quéiméia examine thespatial and temporal
correlation in packet loss among participants in a multicast session. Our results gshatthere is some
spatial correlation in loss among the multicast sites. Hanehe shared loss in the backbone of the
MBone is, for the most part, low. We find a fairly significant@umt of of burst loss (consecutive losses)
at most sites. In every dataset, at least one receiver expexd a long loss burst greater than 8 seconds
(100 consecutive packets). A predominance of solitarywassobserved in all cases, but periodic losses
of length approximately 0.6 seconds and at 30 second irsamere seen by some receivers.

1This work was supported in part by the Defense Advanced Rels&aojects Agency under contract F19628-95-C-0146,
and the National Science Foundation under grant NCR-950827



1 Introduction

The recent success of multicast applications such as kitésteconferencing tools [6, 14] for audio
[22, 12, 4], video [11, 3], and whiteboard [13], and disttdul interactive simulation illustrates the
tremendous potential of applications built upon wide-aredticast communication services. A critical
issue for such multicast applications and the higher layetopols that support them is the manner in
which packet losses occur within the multicast network.

In this paper, we present and analyze packet loss data temllsgnultaneously at up to 12 hosts
at geographically distinct locations in Europe and the U&sSE hosts are connected via the Multicast
Backbone (MBone) network [6, 15]. The primary goal of thisrwis to examine thepatial and tem-
poral correlation in packet loss among participants in a multicast session. (Informally, &yatially”
correlated loss, we mean the loss, i.e., lack of receptibtheosame packet at many sites; by “tempo-
rally” correlated loss, we mean the loss of consecutive giacht a given receiver.) Our results show
that:

e For most of the traces, the loss on the backbone links of theméBnulticast network is observed
to be small (2% or less), as compared to the average loss gegmdreiver. However, due to
occasional outages lasting from few seconds to few minirtea®me backbone links, the spatially
correlated loss between receivers does go up to 20%, in adtasets.

e There is a significant amount of burst loss (consecutiveek)sat each site. One or more extremely
long loss bursts, lasting from a few seconds up to 3 minutesifa 2000 consecutive packets),
occur in almost every trace. Such long loss bursts have begorted in [18] for the case of
point-to-point connections.

e Most of the loss bursts consist of isolated single losseéghleuew very long loss bursts contribute
heavily to the total packet loss.

e Some receivers see periodic packet loss lasting for apmately 0.6sec. (8 consecutive packets)
and occurring at 30 sec. intervals. This is possibly dueeaditing updates as reported in [9].

The underlying packet loss process is of tremendous impoetao error control protocols. This is
particularly so with multicast communication, since mafyh@ proposed error control protocols cited
below recover from packet loss by having receivers intesditt other receivers rather than with the data
source itself. Thus, the spatial correlation of loss is afipalar importance. Although there has been a
considerable amount of research on multicast error coptabcols [1, 2, 4, 5, 14, 17, 19, 20, 23, 24],
these works have either not examined or considered the lyimigtoss process, or have assumed that



packet losses are both spatially and temporally indepéndas two exceptions are [1, 4]. The work
by Bhagwatet al. [1] describes a recursive analytic method for computingpitabability that a packet

is not received at one or more receivers given a specific oagtitree and known, independent loss
probabilities on each link. The work by Bolet al. [4] is the work most closely related to our present
work. In that work, packet loss measurements are preseraedd 10,000-packet trace between MBone
sites in France and England. With respect to temporallyetated loss, they find that “losses appear to
be isolated” — a result somewhat different from ours; theypdaddress the issue of spatially correlated
losses. Interesting experimental observations on rol@itavior in the Internet are presented in [18]
which discusses a variety of observed routing pathologmesraports outages lasting longer than 30
secs. and up to 5 minutes long, due to changes in routing ctvite

The remainder of this paper is structured as follows. In Wifing section we describe the
measurement tools we constructed and how the data wastedlldn section 3, we examine the spatial
correlation of loss in the packet traces. In section 4, wenewa the temporal correlation in loss. Section
5 concludes this paper.

2 Data Collection Background

Our measurements were performed by simultaneously mamitand recording the received multicast
packets during audio multicast sessions on the MBone at#hdifferent MBone sites listed in Table
1. At some sites, two machines were used. Three differenbaadirces were used: the “World Radio
Network” (WRN) transmitting from Washington DC, the “UC Betey Multimedia Seminar” (UCB)
transmitting from California, and “Radio Free Vat” (RFV)sal transmitting from California. These
audio sources transmit packets over the MBone at regularviais. The WRN source, transmitted
packets aB0m.s intervals each of which contained approximately 5Kbitsuafia data within a vat audio
packet. The UCB source transmitted at double the ratéQmats intervals and each packet contained
2.5Kbits worth of audio data. For the Apr 19th, 1996 traceYRfansmitted aB0ms. intervals, and for
the May 8th, 1996 trace, it transmitted4@ns. intervals. By listening to the session multicast address
at each site, it is possible to determine which packetseaivd which are lost. Note that while these
packets contain audio data, our results are not tied to thesiic application. We ignore the actual
contents of these packets, essentially considering thepe@adic test packets that are sent into the
multicast network.

At each receiver, a process was run that listened to the casttaddress and recorded and times-
tamped the vat headers of the arriving packets. The packeleheontained a sequence number which
uniquely identified each multicast packet sent by the soufd¢ese data collection daemons were re-



Machine Name \

Location

alps

anhur, spiff
artemis, atlas
bagpipe, ocarina
cedar
collage, zip
dixie

edgar

erlang, trantor
excalibur
float

ganef

law

pax

tove

ursa, lupus
willow

Georgia Institute of Technology
Swedish Institute of Computer Science, Sweden
Institut Blaise Pascal, Paris, France

Univ.
Univ.

of Kentucky at Lexington
of Texas at Austin

Enterprise Integration Technologies, California

Univ.
Univ.
Univ.
Univ.
Univ.
Univ.
Univ.
Institut National de Recherche en Informatique et en Autayne (INRIA), France
Univ.

of California at Irvine

of Washington, Seattle

of Massachusetts at Amherst
of Southern California

of Virginia at Charlottesville
of California, Los Angeles

of California at Berkeley

of Maryland at College Park

GMD Fokus, Berlin, Germany

Univ.

of Arizona at Tuscon

motely controlled by commands sent from a central controgpam to start, stop, and otherwise control
them. Once the data was collected, the control programuictstl the daemons to send the trace files

Table 1: MBone Sites

via ftp to our centralized site.

14 different sets of traces have been collected, each ¢aginto 99 minutes. Table 2 chrono-
logically lists the datasets giving the source and the lengtf the traces.
able to receive data on a given day, either because the daam®mot set up at that time or be-
cause the site was disconnected from the MBone. All datacsetshe obtained from our web-site
http://www.cs.umass.edu¥ajnik/datasets.html or our ftp site ftp:/gaia.cs.umeds/pub/yajnik.

3 Spatial Correlation of Loss

This section discusses the distribution of packet lossémtlulticast transmission tree. Subsection 3.1
describes how the loss rates on the different segments dfahemission tree are determined. The
backbone loss versus the average loss seen by the recaivers the datasets is summarized later in

the subsection.

We consider two ways of assessing the extent of spatial wgslation among receivers

Not all receivers were



Date Source| Num. of Time | Sampling| Number of packets
Receivers interval sent by source

1. | Sep 19,1995 WRN 8 | 23 mins. 80ms. 17,000
2. | Sep 20,1995 UCB 9 | 13 mins. 40ms. 20,000
3. | Oct30,1995| WRN 10 | 76 mins. 80ms. 57,000
4. | Nov 1,1995 | WRN 9 | 55 mins. 80ms. 41,000
5.1 Nov 13,1995 WRN 9 | 53 mins. 80ms. 40,000
6. | Nov 14,1995 WRN 8 | 40 mins. 80ms. 30,000
7. | Nov 28,1995 WRN 7 | 27 mins. 80ms. 20,000
8. | Dec 4,1995 | WRN 8 | 60 mins. 80ms. 45,000
9. | Dec 11,1995 WRN 9 | 93 mins. 80ms. 70,000
10. | Dec 16,1995 WRN 7 | 45 mins. 80ms. 50,000
11. | Dec 18,1995 WRN 7 | 92 mins. 80ms. 69,000
12. | Apr 19,1996 RFV 11 | 60 mins. 80ms. 45,000
13. | Apr 24,1996 uUCB 12 | 62 mins. 40ms. 93,000
14. | May 8,1996 RFV 10 | 99 mins. 40ms. 148,000

Table 2: Datasets

e In subsection 3.2 we plot the distribution &f, the number of receivers that simultaneously lose
a given packet. The measured distribution is compared \ittet computed distributions, each
assuming different transmission topologies.

e The covariance of loss for a pair of receivers gives a measgitke spatial association of loss
between them. The average of the covariances over all pairsceivers is a measure of the
overall spatial association for the dataset. SubsectiBrd8scribes this method of measuring
correlation.

Both analyses show that, for most datasets, the overalbespatsociation in loss in the network is small

and does not have a major impaetcept for loss occurring close to the source. This follows from our
observation that backbone loss in the MBone is generally lsv. Occasionally, there are extremely

long periods of loss lasting for a few seconds or even a fewites(as described in section 4) on the
shared segments of the transmission tree. These long tofrkiss, when they occur, do contribute

heavily to the spatially correlated loss.

3.1 WhereDoes L ossOccur?

The topology of the MBone is as follows. The MBone is a virnallticast network built on top of the
physical Internet to support routing of IP multicast paskethe design of the MBone is described in



® Backbone router

@® Local Intermediate Router
© Local LAN router

Figure 1: Hierarchical Topology of the MBone

the MBone FAQ [7]. The nodes in the MBone are multicast-cipaduters, logically connected to each
other via IP routes known as “tunnels”. That is, multicastkeds are sent, in encapsulated form, over
routers which are not multicast-capable, through poirgdmt connections, called tunnels. The MBone
has a “mesh-star” topology using two-tiered hierarchicaiting as shown in Figure 1. There is a base
of backbone multicast routers maintained by the serviceigess, interconnected by a mesh of tunnels,
which forms the higher level of long-distance multicastmectivity (shown by bold lines in the figure).
There are alternate routes between the main backbone spgieing the MBone sufficient robustness
to handle network failures. The “backbone router” provideslticast connectivity to its region by a
star hierarchy of tunnels which fan out and connect to loaaltioast routers at organizations that wish
to receive MBone packets. These in turn may branch out futthether local routers. Finally, there
are multicast routers on the LAN of the intended receivesishegroviding multicast connectivity to the
machines on its LAN. The three different kinds of multicagiters shown in the figure are the backbone
routers, the local multicast routers on the LAN of the intethdeceivers, and a few intermediate local
routers which connect a backbone router to a local routemaag also provide multicast connectivity
to their own LANS.

Figure 2 provides #ogical view the multicast transmission tree for the 11 receiverthandataset
of Apr. 19th, 1996, with the estimated probability of losseach segment. The source of the packets
was “Radio Free Vat” in California transmitting a packet mv80ms. The receivers are shown, as
are selected MBone routers between the receivers and the source. EvergndBouter shown is the



nearest common ancestor of all downstream receivers on thigcast tree. The multicast tree itself
was constructed by joining together the multicast pathsifeach of the receivers to the source. Thus,
a single tree segment isvirtual link and could include a series of tunnels and multicast eatians.
The routes taken by the multicast packets were determinadsiog the “mtrace” utility, the multicast
“ping” program (with record-route option) and the “mrinfatility.

The bold lines in Figure 2 indicate the connections betwéen‘backbone” routers. These seg-
ments form the base of the multicast tree and traverse mucheoflistance in the tree. The other
branches of the tree are on the “edge” of the network. In scmses; these other branches may cross
over backbone routers before reaching the local routers.

The data traces contain information that indicates whiatkeis were lost by each of the receivers.
For a given packet, examining which receivers received tekgt and which did not can provide a
valuable clue as taherein the multicast tree the packet was lost. For example, fapkit Figure 2, if a
packetis lostbypiff,ursa, float andcedar but received correctly airlang it is likely that it
was dropped between the multicast routesndB. (It should be noted, however, that this need not be
the case, as the packet could have been simultaneously depkimdently lost on the downstream paths
from A, although we consider this latter scenario to be miedis likely.) That is, the estimated number
of packets lost on link fron® to A is the difference between the number of packets lost by edlivers
downstream from A and the number of packets lost by all rezeidownstream frors. Let N4 be the
number of packets lost by all receivers downstream feoamd letNVg be the number of packets lost by
all receivers downstream from. Then the estimated probability of loss along link, p 4, is given by

the following formula.

Nj — Np
— b 1
PA= NN, 1)
whereN is the total number of packets sent by the source. Using ¢laisaning, we can determine the
approximate percentage of packets lost on each of the linkigure 2.

It is obvious in Figure 2 that the backbone loss, except fa segment between the USA and
France, is rather low, ranging from 0.002% to 0.4%. Alsoratie a major bottleneck, very close to the
source which contributes 5% packet loss. Once the packetsaat this bottleneck in California, there
is very little loss, across the continent and even into Swexded Germany. In general, looking at all
datasets collected, we observed low loss rates (2% or l&sg) the MBone backbone. Occasionally,
there are black-out periods or very long loss bursts, on #oilione, as discussed in section 4. However,
the base loss rate, excluding extremely long burst losspbas consistently low. This has important
implications in the context of reliable multicast. When egieer loses a packet, it may be able to recover
the packet from a nearby receiver which correctly receitgihstead of directly from the sender, as
discussed in [10]. Such local recovery from loss would ofierpossible, due to the low backbone loss.



Another set of measurements we made regarding the spatialitio of loss was to determine
whether any packet was being dropped at the receiving hostsselves. To do so, we monitored the
multicast session at two different workstations on the santelocal area network at six sitesnhur
(Sweden),artemis (in France),bagpipe (in Kentucky), collage (in California), erlang (in
Massachusetts) andrsa (in Germany). We measured the percentage of all packetdgehe source
that were lost by one receiver and not by the other. Surgigirthe end-host loss was found to be
negligible. It was zero in most cases and never exceeded%.0%/e conclude that packets are almost
never dropped between the network interface on the LAN ofdleiver and the receiving daemon.

Table 3 shows the backbone loss rates vs. receiver lossfoategery dataset. The backbone loss
rates were, in general, rather low (around 1%). However,esbatkbone links do occasionally show
high loss of up to 20% due to the presence of a small numbertadraely long loss periods extending
from several seconds to several minutes. These long lossskane discussed in detail in section 4. The
table gives the number of backbone links in the transmissemof each dataset and also the number of
those links that experience long loss bursts. A long lossthardefined as a loss burst that affects 100
or more consecutive packets, when the sampling inteng&ilriss. For a sampling interval ofOms., the
threshold is 200 consecutive packets. The average backbssés the average over all the backbone
links in the tree, and the average receiver loss is the agevbthe loss rates seen by each receiver in the
dataset. In order to assess the backbone loss excluding ¢élkremely long loss bursts, the table also
shows the average “trimmed” backbone loss rates versusvtrage trimmed receiver loss rates. The
trimmed loss rate for a backbone link is determined by coinguhe loss for the portions of the trace
that do not show the long loss bursts. From the results iretd8pive conclude that average backbone
loss is less than 2% for most datasets. The aveirdignened backbone loss rate is always 2% or less in
every case.

3.2 Didtribution of the number of receiversthat simultaneously lose a packet

From the point of view of a reliable multicast protocol, itimportant to know the statistics of the
number of receivers that simultaneously lose a given packet

For the dataset described of Apr. 19th 1996, Figure 3 iliss the distribution af/, the number of
receivers that simultaneously lost a given packet. Fordhtaset, 47% of the packets sent by the source
were lost by at least one receiver. In the context of reliabldticast, this implies that retransmission
would have been neccessary for 47% of the packets. The aoegsured distribution is compared
to three computed distributions, each based on a differattenof the transmission tree. Note that
temporal independence of loss is assumed in every modelmbldels are:
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Figure 2: Transmission Tree: for the RFV source on Apr 19,6199

Dataset Num. of Num. of average| average average| average

Date Source|| backbone| backbone links| backbone recv. trimmed | trimmed
links | with long losses| loss loss || backbone loss recv. loss

1. | Sep 19,1995] WRN 5 2 6.94% | 13.94% 2.07% 5.99%
2. | Sep 20,1995/ UCB 5 1 3.74% | 18.08% 2.17%| 10.87%
3. | Oct 30,1995| WRN 6 1 2.02% | 15.06% 1.51%| 13.14%
4. | Nov1,1995 | WRN 6 1 5.05% | 20.99% 2.02%| 14.75%
5. | Nov 13,1995 WRN 5 none 0.29% | 9.03% 0.29% 7.50%
6. | Nov 14,1995 WRN 4 none 1.50% | 22.50% 1.50%| 13.95%
7. | Nov 28,1995 WRN 4 1 5.00% | 13.01% 0.95% 6.52%
8. | Dec 4,1995 | WRN 5 none 1.31%| 13.69% 1.31%| 13.52%
9. | Dec 11,1995 WRN 4 1 1.19%| 9.97% 0.32% 8.83%
10. | Dec 16,1995 WRN 2 none 0.01%| 4.90% 0.01% 4.83%
11. | Dec 18,1995 WRN 2 none 0.12%| 9.74% 0.12% 9.42%
12.| Apr19,1996 | RFV 8 none 0.97%| 9.28% 0.97% 8.78%
13. | Apr24,1996| UCB 8 1 1.36% | 14.18% 1.06%| 12.26%
14. | May 8,1996 RFV 6 2 3.08% | 14.61% 1.66% 9.35%

Table 3: Summary of Backbone Loss for all Datasets




1. Star Topology: The packet loss is assumed to be spatiadiytemporally independent and mea-
sured probabilities of loss at the receivers are used tasa@ly compute the effective distribution
of M. That s, the topology is assumed to be a “star” as shown imdigu

2. Full Topology: The packet loss is assumed to be spatialiietated as in the transmission tree
of figure 2. The estimated probabilities of loss on each lirkused to recursively compute the
effective distribution ofM, in a bottom-up fashion. That is, the distribution /df for a node is
calculated using the calculated distributions for the detweam nodes.

3. Modified Star Topology: The distribution @ff is computed based on a “modified star” topology
shown in Figure 4. The probability of loss on the link from gwurce to node is the fraction of
packets lost by all the receivers. The rest of the loss ismagduto be spatially independent.

The histograms of Figure 3 show that the computed distbutising the first model based on a “star”
topology is significantly different from the actual distuiion of M. However, both the distributions
computed using the full topology and the modified star togplare close to the original distribution.
This means that the topology is effectively that of a modi&td, and the spatially correlated loss in the
network is low except for the loss next to the source.

In general, for every datasets, the distribution computsidguthe full topology model with the
transmission tree loss rates, is close to the actual disimit. The distribution computed using the mod-
ified star topology model is close to the actual distribution9 out of the 14 datasets. The exceptions
are the 1st, 2nd, 4th, 7th and 14th datasets (refer to table 3)

Table 4 contains a summary of statistics over a range of elstésken on different days, and for
different sources. The percentage of packets lost by maretthio receivers ranges from 4.8% to 34.3%.

3.3 Covariance Between Pairsof Receivers

The covariance of loss for a pair of receivers is a measureeodssociation between them. The average
covariance for all pairs of receivers in a dataset gives amasmeasure of the spatial association in the
dataset as a whole.

Let X; be a binary random variable taking on the valtiéthe packet is lost at receivéyand value
0 if the packet is correctly received by receivierLet X; be the mean of variableY;. The covariance
between any two receivefsand; is defined as

10
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Date Source| Num. of Perc. lost by| Perc. lost| Perc. lost Perc. lost by
Receivers| 1 or more recs| by 1rec.| by 2 recs.| more than 2 recs|
Sep 19,1995| WRN 8 42.5% 10.8% 10.2% 21.5%
Sep 20,1995 UCB 9 64.3% 31.9% 14.9% 17.5%
Oct 30,1995| WRN 10 72.2% 33.8% 23.7% 14.7%
Nov 1,1995 | WRN 9 55.1% 17.0% 3.8% 34.3%
Nov 13,1995 WRN 9 38.1% 27.4% 5.5% 5.2%
Nov 14,1995 WRN 8 69.5% 33.1% 18.1% 18.3%
Nov 28,1995 WRN 7 45.3% 20.3% 18.9% 6.1%
Dec 4,1995 | WRN 8 63.2% 46.1% 8.9% 8.2%
Dec 11,1995 WRN 9 38.6% 24.7% 7.2% 6.7%
Dec 16,1995 WRN 7 69.0% 28.9% 4.2% 5.9%
Dec 18,1995 WRN 7 37.9% 29.9% 3.2% 4.8%
Apr19,1996| RFV 11 46.5% 31.1% 8.7% 6.8%
Apr24,1996| UCB 12 64.3% 34.1% 15.8% 14.4%
May 8,1996 RFV 10 62.6% 32.4% 11.9% 18.3%

Table 4. Summary of Distribution d¥/ for all Datasets

cov(X;, X;) = E[(X; — X;)(X; —Xj)]
S

SRCIGEINES o ¢ )

whereS(7, j) is the number of packets lost at both receiveendj and N is the number of packets
sent by the source. We may interpret(X;, X;) as follows. Note thaf; - X is the probability that
both receiverg and; simultaneously lose a packet, assuming that the loss tegtetkperience occurs
as independent events. Xf; and X; were indeed independent, thesw (X;, X;) would be zero. On
the other hand, if losses atire positively correlated to lossesjatov(X;, X;) is greater than zero. A
negative value forov(X;, X;) indicates a negative correlation. Thus, the covarianceegtfference
between the measured probability of shared loss and thetechprobability of shared loss assuming
independence.

Table 5 shows the average covariance between pairs of ezsdinr each dataset. The average is
taken over all receiver pairs in a dataset. We observeddbkandicated in subsection 3.1, that much of
the shared loss occurs on the shared link next to the souocexBmple, Figure 2 shows that there is a
lossy link between the source and narjeand the loss on the other shared links is relatively small. S
in Table 5 we also tabulate the average covariance compyteadbuding the loss next to the source,
that is, the packets lost by all the receivers.

12



Dataset Average | Average Covariance withoyt
Date Source|| Covariance| loss next to the source
Sep 19,1995 WRN 0.0316| 0.0214
Sep 20,1995 UCB 0.0491| 0.0437
Oct 30,1995| WRN 0.0251| 0.0029
Nov 1,1995 | WRN 0.0776| 0.0153
Nov 13,1995/ WRN 0.0398| 0.0005
Nov 14,1995 WRN 0.0748| 0.0080
Nov 28,1995/ WRN 0.0328| 0.0048
Dec 4,1995 | WRN 0.0323| 0.0096
Dec 11,1995 WRN 0.0444| 0.0013
Dec 16,1995 WRN 0.0118| 0.0000
Dec 18,1995 WRN 0.0380/| 0.0005
Apr 19,1996 RFV 0.0448| 0.0018
Apr 24,1996 | UCB 0.0427| 0.0060
May 8,1996 RFV 0.0320| 0.0123

Table 5: Average Covariance between Pairs of Receivers

The average covariance varies frormm118 to 0.0776. When the loss that is common to all receivers
is deleted from the traces, the average covariance drops bsdar of magnitude or more, in most cases.
Thus, much of the spatially related loss is due to the lossedio the source. An exception to this, is the
dataset of Sep. 20th 1995, for which the average covariarains greater than04, despite ignoring
loss close to the source. This is because of the presenceoséwlbackbone link which experienced a
long loss burst affecting most but not all the receivers. iliry, the dataset of Sep 19th, 1995 shows
high spatially associated loss due to two lossy backbots iivhich experienced long loss bursts.

From the results in Table 5 we can conclude that there is, erage, little pair-wise spatially
associated loss in almost all datasets, except for thea$paBociation due to the loss occurring next to
the source.

4 Temporal Correlation of Lossat a Single Recelver

This section describes our findings regarding the burstiméshe packet loss. We discuss the extent
to which packets are lost consecutively (in long loss blu@tel the extent to which there are solitary
losses (a single lost packet preceded and followed by ssitt@sception).

We notice a predominance of solitary losses in the disigt of the loss burst length, as seen
by each of the receivers in our traces. It is also apparenttiiealengths of the bursts span different
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timescales. The distribution of loss burst length can bédd into three regions: lengths of 1 to 6
packets, 7 to 100 packets and greater than 100. Most losts ladfsct just 1 to 6 consecutive packets
(equivalent to 0.08 sec. to 0.48 sec.). This is the dominateanin the distribution. A different mode
affecting 7 to 10 packets (around 0.6sec.) is observed at seneivers. And, most significantly, we
observe loss periods, 100 to 1000 packets long (equivalegdc. to 3 minutes), at various receivers in
every dataset.

First, we discuss the burstiness of loss for a single datasetail, describing the patterns observed.
Then, we generalize our observations by showing summatigtata for all of the datasets.

Table 6 shows statistics for data collected on Dec 11, 199t sburce was “World Radio Net-
work” which transmitted packets 80ms. intervals. The loss rate, number of loss bursts, average los
burst length and coefficient of variation of burst length green for each of the nine receivers. Burst
length is defined as the number of consecutive packets |dst. cbefficient of variation of the burst
length is defined as

P M (3)

whereb is the burst length or the number of consecutive losse @the mean burst length.

Table 6 also partially describes the distributions of thesblength by including the median, the 75
percentile, the 99 percentile and the maximum burst lerigttall receivers. The table shows what per-
centage of the total loss is in bursts of length greater ti@n The median in every case is 1, indicating
the predominance of solitary losses. The 99 percentilewsrémging from 2 to 8 consecutive packets.
The length of the longest loss burst, on the other hand, i lvigih for five of the nine receivers. For
example,erlang shows loss burst consisting of 2518 consecutive packetsv@gnt to 3 minutes).
There are thus a few extreme outliers, reflected in a coefti@évariation that is very high for some
receivers. Receiverslps, f1loat andtove received many duplicate packets. That is, almost half the
packets received by each of them were duplicates. The atheivers received no duplicates. Duplica-
tion of packets was also noticed in some of the other datae#d| cases, a packet is assumed to have
been correctly received at a receiver if at least one copyisfreceived.

Figure 5 displays the loss rates at the receivers as a funofidime, for the same dataset. The
packet sequence number is plotted on the x axis, and therpageeof packets lost over intervals of 100
samples each (that is, 8sec.) for each receiver is plottéldeoyaxis. For example, farr Lang one can
see an initial low loss rate and then at around packet nun®,3here is the start of a long loss burst,
accompanied by an abrupt increase in loss rate to 100%. aslis for approximately 2000 packets.
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Receiverl aw also experienced a similar long loss burst at the same tirhis. ifidicates thatrlang
and 1aw most likely share a common link in the transmission tree Wwiiglacked out” for around

3 minutes. The base loss rate varies very little over timewei@r, the base loss rate is interrupted
occasionally by spikes and plateaus. These are the lontslafrosses described earlier, lasting from
a few seconds to a few minutes. The extreme outliers, thauighguent, can contribute heavily to the
total packet loss. For example, the burst of length 2518 bgesr1ang accounts for 35% of its total
loss.

Figures 6, 7, 8, show the distribution of the loss burst lerigt the receivera1ps (in Georgia),
cedar (in Texas) ancerlang (in Massachusetts). These figures show the number of buitsaw
given burst length. The y axis is a log scale so it is obvioas, fin all three cases, the solitary bursts are
the most frequent and that the probability drops sharplynflurst length 1 to 6 , approximately as in
a geometric distribution. In figure 6 for receivel ps there are stray bursts of length 7, 12, 37, 43, 46
etc. In figure 7 for receiveer1ang there are stray bursts of length approximately 30 (2.4 secs)

In figure 8 for receivekcedar in Texas, there is an additional cluster of loss bursts ajtler? to
10 (around 0.6 sec.). Similar clusters of loss bursts weseed in the burst length distributions of one
or more receivers in many datasets. For example, in the ddiected on Apr 19, 1996 two receivers
in France saw the same concentration of bursts in the digirily, centered at 0.6sec. Upon taking a
closer look at the timing of the losses, it becomes cleartthatcluster of bursts was due to periodic
loss occurring at 30 sec intervals, a phenomenon also diedus [9]. Figure 9 shows the length of loss
bursts for the receivetedar vs. the packet sequence number at which they began, for aowiod
5000 samples. A definite periodic nature in the loss for kegeiedar is shown. This periodicity also
shows up as an abrupt jump at 30 sec., in the autocorrelatiwetion.

Table 7 summarizes the distribution of the length of the lmssts over all datasets. The median
loss burst length, the 75, 95 and 99 percentiles and maximust length are shown. For each dataset,
the first line gives the median of the statistic over all reess in the set and the second line gives the
maximum value of the statistic and the names of the receiveish saw that maximum value. The first
11 datasets had sampling intervals30fns., and the last three datasets had sampling interval8rof.

In all our datasets, at least one receiver experienced gl of length greater than 200 (equiv-
alent to 16 sec). In many cases, bursts of length greater®@m (equivalent to 1.3 minutes) were seen.
Also, the median burst length was almost always 1, which s\déaat a majority of the packet bursts
were solitary bursts.
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Number Length of|| perc. of loss
Machine Loss of Avg. | Coef. || Median 75 99 longest|| in long bursts
Name Rate| Bursts| Length| of Var. length | perc. | perc. burst (> 100)
alps 5.93% 3427 1.210| 2.912 1 1 3 179 4.3%
anhur 5.15% 3387| 1.065| 0.253 1 1 2 4 0.0%
cedar 14.22% 7463| 1.333| 0.826 1 1 8 14 0.0%
collage 9.08% 5508 | 1.155| 2.069 1 1 3 175 2.75%
erlang 10.41% 3793| 1.921| 21.30 1 1 4 2518 34.6%
float 10.44% 6470| 1.129| 0.367 1 1 3 7 0.0%
law 12.09% 4983| 1.698| 21.001 1 1 3 2518 29.8%
pax 16.98% 7633| 1.557| 19.134 1 1 3 2603 21.9%
tove 5.46% 3486| 1.097| 0.407 1 1 3 10 0.0%
Table 6: Burstiness of Loss: for the WRN source on Dec 11,1995
Receiver loss rates for the WRN source on Decl11 1995; aggregated over 100 packets
alps
anhur
cedar
collage
erlang
float
law
pax

tove

10000 20000 30000 40000 50000 60000 70000
packet sequence number

Figure 5: Receiver loss rates for the WRN source on Dec 115 199
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Distribution of length of lossy bursts for receiver alps, source WRN on Dec11, 1995
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Figure 6: Distribution of the loss burst length for receigdrps in Georgia

Distribution of length of lossy bursts for receiver erlang, source WRN on Dec11, 1995
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Figure 7: Distribution of the loss burst length for receivarl ang in Massachusetts
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Distribution of length of lossy bursts for receiver cedar, source WRN on Dec11, 1995
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Figure 8: Distribution of the loss burst length for receiverdar in Texas

Periodicity of Loss Bursts for Receiver cedar
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Figure 9: Timing of Loss Bursts for receiveedar
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5 Conclusions and Future Work

This paper described the results of measurements of pawd®inl the Mbone, a multicast network in
widespread use. Measurements were taken for three souartdgdata sets each collected on a different
day. The data was collected simultaneously at up to 12 loesti

We presented a method for estimating the loss rates on timeesrg of the multicast transmission
tree. We also presented two methods of judging the extenpatiad correlation between receivers:
first, by plotting the distribution of the number of receisghat simultaneously lose a packet, making
different assumptions about independence and topologgarehdly, by computing the covariance. It
was found that, in most datasets, the loss on the backbdwedirthe multicast transmission tree was
small relative to the total loss seen by the receivers. Théally related loss was small, on the average,
except for the loss due to the link next to the source. A negligiblenber of packets were lost at the
receiving hosts themselves.

With respect to temporally correlated losses, we found ¢hatajority of the loss bursts were
solitary losses. A few extremely long loss bursts greatan i sec. (or 100 packets) were also observed.
At least one receiver saw one of these long loss bursts, iry elagaset. Periodic bursts of length
approximately 0.6sec.(8 consecutive packets) were obddor some receivers in some of the datasets.

A more thorough study of the loss in the different parts offigone by recording packets sent by
sources in a greater variety of locations would indicate madespread the loss patterns that we have
observed are. The long loss bursts lasting for several siscand minutes are of particular concern. It
would be useful to pinpoint the reasons for such long outagelspossibly find ways to remove them.
Our traces can also be used directly in a simulation of a pastinetwork, to assess the performance
of reliable multicast protocols. This would indicate whiinds of error-recovery methods are useful
and in which situations. It would also show which aspectsefloss, strongly affect the performance
of reliable multicast protocols.
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Dataset median| 75 perc.| 95 perc. 99 perc. maximum

Date | Source|| length| length| length length burst length

Sep 19,1995 WRN 1 1 2 3 758
worst 3 erlang 757| anhur,ursa 1161

Oct 30,1995| WRN 1 1 2 4 203
worst 3 8 ursa 12 collage 3697

Nov 1,1995 WRN 1 1 3 4 64
worst 2 4 | collage,erlang 12 erlang 1963

Nov 13,1995 WRN 1 1 2 3 9
worst 3 ursa 92 ursa 877

Nov 14,1995 WRN 1 1 2 9 1289
worst 2 3 6 erlang 19 cedar 1333

Nov 28,1995 WRN 1 1 2 3 515
worst 4 anhur,ursa 8§ anhur,ursa 3342

Dec 4,1995 | WRN 1 1 4 10 34
worst 2 3 9 ursa 20 ursa 662

Dec 11,1995 WRN 1 1 2 3 175
worst cedar 8 pax 2603

Dec 16,1995 WRN 1 1 1 2 5
worst 7 float 24 float 260

Dec 18,1995 WRN 1 1 2 4 10
worst 2 3 cedar 8 pax 458

Apr19,1996| RFV 1 1 2 2 26
worst 2 3 artemis, pax 7 edgar 2050

Sep 20,1995 UCB 1 1 2 4 1648
worst 2 5 anhur,ursa 16 ursa 3434

Apr 24,1996 | UCB 1 1 2 4 22
worst 2 5 excalibur 9 erlang 18623

May 8,1996 RFV 1 2 6 10 3700
worst 2 4 14 erlang 49 ganef 3704

Table 7: Summary of Burstiness of Loss for all Datasets

20



Fdida of Institut Blaise Pascal, Jay Glicksman of Enteeplistegration Technologies, John Jendro of
Portland State, Edward Knightly of Univ. of California atrReley, Simon Lam of Univ. of Texas, Jorg
Liebeherr of University of Virginia at Charlottesville, Bipe Nain of INRIA, Stephen Pink of Swedish
Institute of Computer Science, Larry Peterson of Univ. oizAna, Linda Prime of Univ. of Washing-
ton, Kishor Trivedi of Duke Univ., Tatsuya Suda of Univ. ofl@arnia at Irwine, Jon Reid of University
of lllinois at Urbana-Champaign, Satish Tripathi of Unii Maryland at College Park, Peter Wan of
Georgia Institute of Technology, Raj Yavatkar of Univ. ofrifecky at Lexington and Lixia Zhang of
Univ. of California, Los Angeles, for providing MBone-cdpa computer accounts which allowed us
to take the measurements.

References
[1] P. Bhagwat, P. Misra, S. Tripathi, “Effect of Topology Berformance of Reliable Multicast Com-
munication,”Proc. IEEE Infocom 94, (Toronto, June 1994), pp. 602 — 609.

[2] J.C. Bolot, “End-to-End Packet Delay and Loss Behawuiothie Internet,"Proc. 1993 ACM S G-
COMM Conf., (Sept. 1993, San Francisco), pp. 289-298.

[3] J. Bolot, T. Turletti, “A Rate Control Scheme for packati®o in the Internet,Proc. |EEE Info-
como4, pp. 1216 - 1223, June 1994,

[4] J. Bolot, H. Crepin, and A Vega Garcia, “Analysis of AudRacket Loss in the InternetProc.
1995 Workshop on Network and Operaing System Support for Audio and Video, pp. 163 - 174.

[5] R. Braudes, S. Zabele, "Requirements for Multicast &zots,” RFC 1458, May 1993.

[6] S. Casner and S. Deering, “First IETF Internet Audioga8CM Computer Communication Re-
view, Vol. 22, No. 3 (July 1992), pp. 92 - 97.

[7] S. Casner “Frequently Asked Questions (FAQ) on the Maki Backbone (MBONE)” available
via ftp from ftp://ftp.isi.edu:mbone/fag.txt .

[8] S.E. Deering and D.R. Cheriton, “Multicast Routing in tBgram Internetworks and Extended
LANs”, ACM Trans. on Computer Systems, 8:85-110, May 1990.

[9] S. Floyd and V. Jacobson, “The Synchronization of Paddtbuting Messages’/ACM Trans. on
Networking, Vol. 2, No. 2 (April 1994), pp. 122 - 136

[10] S. Floyd, V. Jacobson and S. McCanne “A Reliable Mustidaramework for Light-weight Ses-
sions and Application Level FramingProc. of ACM SGCOMM ’'95, Vol. 25, No. 4 (October
1995), pp. 342 - 356

21



[11] R. Frederick, “nv”, Manual Pages, Xerox Palo Alto RasbaCenter.
[12] V.Jacobson and S. McCanne, “vat”, Manual Pages, Lave@&®erkeley Laboratory, Berkeley, CA.

[13] V. Jacobson and S. McCanne, “Using the LBL Network ‘Véhibard”, Lawrence Berkeley Labo-
ratory, Berkeley, CA.

[14] V.Jacobsen, “Multimedia Conferencing on the Intefn®ttorial Notes - ACM Sgcomm94, (Lon-
don, Sept. 1994).

[15] M. Macedonia and D. Brutzman, “MBone Provides Audio afideo Across the InternetEEE
Computer Magazine, April 1994, pp. 30 -35.

[16] S. McCanne and V. Jacobsen, “VIC: Video Conference,” B&keley and Lawrence Berkeley
Lab, Software available via ftp://ftp.ee.lbl.gov/corgacing/vic.

[17] S. Paul, K. Sabnani, D. Kristol, “Multicast Transporokcols for High-Speed NetworksProc.
1994 |EEE Int. Conf. Network Protocals, (Boston, Oct. 1994).

[18] V. Paxson, “End-to-End Routing Behavior in the Inteéfnt appear in Proc. 1996 ACM S G-
COMM Conf.

[19] S. Pingali, D. Towsley, J. Kurose, “A Comparison of Senthitiated and Receiver-Initiated Reli-
able Multicast Protocols'®Proc. 1994 ACM SGMETRICSConf., 221 — 230, May 1994.

[20] S. Ramakrishnan and B. N. Jain, “A Negative Acknowladgat with Periodic Polling Protocol
for Multicast over LANSs,”Proc. |EEE Infocom' 87, pp 502-511, Mar-Apr 1987.

[21] R. Ramijee, J. Kurose, D. Towsley, “Adaptive Playout kiatisms for Packetized Audio Applica-
tions in Wide-Area Networks,Proc. INFOCOM'’ 94.

[22] H. Schulzrinne, “Voice Communication Across the Imet: a Network Voice Terminal,” Technical
Report, Dept. of Computer Science, U. Massachusetts, AshivA, July 1992. (available via
anonymous ftp to gaia.cs.umass.edu in pub/nevot/nevig}.ps

[23] R. Yavatkar, L. Manor, “End-to-End Approach to LargeacMultimedia DisseminationCom-
puter Communications, Vol. 17, No. 3 (March 1994), pp. 205 — 218.

[24] R. Yavatkar and L. Manoj, “Optimistic Approaches to garScale Dissemination of Multimedia
Information”, Proc. ACM Multimedia ' 93, August 1993.

22



	University of Massachusetts Amherst
	ScholarWorks@UMass Amherst
	1996

	Packet Loss Correlation in the MBone Multicast Network
	Maya Yajnik
	Jim Kurose
	Don Towsley
	Recommended Citation


	tmp.1273254337.pdf.HImlw

