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Recent research has indicated that a verb’s prdfatesubcategorization frame
plays a fundamental role in guiding the choiceheftype of complement that follows a
verb. For example, sentences with a sentential tmmgnt-biased verb, such as
“admitted”, will cause less processing difficultiaden it is followed by a sentential
complement than when it is followed by a directeahj Such information that verbs
carry, a.k.a. verb bias effect, has been shownftoeince the processing of languages
in head-initial languages such as English. Up tie,dao studies have been found to
investigate verb bias effect in head-final Mandaslative clauses. The present paper
thus aims to investigate the influence of verb ldasing online Mandarin relative
clause processing. In addition, the present study aims to further examine two
language processing models, constraint-based nauklgarden-path model, to see
which may be more correct in predicting the processesults. Findings of the present
study show that, similar to English speakers, Maindspeakers are also capable of
using the information embedded in the verb to disigomate and predict sentence
structures, thus supporting the predictions ofcinestraint-based model.

Keywords: psycholinguistics, sentence comprehensiefative clauses, ambiguity,
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1. Introduction

Language comprehension does not always proceed letmtypsmoothly, as is
reflected by different kinds of ambiguities in daitonversation.An overarching
guestion in language comprehension concerns hovahyrarser processes language
so effortlessly most of the time, despite differgmtes of ambiguities such as lexical
(Trueswell 1996), semantic (Garnsey et al. 199¢kd?ing et al. 2000) and structural
or syntactic ambiguities (Lin and Garnsey 2010)e ®@hthe most famous examples
which have attracted the attention of psychologstd linguists over the past four
decades in structural ambiguity is a sentence naetstl by Bever (1970), “The horse
raced past the barn fell”. Most English speakensfirst encounter, tend to interpret
“The horse raced past the barn” as a simple SV@xtsire and then are forced to
reconsider when they are “garden-pathed” by thedwell”, which indicates an
initial incorrect analysis. In this example, temgryr structural ambiguity arises
because English allows the dropping of the wordst‘twas”, and the presence of
which would have made it clear that the sentenggnbewith a relative clause, thus

preventing the incorrect simple SVO interpretati@ever’'s famous example is so


https://core.ac.uk/display/13391873?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

37.1 (January 2011)

difficult that it remains temporarily ambiguous several words, and remains
unexpected even when the ambiguity is finally resél Investigating ambiguous
sentences does not always have to involve sentewdds extreme examples.
Sentences with simpler structures or with relatleuses have demonstrated to be
particularly useful because of their systematitedénces.

Results from Lin and Garnsey’'s (2010) study havevigded support for
constraint-based models with the finding that Maimdapeakers are fast in utilizing
animacy cues to disambiguate sentences. In Enghslever, another kind of
information that has been found to be useful fdiveaspeakers is knowledge about
the kinds of sentence structures particular vedmsparticipate in. Jackendoff (1972)
argued that three kinds of information are conthimea verb, i.e., subcategorization
frames, the verb’s argument structures, and theofegs meaning. Different verbs
can of course have different argument structurek sabcategorization frames, and
some verbs have multiple possible argument strestand categorization frames. For
example, the argument structure of the vpub is <agent theme location> and its
subcategorization frame would be <NP1 Verb NP2 FRtbthree arguments gbut
must be present in sentences, adahn put the candy in the cupboar make the
sentence understandable. In contrast, the takdcan take the same three kinds of
arguments, as idohn took the candy from the babyut it can also appear in
sentences that have only two arguments, akim took the candyerbs that have
more than one possible argument structure canr diffeow likely they are to appear
in sentences with each of their different possistieictures, and people develop
expectations about information that verbs shouldychased on their cumulative
experience in regard to particular verbs, andighisrmed “verb bias effect”.

In the following sections, we will first present @verview of two competing
models (as in section 1.1), followed by a desawiptf Mandarin relative clauses in
section 2. Design, materials and statistical amalg6the current study will be given
in section 3 and 4 respectively. Finally, we willepent the results and overall

discussion in section 5 and 6.

1.1 Two sentence comprehension models

The influence of probabilistic knowledge about \gerbas been one of the

disagreements between two-stage and constrainttbaséels (Clifton et al. 1984,
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Holmes et al. 1989, Garnsey et al. 1997, Kennis6@l1® The most influential

two-stage model is the “garden-path” model origingkroposed by Frazier (Frazier
1979, Frazier and Fodor 1978, Frazier and Rayn@2)1%razier's garden-path model
has a modular architecture in which the syntacticsgx plays a dominant role in
structuring the initial language comprehension.ibgithe first stage of processing,
the system builds an initial representation basedporely syntactic information.
Crucially, information other than syntactic inforinoe such as semantic plausibility,
verb bias, or context, has no impact on this ihiearesentation. These other kinds of
information come into play during the second stagegre reanalysis occur and cause
the parser to re-interpret the structure. Whenetherambiguity about the possible
structure, the model uses a small number of hegige.g., Minimal Attachment,
Late Closure) to decide which one to pursue.

A more recent version of a two-stage motiébnstrual”, has been developed by
Frazier and Clifton (1997), in order to accommodatgrowing number of findings
that are not consistent with the original gardetirpaodel. The construal approach
divides phrases into two types, i.e., primary aodprimary phrases. Primary phrases
are attached into phrase structure trees usinglypsteuctural information and
applying the same heuristics as the garden-pathelmadhen there’s structural
ambiguity. Primary phrases include the subject magh predicate of a finite clause,
and their complements and obligatory constitudntsontrast, decisions about how to
attach non-primary phrases into phrase structeestare based on both syntactic and
non-syntactic information. Non-primary phrases u@ relative clauses, adjunct
predicates, and phrases related by conjunction.cbalkenge faced by the construal
model is how to identify which phrases are primand which are non-primary in
head-final structures such as those found in Mandar

Constraint-based models, on the other hand, assiiatehe processing system
can make use of multiple types of information s #arliest stages of processing,
including both syntactic subcategorization inforimatand non-syntactic information
such as probabilistic biases, semantic plausibilégd discourse context. These
different sources of information can be activatadparallel and provide multiple
interacting probabilistic constraints on interpteta Within these models, ambiguity
resolution is a continuous constraint-satisfacpoocess. Processing difficulty occurs
when there is inconsistent biasing information .(eagprior context that supports a

less frequent alternative or a subsequent disarabigu phrase that favors an

75



37.1 (January 2011)

unsupported alternative).

One type of probabilistic constraint that has betrdied is verb bias. Several
studies have found that English speakers use vashifformation rapidly to develop
expectations about the upcoming syntactic strust(eey., Wilson and Garnsey 2009,
Garnsey et al. 1997, Kennison 2001). In responsgudies finding verb bias effect,
Frazier (1995) and Binder et al. (2001) argued é&xagting measurement techniques
are not fine-grained enough to distinguish whetherb bias influences readers’
earliest processing steps or instead only comes pidy when revision becomes
necessary. The idea is that when a sentence requivesion, that revision will be
easier if the sentence structure is consistent thighbias of the critical verb in the
sentence. Furthermore, Frazier (1995) argued hleatetaders’ faster reading time that
was used as an indication to supporting consttassed theory can be attributed to
these readers’ faster reanalysis. She suggestedigtiaguishing between these two
possibilities required showing verb bias effectsrewhen there should be no need for
revision. Wilson and Garnsey (2009) responded &b thallenge and demonstrated
that verb bias influenced the reading times forgerarily ambiguous sentences that
should never have required any revision accordinthé garden-path model. They
used sentences that had a temporary ambiguity dbeutlationship between a verb
and the noun immediately following it. The verbsrev®nes that could take either
simple direct objects or sentential complementargsiments. When what follows
such a verb is in fact a sentential complemergeé&ms at first to be a simple direct
object because English allows the dropping of hamlementizethat, as illustrated

in example (1a) below.

1)
a. The historian read the manuscript had beenajestrin the fire.

b. The historian read the manuscript before it puasdished.

Whenthat is omitted as in (1a), it may initially seem thtat the historian read
was the manuscript, but then it becomes cleahaat been destroyethat the
manuscript is not what was read. According to tlaedgn-path model, the first
preference should always be for the simple dirbgai option in sentences like these,
since it is the structurally simpler option (acdagdto Minimal Attachment). Previous

studies (Garnsey et al. 1997) had shown that wherséntence turned out to have a
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sentential complement as in (l1a), reading timesewtaster at the critical

disambiguating word had when the verb was biased toward taking sentential
complements (unlikeead which is biased toward taking direct objects)isTis the
kind of result that Frazier argued was not capableletermining when verb bias
comes into play. Sentences like (1a) should alwegsire revision, according to the
garden-path model, and such revision might takeeplao rapidly to be differentiated
from the initial parse with existing measures, saould be the revision that is
influenced by verb bias rather than the initialggarHowever, Wilson and Garnsey
(2009) showed that verb bias also influenced reptimes in sentences like (1b) that
turned out to have the simple direct object stm&tuvhich according to the
garden-path model should require no revision. Wiland Garnsey have successfully
argued that these results showed that verb bidseides sentence comprehension
from the beginning and thus supported constraisedamodels over two-stage
models. Simply put, faster reading times when veatss biased towards taking a
preferential structure cannot be attributed to cstme reanalysis, as proposed by
Frazier (1995).

Verb bias has not yet received very much attentioiine literature on Mandarin
sentence comprehension, let alone in Mandarinivelatause literature. Wilson and
Garnsey (2009) have provided evidence to showrtthgeince of verb bias in English.
Although the evidence is clear, we need to poirtt that English is a head-initial
language, where comprehenders encounter head mghinat the beginning. Given
the many different properties between head-iniaiatl head-final languages, it is
important to know whether verb bias informatioraliiso used in head-final languages,
such as Mandarin. The goal of the current studyus two-fold. First, we want to
investigate whether verb bias effect can also bsewnted in head-final languages.
Second, given that Mandarin speakers can make fLgifferent information to
disambiguate sentences, we want to examine whegtrer bias information is also

available to Mandarin speakers.

2. Mandarin relative clauses

There are several advantages of using Mandaritutty sentence comprehension.
First of all, one advantage in using Mandarin iattMandarin has a number of

structures that are not found in the Germanic aath&ce languages. For example,
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an object-focusing particldBf) requires a change from the default SVO word order
to SBAOV order. When we embed BA construction into Maidaglatives, it will
allow us to further examine theoretical claims swh asymmetrical processing
difficulties between subject and object relativaudes. Another advantage is that all
modification precedes the modified head noun in d&aim, including relative clauses.
Thus, unlike head-initial English, Mandarin relasv are one of the head-final
languages similar to Korean and Japanese. Thereifte is another advantage in that
Mandarin provides a test ground to tease aparvén®us theories that have been
developed to explain English relative clause prsiogs

Relative clauses in Mandarin use the word “DE”, ehhiunctions as a relativizer,
or relative clause marker, but also has severardtinctions. In relative clauses, DE
functions like the relative pronoun in English ahds used with both animate and
inanimate head nouns. Although English and Mandawoiith have default SVO basic
word order, in Mandarin relative clauses the headhroccurs at the end of the clause.
Mandarin relative clauses are thus said to be “ieadl’. The following examples
illustrate the construction of Mandarin relativeawdes occurring at the sentential

object position.

(2)

a. Mandarin object relative clause

AAF A A~ M KRS s aE]-

Renmen wanquan bu xiangxin bojue piping de gbugz

people totally not believe [count criticizet DE princess]
S \Y O

‘People definitely do not believe [the princess Wwhpthe count criticized].’

b. Mandarin subject relative clause

AAP TE  ABfE [t #3r 18§ & NE]-

Renmen wanquan bu xiangxin piping bojue de gomgzh

people totally not believe { criticize count DE princess]
Vv O S

‘People definitely do not believe [the princess vaniticized the count].’

DE serves as the relative marker in the relatiaeise and a trace (marked above
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ast) is posited at the position where the head nouuldvbe if it were not moved to
the end of the relative clause. For Mandarin ohjelettive clauses, the trace position
is between the relative clause verb and DE, wihitesfibject relative clauses, the trace
is at the beginning of the clause. As illustratedd), an important difference between
English and Mandarin is that in Mandarin it is abjeelative clauses that have SVO
word order, which is the canonical word order inndarin. Subject relative clauses,
on the other hand, begin with a verb and have a W@®d order, which is
non-canonical and thus less frequent. Thus, Mandand English differ in which
kind of relative clause has default word order.

The head-final order of Mandarin relative clausegether with the late position of
the relative marker creates temporary ambiguitiegnd comprehension. For example,
object relative clauses that begin with SV ordey nmatially look like simple SVO
structures. Then when the relative clause markempfgears, comprehenders realize
that they have to reanalyze the input so far. Imrest, since subject relatives begin
with the less typical VO order, therefore it isddikely that comprehenders will be
garden-pathed and have to reanalyze the strucitre. word order differences
between English and Mandarin discussed relativesels lead to different predictions
some theories that have been developed to accaunEriglish relative clauses
discussed about which kind of relative clauses khbe more difficult in the two
languages, while other theories make the sameqbi@us for both languages. Thus,
comparing relative clause comprehension in the kwuages provides a much
stronger test of the theories.

The purpose of the current study aimed to makeotisiee head-final property in
Mandarin relatives by placing the Mandarin objegiatives at the sentential object
position. By placing it in the sentential objectsjgmn, the researchers were able to
manipulate the subcategorization information of thain clause verb to see if
Mandarin speakers could use such information t@ndisguate sentences. More
specific details in regards to the design of thelgtwill be given in the following

section.

3. Materialsand design

Verbs in the main clause with a bias toward talartiger a direct object (DO-bias)

or a sentential complement clause (Clause-biase weanipulated to determine
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whether Mandarin speakers could make use of tifissnmation to help disambiguate
temporary ambiguous relative clause region. Théssehosen in the current study
were first taken from those used in Garnsey €tl@97) and these verbs’ biases were
checked against a corpus study done by Lu and @&ar(008, 2009). Lu and
Garnsey investigated a partially overlapping severbs using Chinese GigaWord,
which is a Mandarin newspaper corpus. Counts wased on hand-coding of the
structures of the first fifty sentences in the empising particular verbs. Of the verbs
used here, 86% were included in Lu and Garnseydystand for all of those the
corpus-based biases matched the biases of thealrignglish verbs. The other 14%
of the verbs used in the present study were nahedrin the corpus study, so their
verb bias classification was based on native-speakeition. Native Mandarin
speakers who did not participate in the self-paeading study helped to inspect the
stimuli for their naturalness before the study was implemented. Texifc
construction of target stimuli will be describedie following paragraph.

Three kinds of syntactic structures with differerperimental purposes were used
as stimuli in this study. The first syntactic sttwe using a simple SVO structure such
as (3a) below served as the baseline in the expatirihe other two structures used
sentences with Mandarin object relative clause elade in them. In the second
condition, illustrated in (3b) below, a DO-bias maerb (e.g.disliked was followed
by a direct object that was modified by an objetative clause. In the third condition,
a Clause-bias main verb (e.gelieved was followed by the same noun plus object
relative as in (3c), but that whole phrase themedrout to be the subject of an

embedded sentential complement clause rather tieamain clause direct object.

3)

a. Baseline

8 R AFE Fk °
Laoshi taoyan nage jlazhang .
teacher dislike that parent  period

‘The teacher disliked that parent.’
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b. Direct-object verb plus object relative clause
28 AR AME 7k BB w24 °

Laoshi taoyan nage jlazhang tongma de xuesheng

teacher dislike that parent scold DE student period
‘The teacher disliked the student whom the pareoided.’
c. Sentential-complement verb plus object relatiaeise

£ B MEKES AR B 7k B ORI ¥ 3 2%
Laoshi  xiangxin nage jlazhang tongma de xueshengchengji
teacher believe that parent  scoldDE student grade
&y -

jinbu

improve period
‘The teacher believed that the student whom thergascolded has improved in his

grades.’

3.1 Predictions

Thirty-six sets of sentence triplets like those(3) were constructed. The main
interest lies in the contrast of reading times leetmv (3b) and (3c) at the relative
clause verlscolded As shown in (3b) and (3c), the two sentencesdaetical at the
initial seven positions except the second posibere we used a DO vedislike in
(3b) and an SC verbelievein (3c). Sentences like these with identical stgfa
structure except the critical word position serasgreat stimuli since noise and other
confound factors could be ruled out and the remgimffect should be attributed to
verb bias effect.

It was hypothesized that if Mandarin speakers wereuse the information
embedded in main clause verb quick enough, theyldvbe able to use such
information to disambiguate sentences. In otherdgothey would be more likely to
interpret the phrasthat parentas the direct object of a simple SVO after a D@sbi
verb as in (3b) than after a Clause-bias verb a8¢h That should lead to longer
reading times orscoldedin (3b) than in (3c) when they find out that thentence
turns out to be a non-simple SVO. Moreover, sireaders should be expecting a
clause including another verb in (3c), they shawtl be surprised when another verb
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appears, and thus longer reading times would nabkerved in this condition. There

is an additional feature of the sentences like, @@ugh, which is that it subsequently
turns out that the second verb is actually pa# célative clause rather than being the
verb of an embedded sentential complement clause.nbun phrase including that

relative clause then turns out to be a modifyingmphrase of grade.

Given that constraint-based model would predict Mandarin speakers would be
able to make use of such verb bias information, taedwo-stage model predicts the
opposite, we could use the reading times atsttwd position to support either of
these two models. If there is no reliable diffeatscold position between (3b) and
(3c), it suggests that Mandarin speakers could uset verb bias information, as
reflected by the surprise of seeing another vertd @rus slowing down in their
comprehension. However, if Mandarin speakers ditemsse of this information, a
reliable difference in reading times would be oleedr thus supporting
constraint-based model.

If we further look at the positions following ourterested “scold region for (3b)
and (3c), other interesting reading times diffeemngvould also be expected to be
observed. First of all, in terms of (3lgold position would be the first indication for
comprehenders that they were not processing a ai®gD structure. However, the
next positionDE would complicate the structure even more sincghéd lights on
them that the structure was actually a relativeus#a Given the two layers of
difficulty, we would expect reading times to elexaffterscold In terms of (3c), since
comprehenders already expect the occurrence ofi@neerb in the embedded clause,
the first indication of an unusual structure woblelDE, which would also help to
inform comprehenders the coming of a relative @aufsour prediction is correct, we

would expect to see elevated reading times &ffeposition in (3c)

3.2 Procedure

The paradigm of this experiment employed an orgiglépaced reading paradigm
where subjects pressed space bar to control tbkaitimg speed. Forty-five native
speakers of Taiwanese Mandarin were recruited hadstudy was run in Taiwan.
Most of the participants were college undergradisitelents at National Taiwan
Normal University and National Taipei University BHucation. The subjects’ ages

ranged from 19-22 years old. They read sentencesepted word-by-word on a
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computer screen in the self-paced moving windovdirgpparadigm. All characters
were initially replaced with the pound/number si@f). Participants pressed the
spacebar on the computer keyboard to control tleaiding speed, and reaction times
were recorded for each keypress. With each subseduegpress, a new word was
revealed and the previous one reverted to the psigmd Thus, only one word was
visible at a time and the position of that wordpgted across the screen.

Each participant read one of three lists of 16leseres, each of which included
36 experimental items and 125 distracter senten&egerimental items and
distracters were presented in a pseudo-random ,orded the lists were
counterbalanced so that each participant read amdyof the three sentence versions
in each sentence triplet (see (3) above), and there equal numbers of trials in each
condition and equal numbers of comprehension questrequiring “yes” or “no”

responses in each list. The experiment lasted appately 30 minutes.

4. Data analysis procedures

Reading times were analyzed using Generalized Linkixed Models
(GLMM)—an approach that is becoming widely acceptad the sentence
comprehension literature due to its appropriatediesghe kinds of data typically
collected in such studies (Jaeger 2008). One readbat reaction times are generally
skewed and fit a gamma distribution better thanrtbemal distribution assumed in
ANOVA approaches. Since traditional ANOVA analyskesnot fit reaction time data
well, there has been a shift toward using GLMM apphes in the field; GLMM
approaches have enjoyed growing popularity forathaysis of data in many research
areas, including business, education, and psyckhioRgsearch done in these domains
typically uses nested design structures, for exampith employees nested within an
organization, or students nested within a classse®fations taken from the same
setting typically show more homogeneity than obasgons taken from different
settings, so observations within a setting tenbdetanore correlated than observations
across settings. To handle these kinds of desiBng and Raudenbush (1992)
introduced a repeated measures component to GLMMrder to analyze data
collected using repeated measures designs. Thioagp has proved to be quite
useful in many domains, including the analysis efction times in sentence

comprehension studies (Jaeger 2008).
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There are several benefits of the GLMM approachafalyzing the reading times
collected in this study. First, during instanceswhbservations are not independent,
as in the nested design used here, the GLMM apbrbalps to correctly model the
correlated errors by applying either maximum likebd estimation or restricted
maximum likelihood estimation. It also handles thess-level interactions inherent in
a nested design. In sentence comprehension expgsinusing the word-by-word
moving window paradigm, words are presented toesbjone by one. Thus, words
are nested within sentences and sentences areerfuntbsted within subjects.
Therefore, a three-level GLMM analysis can be penfd with word positions as
level-1, sentences as level-2, and subjects as3evidhus, a single analysis can take
both subjects and sentence items into account eatséime time, while ANOVA
requires separate subject-based and item-basegsasand then combine the results
from the two analyses (Clark 1973). In all of theperiments reported here, the data
were analyzed using the GLIMMIX procedures in thASSstatistical software
package. Word positions served as level-1 datagsea items as treated as level-2,
and subjects as level-3.

Comprehension question responses were analyzed lagjistic regression since

they required a binary response.

5. Results

The accuracy level was high overall in respondmghie yes/no comprehension
questions after each sentence, showing that peatits generally did not have
difficulty understanding the sentences. Questioagevanswered correctly 96% of the
time for the baseline condition, 92% for the coditwith DO-bias verbs in the main
clause, and 89% for the condition with Clause-lmrasn verbs. Logistic regression

analyses on the question responses revealed eclifiiérences between the simple
SVO baseline and both the condition with DO-biabse y* (1)=5.63, p<.05) and the
condition with Clause-bias verbsy{(1)=13.54, p<.01). The difference between the
condition with Clause-bias verbs was also margpnalifferent from that with
DO-bias verbs f*(1)=2.79, p<.1). Given the greater length and cexipt of the

sentences containing Clause-bias verbs, it is unqrising that readers had a slightly

harder time in answering these questions after them
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The overall mean reading time was 593 msec/worgurgi 1 below shows the
grand mean reading times for all three conditiongach word position. Reading
times were nearly identical across the first foosipons (all p>.05), as they should be
since the sentences were identical across thos#opss

0o

400 —
i —l- s
T —4—  [0-Bixs
200 —
i —dh—  SC-Bins
0 | | | | | |
SVO: Teacher dislike that parent PERIOD
DO-Bias: Teacher didike that parent scold DE student PERIOD
SC-Bias:Teacher believe that parent scold DE student grade improve PERIOD

Figure 1. Reading timesfor simple SVO, DO-bias, and Clause-bias sentences

The fifth position was a sentence-final periodha simple SVO condition while it
was a second verb in the other two conditions, soneraningful comparison can be
made across all three conditions at that point. éi@m, the comparison between the
conditions with DO-bias and Clause-bias verbs iamregful and informative at this
position, since this is where an effect of the mshe main verb was predicted to
appear. Readers slowed down reliably on this wdtdr aa DO-bias main verb
compared to after a Clause-bias main verb (t(10028; p<.05), suggesting that they
were surprised by the appearance of a second fterbaaDO-bias verb but not after a
Clause-bias verb. As stated previously, the ing@ven positions between (3b) and
(3c) were identical except at the main clause \mbition. Before comprehenders
come to DE, they might interpret the structure aatlzer sentential clause. Thus the

prolonged reading times at the scold position canded to argue the verb bias effect
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that the current study had tried to manipulate.

Even though we have gained evidence that Mandaeakers make use of verb
bias effect to disambiguate sentences, readingstiaehe following positions also
deserved our attention. If we look at (3b), we tearthat the reading times at the last
two positions got much elevated than those postion (3c) and this could be
attributed to the double layers of difficulties esisted with the structure while there
is only one layer of difficulty in (3c), as reflect by the fact that the slowest reading
times in (3b) was much slower than that in (3c)adteg times remained reliably
slower in the condition with DO-bias main verbsass the rest of the sentence (DE:
t(1004)=2.34, p<.05; RC Head Noun: t(1004)=4.680A@<xRC Head Noun plus one:
t(989)=3.88, p<.01), suggesting that readers hauy-lasting difficulty when a
DO-bias verb was followed by a clause, even whéurited out that that clause was a

relative clause modifying a direct object.

6. Discussion

The structural bias of the main verb in the sergemfluenced readers’
expectations about whether another verb would appesvnstream. When the
sentence’s main verb was DO-bias (edigliked, readers were not expecting another
verb and thus slowed down when one (esgalded appeared. There was no similar
slowing on the second verb when the first verb @kaise-biased (e.goelieved. As
stated previously, given that the two structurescamparison are identical from
region one to region five, the difference in regdimes can be attributed to verb bias
effect since we have ruled out the other possybdiich as the coming of another
structure. Our study therefore showed that Mandspigakers were able to make use
of probabilistic knowledge about verb argumentctite preferences just as English
speakers do. These results are most consistent euattstraint-based language
processing models that combine multiple kinds oformation interactively
throughout the comprehension of sentences. Evemgth@ two-stage model may
suggest that the faster reading times could refteatprehenders’ faster reanalysis,
the model is not able to explain the differencevahaip in this study: why one
structure elicited faster responses while the otl@mot when the two structures are
identical except at the manipulated position.

In the experimental items used in this experimtémd,sentence always ended with
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a structure that was consistent with the verb’s.bidat is, sentences with DO-bias
verbs always had a DO-structure (where the DO dedua relative clause) and
sentences with Clause-bias verbs always had a ndEhteomplement structure
(where the subject of the sentential complemerniuded a relative clause). Few of
the distractor items included verbs that could tekéh DO and SC structures, and
none of them used verbs like these in sentenceéslith@ot match their bias. Thus, it
is possible that subjects learned to strategicallymore heavily on knowledge about
verb bias than they would under more normal cirdcamses. However, this seems
unlikely for two reasons. First, people generallyribt have reliable intuitions about
verbs’ structural preferences, even though theidireg times pattern in accordance
with them. Second, in studies investigating the@# of verb biasn English, the
effects remain robust even when half of the expenit@ trials use the verbs in
structures that do not match their bias (Garnsegl.el997, Wilson and Garnsey
2009). If subjects were learning over the coursthefexperiment not to rely on bias
because of its unreliability, or if immediate expace in the context of the
experiment were shifting their biases, then veuds @ffects should go away under
these circumstances, but they do not. Therefofell@v-up study that fully crosses
verb bias with sentence completion type in Mandagntences should be conducted
to rule out the opportunity for strategic procegsinother reason that such a
follow-up study should be done is to determine Wwhethe influence of verb bias on
Mandarin speakers’ comprehension is similar to éheects observed for English
when the bias exists in both simple direct objactucsures and more complex
sentential complement structures (Wilson and Ggra6e9).

In sum, the current study has shown that, like Bhghative speakers, Mandarin
speakers can make use of the information that isiedainside the verb to
disambiguate sentences. Even though difficult ttines with relative clauses were
used as stimuli, the study indicated still showealders faster reading times when the

sentence structure is matched with the readergaapon.

References

Bever, Thomas. 1970. The cognitive basis for lisiaistructures. Ii€ognition and
the Development of Languaged. by J. R. Hayes, 279-362. New York: Wiley.

87



37.1 (January 2011)

Bryk, Anthony S., and Stephen W. Raudenbush. 1B8&archical Linear Models
Newbury Park: Sage.

Clark, Herbert. 1973. The language-as-fixed-effaffacy: A critique of language
statistics in psychological researchournal of Verbal Learning and Verbal
Behavior12:335-359.

Clifton, Chuck, Lyn Frazier, and Cynthia Connin€84. Lexical expectations in
sentence comprehensiodournal of Verbal Learning and Verbal Behavior
23:696-708.

Clifton, Chuck, Matthew Traxler, Mohamed Taha, RidaWilliams, Robin Morris,
and Keith Rayner. 2003. The use of thematic rol®rmation in parsing:
Syntactic processing autonomy revisitebhurnal of Memory and Language
49:317-334.

Cohen, Jacob. 196%tatistical Power Analysis for the Behavioral Scies New
York: Academic Press.

Ferreira, Fernanda, and Chuck Clifton. 1986. Thdependence of syntactic
processingJournal of Memory and Langua@®:348-368.

Fodor, Janet Dean, and Lyn Frazier. 1980. Is the®MiSan ATN? Cognition
8:417-459.

Frazier, Lyn. 1987. Sentence processing: A tutonialiew. Attention and
Performance Xll: The Psychology of Readiregl. by M. Coltheart, 559-586.
London: Erlbaum.

Frazier, Lyn. 1995. Constraint satisfaction asest of sentence processidgurnal
of Psycholinguistic Resear@4:437-468.

Garnsey, Susan, Neal Pearimutter, Elizabeth Myerd,Melanie Lotocky. 1997. The
contribution of verb bias and plausibility to thentprehension of temporarily
ambiguous sentencekurnal of Memory and Langua@d:58-93.

Holmes, Virginia, Laurie Stowe, and Linda Cuppl&889. Lexical expectations in
parsing complement verb sentence®urnal of Memory and Language
28:668-689.

Just, Marcel Adam, and Patricia Carpenter. 1992apacity theory of comprehension:
Individual differences in working memorlysychological Revie@8:122-149.

Jaeger, Florian. 2008. Categorical Data Analysiswayz from ANOVAs
(transformation or not) and towards Logit Mixed Mdtsl Journal of Memory and
Languageb9:434-446.

88



Kennison, Shelia. 2001. Limitations on the use @fbvinformation during sentence
comprehensiorPsychonomic Bulletin & Revie@i132-138.

King, Jonathan, and Marcel Just. 1991. Individutiecences in syntactic processing:
The role of working memorylournal of Memory and Langua@®:580-602.

Lin, Yowyu. 2003.Word order, animacy, and agreement cues in senf@ocessing
by L1 Mandarin EFL learners. M.A. thesis, Univeysf Hawai‘i at Manoa.

Lin, Yowyu. 2005. Word order, animacy, and agreeinoemes in sentence processing
by L1 Mandarin EFL learners. Paper presented aiMigevestern Conference on
Culture, Language, and Cognition, Northwestern ©rsity.

Lin, Yowyu, and Susan Garnsey. 2010. Animacy arel rssolution of temporary
ambiguity in relative clause comprehension in MaimdaProcessing and
Producing Head-final Structuregd. by H. Yamashita, Y. Hirose, and J. Packard,
241-275. Amsterdam: Springer.

Lu, Hsin-Yi, and Susan Garnsey. 2008. Whose selfydo mean?---Processing
Mandarin Chinese reflexives. Poster presentedeaCliNY 2008 Conference on
Human Sentence Processing, The University of NGetolina at Chapel Hill.

Lu, Hsin-Yi, and Susan Garnsey. 2009. Processingnddian reflexive “ziji” in
context. Poster presented at the CUNY 2009 Conferemm Human Sentence
Processing, University of California, Davis.

Jackendoff, Ray 1972Semantic Interpretation in Generative Gramm&ambridge,
Massachusetts: The MIT Press

Pickering, Martin, Matthew Traxler, and Matthew €Cker. 2000. Ambiguity
resolution in sentence processing: Evidence agbledihood. Journal of Memory
and Languagé3:447-75.

Stowe, Laurie. 1986. Parsing WH-constructions: Emge for on-line gap location.
Language and Cognitive Procesge227-245.

Trueswell, John. 1996. The role of lexical frequemcsyntactic ambiguity resolution.
Journal of Memory and Langua@®:566-585.

Trueswell, John, Michael Tanenhaus, and Susan &ard994. Semantic influences
on parsing: Use of thematic role information in tagtic ambiguity resolution.
Journal of Memory and Langua@a:285-318.

Wilson, Michael, and Susan Garnsey. 2009. Makingpt sentences hard: Verb bias
effects in simple direct object sentencdsurnal of Memory and Language
60:368-392.

89



37.1 (January 2011)

[Received 1 October 2010; revised 21 December 2@t0epted 18 January 2011]

Department of English

National Cheng-Chi University
Taipei, TAIWAN

Yowyu Lin: youyulin@nccu.edu.tw

Department of Psychology

University of lllinois, Urbana-Champaign
Champaign, U.S.A.

Susan Garnsey: garnsey@illinois.edu

90



HEIEHEER Y PIHATFOIZIRE

Mt FY Susan Garnsey
B 31 056 K PRERL—FHRE

ULk E TR B P RUAS RS SR AR F R BT B - BRI
#it > P Tadmitted, fRiAIELREH R T4 0 JRECEEAZ A © ARG
eI - A AR E T admitted, RIAIR LB TRIIRF » REAFTAELERY
BRI NEEE LI - HATRS IR » 38 RS ERHE AT AR S 5L -
SR IE— PR G 77 AT DASHE R 22 P SNSRI s B AR 14 2k
Rt > SRR SO RS R AT I | RS sC - BRfR ). T HE ) IR
TERRR T 1] o AT 2 EHBHERR TR - IERFRRIAS
R PR LB G LAl — DA RE Rl 5 5 AN AR A 2 B
i o ASCEAEMHTHE SRR TR T AE TR RHERRGIRIL T -
DA s S RERBHOBE A 2 A5 S LUE 2T BRa A B RO A i K T
NG R BERE A o RS AR R P SRR SO AN > sl i
B T PSR R BBl ORI bR R ) © IESF -
ARG R SRR = (o B AEBRE D SR THYIRF e & [RIRF R AN RIRR
R B AT -

RS  LEERE S S BRI ~ BGR TR~ BSE BRSO
=g

91



