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A B S T R A C T

The Universal Soil Loss Equation (USLE) and its revised version (RUSLE) are often used to estimate soil erosion at
regional landscape scales. USLE/RUSLE contain parameters for slope length factor (L) and slope steepness factor
(S), usually combined as LS. However a major limitation is the difficulty in extracting the LS factor. Methods to
estimate LS based on geographic information systems have been developed in the last two decades. L can be
calculated for large watersheds using the unit contributing area (UCA) or the slope length (λ) as input para-
meters. Due to the absence of an estimation of slope length, the UCA method is insufficiently accurate.
Improvement of the spatial accuracy of slope length and LS factor is still necessary for estimating soil erosion.
The purpose of this study was to develop an improved method to estimate the slope length and LS factor. We
combined the algorithm for multiple-flow direction (MFD) used in the UCA method with the LS-TOOL (LS-
TOOLSFD) algorithms, taking into account the calculation errors and cutoff conditions for distance, to obtain
slope length (λ) and the LS factor. The new method, LS-TOOLMFD, was applied and validated in a catchment with
complexly variable slopes. The slope length and LS calculated by LS-TOOLMFD both agreed better with field data
than with the calculations using the LS-TOOLSFD and UCA methods, respectively. We then integrated the LS-
TOOLMFD algorithm into LS-TOOL developed in Microsoft's .NET environment using C# with a user-friendly
interface. The method can automatically calculate slope length, slope steepness, L, S, and LS factor, providing the
results as ASCII files that can be easily used in GIS software and erosion models. This study is an important step
forward in conducting accurate large-scale erosion evaluation.

1. Introduction

Large-scale soil erosion is a severe problem affecting the develop-
ment of China, particularly on the Loess Plateau. The Chinese Soil Loss
Equation (CSLE) (Liu et al., 2002), which was derived from the Uni-
versal Soil Loss Equation (USLE) (Wischmeier and Smith, 1978) and the
subsequent revised USLE (RUSLE) (Renard et al., 1997), was used to
estimate soil erosion in China at the scale of regional landscapes (Yao
et al., 2012). USLE/RUSLE and CSLE are often used to estimate soil
erosion for large areas, up to country level (Yang et al., 2013). The
USLE/RUSLE/CSLE equation computes the average annual soil erosion
by multiplying several factors together, which includes: rainfall (R)
factor (MJ mm ha−1 h−1 y−1); soil erodibility (K) factor
(Mg h−1 MJ−1 mm−1); slope length and steepness (LS) factor; cover
management factor (C) and support practice factors (P). L, S, C, and P
are dimensionless. The details of these parameters and their effects on

erosion prediction are discussed in Renard et al. (1991, 1997).
L and S in the equation are generally combined as LS, representing

the effect of the topography on erosion rates (Van Remortel et al.,
2004). The equations for calculating LS in the RUSLE are:

= ⋅LS L S (1)

= λL ( 22.13)m (2)

= +m β β(1 ) (3)

= ⋅ +β θ θ(sin ) [3 (sin ) 0.56]0.8 (4)
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S θ θ
S θ θ

10.8 sin 0.03 9%
16.8 sin 0.5 9% (5)

where λ is the slope length (m), m is a variable length-slope exponent, β
is a factor that varies with slope gradient, and θ is the slope angle.
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Slope length (λ) in this equation has been defined as “the distance
from the point of origin of overland flow to either of the following,
whichever is limiting for the major part of the area under consideration:
(a) the point where the slope decreases to the extent that deposition
begins, or (b) the point where runoff enters a well-defined channel that
may be part of a drainage network or a constructed channel such as a
terrace or diversion” (Wischmeier and Smith, 1978).

USLE and RUSLE were originally developed for gently sloping
cropland and the topography factor (LS) was one dimension. When
applying USLE or RUSLE equation to calculate the average annual sheet
and rill erosion per unit area at watershed or even larger scales, how-
ever, topography becomes two-dimensional and LS is more difficult to
estimate than other terms in the equation (Ligonja and Shrestha, 2015;
Van Remortel et al., 2004). Procedures have been developed in the last
20 years that allow the use of geographic information systems (GISs) to
generate both USLE- and RUSLE-based validated algorithms used to
calculate LS.

Moore and Wilson (1992) presented a simplified equation using unit
contributing area (UCA) to calculate LS for three-dimensional terrain:

= ⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

θLS A
22.13

sin( )
0.0896

,
m n

s

(6)

where As is the unit contributing area (m), θ is the slope in radians, and
m (0.4–0.56) and n (1.2–1.3) are exponents.

Desmet and Govers (1996) used the algorithm for multiple-flow
direction (MFD) developed by Quinn et al. (1991) to calculate con-
tributing areas and then LS in cells of data for digital elevation models
(DEMs). Winchell et al. (2008) and Rodriguez and Suarez (2012) im-
proved this method by comparing several variations of the GIS ap-
proach. A new European topographical factor was extracted using the
UCA method (Panagos et al., 2015). The advantage of the UCA method
to replace the slope length, as proposed in all these methods, is its ease
of calculation. However, RUSLE/USLE cannot be used to China directly
because China has more steep slopes (>10°). Therefore, CSLE was
developed taking into consideration the Chinese soil environment (in-
cluding the modified equation that can calculate LS factor in >10°
conditions). Thus the UCA method which was designed for RUSLE/
USLE cannot be used directly for CSLE. In CSLE, the calculation of L is
based on the slope length:

=
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= < ≤
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= >

λ
m θ
m θ
m θ
m θ

L ( 22.1)
0.2 1.7%
0.3 1.7% 5.2%
0.4 5.2% 9%
0.5 9%

m

(7)

where λ is the slope length (m), m is a variable slope-length exponent,
and θ is the slope angle (°). S is calculated based on slope steepness,
including the steep slopes occurring on the Loess Plateau of China.
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S
10.8 sin 0.03 9%
16.8 sin 0.05 9% 17.6%
21.9 sin 0.96 17.6% (8)

Slope length is also needed to predict zones of soil deposition
(Winchell et al., 2008). A valid method for calculating slope length
would thus be a good way to apply the CSLE to the Loess Plateau.

Dunn and Hickey (1998), Hickey (2000), Van Remortel et al. (2001,
2004), and developed new models for identifying breaks in slope length
involving changes in the slope turning point and channels based on the
definition of slope length (Wischmeier and Smith, 1978). These
methods can overcome some of the disadvantages of the UCA method
(Galdino et al., 2016), such as not considering channels. These
methods, however, use algorithms for single flow direction (SFD)
(O'Callaghan and Mark, 1984) to calculate slope length, which allows
only parallel and convergent flows and produces biased results when
using DEMs (Orlandini et al., 2014). Moore and Burch (1986a, 1986b)
recognised that higher rates of erosion or deposition occurred at the

convergence of a catchment, as also postulated in USLE/RUSLE/CSLE.
These results have implied that sheet flow had the lowest sediment
transport capacity and that the topographic convergence or divergence
in a catchment could increase or decrease the unit stream power and
the capacity of sediment transport. MFD algorithms can accommodate
convergent and divergent flow and perform better than SFD algorithms
for real terrains (Orlandini et al., 2012; Wilson et al., 2007). The UCA
method therefore uses an MFD algorithm to estimate LS. However, the
UCA method has not been used to calculate the slope length, taking into
consideration the cutoff conditions. Therefore, improvement of the
spatial accuracy of slope length and LS factor is still necessary for es-
timating soil erosion (Feng et al., 2016).

The aim of this paper is to propose an improved algorithm that
combine the advantage of UCA method and the LS-TOOLSFD method. A
GIS-based method for calculating λ and slope steepness were devel-
oped. The calculated slope length and steepness were then entered into
a newly developed algorithm to calculate LS, taking the cutoff position
for slope change and channel network into consideration and using the
MFD algorithm. The new method, LS-TOOLMFD, was applied to the
Xiannangou catchment in China. The calculated slope length and LS
were compared with those calculated using the UCA method, LS-
TOOLSFD, and field data. This algorithm can save computing time and
improve the accuracy of large scale erosion modeling.

2. Materials and methods

2.1. Cell-based slope length calculation

The calculation algorithm for slope length and flow convergence as
developed by Van Remortel et al. (2004), was revised by Zhang et al.
(2013). The equation to calculate the slope length is:

= −λ
A

D
,i j

i j out

i j
,

,

, (9)

where Ai , j− out is the contributing area at the outlet of grid cell with
coordinates (i,j) (m2), Di , j is the effective contour length of coordinates
(i,j) (m), and λi , j is the slope length of coordinates (i,j) (m).

In differential form:

∫=λ λ t dt( ) .i j i j

i j
, ,

,

0 0 10

A cell is the basic calculation unit for raster data, and slope length
can be defined as accumulating each cell's slope length (CSL) along a
flow path from its start point (i0, j0) to its end point (i,j):

∫ ∫=λ didjCSLi j i

i

j

j
i j, ,

0 0 (11)

We revised the equations by Zhang et al. (2013).CSL will be de-
termined by slope aspect when the MFD algorithm is used, because
different aspect means a different length of the current cell.

The algorithm for a third-order finite difference (3FD) (Wood, 1996)
was used to calculate slope aspect and gradient because it is the least
sensitive to the DEM data error (Zhou and Liu, 2004). The calculation of
CSL and slope length using the MFD algorithm is described in the next
section.

2.2. LS-TOOLMFD: LS calculation

Our methodology to calculate the slope length, slope steepness, L
and S is illustrated in Fig. 2:

Step 1: Input DEM data (an ASCII file with header information).
Step 2: Analyse the DEM data to look for sinks. If an isolated cluster

of sinks (>5 cells) is encountered, the calculation will stop, otherwise
the following steps will be executed.

Step 3: Fill any spurious (i.e. no data and sink) single cells within
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the source DEM using an routine iterative method (Van Remortel et al.,
2004).

Step 4: Use the 3FD algorithm (Wood, 1996) to estimate the slope
angle and aspect.

Step 5: Calculate cell downhill-flow direction (outflow proportion)
and cutoff point for each direction using the MFD algorithm.

Step 6: Calculate CSL using the slope aspect.
Step 7: Use a forward-and-reverse traversal method to calculate the

contributing area of each cell.
Step 8: Calculate slope length using the data for the outflow pro-

portion, cell slope length, and contributing-area threshold.
Step 9: Determine L using the slope length and the slope-length

exponent.
Step 10: Calculate S using the slope angle.
Step 11: Calculate LS.
We focused on the calculation of slope length and LS (steps 4–8),

which are described in detail below.

2.3. Estimation of slope angle and aspect

After the depressionless DEM data have been produced, the slope
angle (θ) and aspect (A) of the cell in the downhill direction is calcu-
lated by the 3FD algorithm (Wood, 1996):

= +θ f farctan x y
2 2

(12)
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⎝
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− ° ≠A
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f
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f270 arctan 90 ( 0)y

x

x

x
x
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The computational algorithms to calculate fx and fy in Eqs. (12) and
(13) are:

= − + − + −f z z z z z z d( ) 6x 5 7 4 8 3 1 (14)

= − + − + −f z z z z z z d( ) 6y 1 7 2 6 3 5 (15)

where z1 to z9 are the elevations of cells 1 to 9 (Fig. 3a), d is the grid cell
size, and fx and fy are the gradients in the W-E and N-S directions.

2.4. Calculation of outflow direction

The MFD algorithm assigns the outflow proportion for each down-
slope direction. The calculation and the relative amount are then cal-
culated as (Quinn et al., 1991):

=
∑
=

P θ L

θ L
Δ tan

tan
i

i i

j

n

j j
1 (16)

where ΔPi is the amount (proportion) passed onto the ith downhill cell,
n is the total number of downhill directions (max. 8), i is one of the
eight cells surrounding the current cell, Li is either the cardinal
(0.5 ∗ grid size) or diagonal (0.354 ∗ grid size) contour length of the ith
direction, and θi is the gradient in the ith downhill direction.

The termination of a slope length was determined by the two con-
ditions defining the slope length: the slope cutoff point and the channel
network. The MFD algorithm divides the flow out of a cell over several
receiving cells, so the cutoff points were saved in memory as cutoff
directions (Fig. 3b). The outflow proportion should be expressed by
considering the cutoff point. For our purposes, the cutoff point where
the sediment will be deposited was defined by the gradient from the
central cell to the eight surrounding cells. For example, if the elevation
was higher in the central cell than any of the eight surrounding cells
and the change of slope angle between the central cell and the sur-
rounding cells was >50% (slope decreasing by >50%), then the cell in
this direction was the cutoff point, and the next cell could not accu-
mulate the slope length from the current direction. We used the ele-
mentary cutoff conditions in Fig. 1 to calculate the slope length and

thus made the following assumptions for the USLE/RUSLE equation
(Griffin et al., 1988; Wilson, 1986): 1) for slopes >5%, the turning
point (P1, Fig. 1) is when the change in gradient is >70%, 2) for slopes
<5%, the turning point is when the change in gradient is >50%, or 3)
the turning point is when a channel network is encountered (P2, Fig. 1).

The data points of the flow proportion for each direction are created
as calculated by the algorithm and saved as a floating-point format
matrix. Since ΔPi is always a positive value, in order to differentiate the
cutoff point direction from other directions, the programme will save
ΔPi as −ΔPi in the matrix if direction i is the cutoff point direction.
(Fig. 3b) This proportion does not accumulate to the next cell in this
direction, so every point of the matrix has eight values representing the
eight directions.

Fig. 1. Slope length for USLE/RUSLE/CSLE. λ1 is the distance from the point of origin of
overland flow to point P1 where the slope decreases to the extent that deposition begins,
and λ2 is the distance from the cutoff point (P1) (which is also a new start point of a new
slope length due to deposition) to where runoff enters a channel (P2).

Fig. 2. Flowchart of the procedure for calculating slope length, slope steepness, L, S, and
LS in the algorithm of this paper.
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2.5. Calculation of cell slope length (CSL)

CSL is the distance from the cell itself to the next cell along the flow
direction. Distance over raster DEMs are normally calculated step-by-
step accumulating Euclidean distances, which depends on the size of
the cells and on the direction of travel between cells. This is not always
the actual length. As has been pointed out, this standard way of cal-
culating length or distance leads to errors, because the distance are
correct only at angles that are multiple of 45°, even when using a high-
resolution raster (da Paz et al., 2008; de Smith, 2004). This was called
distance transforms error. In a previous study, Zhang et al. (2013)
showed that LS-TOOLSFD estimated slope lengths to be slightly longer

than slope length as measured in the field in some locations. In the
present study, we used the values of the distance transforms used by da
Paz et al. (2008) to reduce errors, which are almost 0.962 times the
CSL. The size of the cells was thus calculated using:

= ∗d θCSL 0.5 if slope steepness ( ) is 0, or (17)

= ∗ ∗ +d a A A θCSL (| sin | | cos |) if is not 0 (18)

where a is 0.962 (da Paz et al., 2008), A is the slope aspect (°), and d is
the cell size (m).

Fig. 3. Cell code, outflow proportion and cutoff
directions from the DEM. (a) The cell code for a
3 × 3 window used in Eqs. (15) and (16). (b)
3 × 3 DEM data (elevations (m)) were used to
calculate outflow proportions and cutoff direc-
tions. (c) The outflow proportions in eight di-
rections; 0 indicates no flow proportion, the ne-
gative number represents the cutoff direction,
and the sum of the proportion was 100% for each
grid.

Fig. 4. Calculation of the contributing area. (a) The
original DEM elevations in metres. (b) The outflow
proportion of each cell in the eight directions (blue
border cells are the portion of the surrounding cells
added to the red border cell depending on the por-
tion). (c) The initial contributing area. (d) The con-
tributing area of the second cell in the calculation
using the DEM data. The data for outflow proportion
and initial contributing area are shown in the red box:

2.49 = 1 + 1 × 1+ 1× 0.35 + 1× 0.14 + 1× 0+ 1× 0. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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2.6. Calculation of accumulated area

Calculating the accumulated area using the matrix for the outflow
proportion is the first step for extracting channels. Tarboton et al.
(1991) suggested that channels could be identified by calculating the
accumulated-area array matrix and defining channels as pixels ex-
ceeding a threshold of accumulated area. If the accumulated area of a
cell in the direction of the outflow of the current cell is larger than the
threshold, the cell should be part of a channel network, and the accu-
mulation of slope length is then terminated.

The calculation of the accumulated area was an iterative procedure
calculated by an algorithm for forward-and-reverse traversal accumu-
lation using the initial accumulated-area (Fig. 4c) and outflow-direction
matrices (Fig. 4b):

(1) The accumulated-area matrix is created with an initial value of 1

assigned to all cells in the matrix except those with no data
(Fig. 4c).

(2) Using a forward traversal method beginning with the upper left cell
moving cell by cell to the lower right cell of the array matrix (left to
right and top to bottom), sum the accumulated area value of the
surrounding eight cells (accumulated area value multiply corre-
sponding absolution value of outflow portion values if it's not zero)
which flow into the current cell. If the sum value plus the initial
accumulated area matrix is greater than the current value then new
value replaces the current cell value. In this way, the forward di-
rection traverse (i.e., from the upper left to the lower right) accu-
mulates all possible flowpath cells flowing to the east, southeast and
south directions (Fig. 4d).

(3) A reverse traversal method is applied from the lower right to the
upper left. The process is the same as the forward method; a smaller
value must be replaced with a larger value.

Fig. 5. (a) The main map shows the location of the Xiannangou catchment (light green shading) on the Loess Plateau in the middle reaches of the Yellow River Basin. The inset map shows
the location of the Loess Plateau in China. (b) The map shows the 5-m DEM of the study site. Red dots are mainly hilltops, ridges, or local high points; green dots are channels, gullies, or
roads; and blue dots are gently rolling areas. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 6. The GUI of LS_TOOL. The section denoted by A, B, C,
D, and E are as described in the text.
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Fig. 7. Frequency and cumulative-fre-
quency curves for slope length (a, c) and LS
(b, d) produced by LS-TOOLMFD (a, b) and
LS-TOOLSFD (c, d) for the study area.

Fig. 8. Spatial distribution of slope length and LS
calculated using LS-TOOLSFD and LS-TOOLMFD.
(a) The 5-m DEM data for the Xiannangou
catchment (right map) with details for a subset of
the data (left map). (b) Test run for slope length
using LS-TOOLMFD (mean, 66.13; SD, 67.34). (c)
Test run for LS using LS-ToolMFD (mean, 11.97;
SD, 8.93). (d) Test run for slope length using LS-
TOOLSFD (mean, 61.69; SD, 65.66). (e) Test run
for LS using LS-ToolSFD (mean, 8.94; SD, 8.56).
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(4) The forward-and-reverse traversal method is run iteratively until
the accumulated area in any cell no longer changes.

2.7. Accumulated slope length

Slope length can be calculated using the data for CSL, outflow
proportion, and accumulated area. Calculating accumulation is similar
to the previous section. Calculating the slope length, however, requires
that the outflow proportion for the surrounding eight cells is >0 and
that the accumulated area of these cells is smaller than the threshold.
The slope length of the current cell is the CSL of the cell summed with
the current values multiplied by the outflow proportions for all eight
surrounding cells.

2.8. Determination of L, S, and LS

S factor and L factor can now be calculated. We used the equations
by (McCool et al., 1997) for calculating the RUSLE LS and the equations
by Liu et al. (2002) for calculating the CSLE LS. The LS-TOOL algorithm
was integrated as a tool which can automatically calculate slope length,
slope steepness, L factor, S factor, and LS factors, providing the results
as ASCII files which can be easily used in some GIS software.

2.9. Comparison of slope length and LS estimated by different methods with
field data

We applied our method in the Xiannangou catchment (44.85 km2)
on the northwestern Loess Plateau, Shaanxi Province, China (Fig. 5),
centred at 36.72°N, 109.30°E. We used a hydrologically correct DEM

(Hc-DEM) data set (Yang et al., 2007) with a grid size of 5 m per pixel.
A Hc-DEM is a depressionless DEM of good quality which can be de-
veloped using topographic and hydrographic data from topographic
maps with TOPOGRID in ARC/INFO or ANUDEM (Liu et al., 2002;
Zhang et al., 2017).

We compared slope length and LS calculated by LS-TOOLMFD with
those collected from field work following the field instructions for
sampling suggested by (McCool et al., 1997) and (Griffin et al., 1988).
Obtaining slope lengths and gradients for the entire catchment was
difficult, actually, an infinite number of slope lengths exist in the field
so some particular position on the landscape were chosen as the loca-
tion for a slope length. We selected a subset of 200 sample locations
(Fig. 5b). Red dots are mainly hilltops, ridges, or local high points;
green dots are channels, gully, or roads. For the gently rolling areas
(Blue points), we walked upslope from the local high points, moving
perpendicular to the contour, until the origin of overland flow is
reached. In order to avoid the errors of field data, 85% slopes are short
slope (length < 100 m).

The three GIS methods (UCA, LS-TOOLSFD, and LS-TOOLMFD) were
compared by calculating slope length and LS using each method. To
find a reasonable value for the accumulation threshold for the DEM
used, 25 channel head points were labelled on the Google image of the
study area and multiple accumulation thresholds were tested. Finally,
we selected a threshold of accumulated area of 4000 m2 for LS-
TOOLMFD, because this threshold corresponded well to the real chan-
nels.

With the UCA, because there is a threshold of the slope length which
usually does not exceed 1000 ft (304.8 m) (Renard et al., 1997). We
chose to use Eq. (6) (m= 0.4, n = 1.3) following Jabbar's (2003)

Fig. 9. Linear-regression relationship of slope
length (a, c) and LS (b, d, e) for the field data with
LS-TOOLMFD, LS-TOOLSFD, and the UCA method.
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approach, with a maximum accumulation of 60 grid cells using the
spatial analyst tools in ArcGIS.

The LS-TOOLSFD method was implemented using C# program
(Zhang et al., 2013).

The graphical user interface (GUI) of LS-TOOLMFD is shown in Fig. 6.
To use and compare the difference of the two methods (LS-TOOLSFD and
LS-TOOLMFD), we integrated the LS-TOOLMFD algorithm into LS-TOOL
developed by Microsoft's .NET environment using C# with a user-
friendly interface (Zhang et al., 2013). The user interface is thus similar
to that of LS-TOOLSFD, but the algorithm is completely different. The
five sections most relevant for the calculation of LS are denoted in red
from A to E. Their functionality is described by Zhang et al. (2013). The
only different section is D: radio button ‘MFD’ should be selected for
calculating slope length, slope steepness, S, L, and LS using our MFD
algorithm. The other methods indicated in section D of Fig. 6 (FMFD,
Dinf and DEMON) are not available at the moment, they will be fin-
ished in ongoing further research.

The accuracy of slope length and LS calculated using the various
algorithms were evaluated by determining the linear-regression re-
lationship and the root mean square error (RMSE) of the residuals:

=
∑ −
=

L l

n
RMSE

( )
i

n

i i
1

2

(19)

where n is the number of studied grid cells, Li is the calculated slope
length or LS at grid cell i, and li is the reference slope length or LS from
the corresponding grid cell calculated with the DEM of the Xiannangou
catchment (Fig. 5).

3. Results

3.1. Comparing slope length and LS calculated by the different methods

Frequency and cumulative-frequency curves for slope length and LS
calculated by LS-TOOLSFD and LS-TOOLMFD are shown in Fig. 7.

Slope lengths calculated using LS-TOOLMFD were normally dis-
tributed, with 67.4% of the slope lengths <80 m, 81.5% <120 m, and
95.2% <300 m (Fig. 7a). The LS values were also normally distributed,
with 99.4% <72, 88.2% <30, and 53.2% between 7 and 22 (Fig. 7b).
These LS results agreed well with those reported by McCool et al.
(1997).

Slope length and LS calculated using LS-TOOLSFD are shown in
Fig. 7c and d, with 68.3% of the slope lengths <80 m, 81.8% <120 m,
and 95.6% <300 m, and with 99.5% of the LS values were <72,
88.3% <30, and 54.3% between 7 and 22. The cumulative frequency
was thus lower using LS-TOOLMFD than LS-TOOLSFD for the same slope
length.

LS-TOOLMFD produced a smoother and more gently increasing fre-
quency curve for slope length than LS-TOOLSFD. Under the influence of
slope length, the frequency curve for LS calculated by LS-TOOLSFD in-
creased abruptly near a value of 5 (Fig. 7d).

3.2. Comparing spatial distribution of slope length and LS estimated by the
different methods

The spatial distribution of the slope lengths calculated by the two
methods is shown in Fig. 8. For clarity, we used a subset of the DEM

data (Fig. 8a).
The slope length and LS obtained by LS-TOOLMFD spatial distribu-

tions were smoother (Fig. 8b, d) than the LS-TOOLSFD distributions
(Fig. 8c, e). This indicated less abrupt variations in the magnitude of
slope length and LS factor for adjacent cells. LS-TOOLMFD produced a
longer mean slope length (>4.44 m) than LS-TOOLSFD (Fig. 8d). Under
the influence of slope length, LS-TOOLMFD also produced a higher LS
(>3.03) than LS-TOOLSFD.

The performance of LS-TOOLMFD varied in different parts of the
landscape (Fig. 8d). Shorter slope lengths were distributed at the ridges,
rills, and channels. Slope lengths increased smoothly in the downhill
direction. Convergence and divergence could be accommodated. The
shorter slope lengths calculated using LS-TOOLSFD (Fig. 8e) were also
distributed on the ridges and in the channels, but the slope lengths
increased discontinuously along the hillslopes, which did not corre-
spond well with the real terrain.

3.3. Comparison with field data

We compared slope length and LS calculated by the UCA method,
LS-TOOLMFD, and the field data. The UCA method could only calculate
LS, so we only compared the LS values from the LS-TOOLMFD and field
data.

LS-TOOLMFD calculated slope length better than LS-TOOLSFD when
compared to the results from the field data (Fig. 9a, c). LS-TOOLMFD

also calculated LS better than LS-TOOLSFD and the UCA method.
(Fig. 9b, d, and e).

The RMSEs of the slope length and LS calculated by LS-TOOLMFD,
LS-TOOLSFD, and the UCA method are presented in Table 1. LS-
TOOLMFD slope lengths closely coincided with the slope length esti-
mated from the subset of DEM data. The LS calculations were also si-
milar to the values of the field data. These results suggest that LS-
TOOLMFD provides the best calculations for slope length and LS, i.e. best
approximating the field data.

4. Discussion

The main differences between the results from LS-TOOLMFD and LS-
TOOLSFD were due to the large differences between the SFD and MFD
methods in the allocation of slope length: the MFD method disperses
flow along several directions, but the SFD method is a nondispersive
method where the direction of flow is only in the steepest direction. The
frequency curves for slope length and LS are thus more smooth for LS-
TOOLMFD than for LS-TOOLSFD (Fig. 7). Slope length and LS calculated
by LS-TOOLMFD increased more gently along hillslopes because of the
dispersive feature (Fig. 8d, e), and the mean slope lengths were higher
than calculated with LS-TOOLSFD. The percentages of slope length
<300 m and LS <22 were thus higher with LS-TOOLMFD than LS-
TOOLSFD (Fig. 7).

Slope length normally increases steadily along a hillside before
reaching the cutoff point, so the slope length of the frequency curve was
expected to change smoothly. The frequency curve for slope length was
smoother and more evenly distributed with LS-TOOLMFD than LS-
TOOLSFD (Fig. 7a, c), and better matched the field data.

LS-TOOLMFD produced smoother patterns of spatial distribution for
slope length and LS than LS-TOOLSFD, mainly because of the different
algorithms for flow direction. LS-TOOLMFD, using the MFD algorithm,
uses weighted values to reduce cell-to-cell differences. LS-TOOLSFD,
however, using the SFD algorithm, uses the steepest downslope direc-
tion to calculate slope length, so all slope length will be transferred to
the next cell, thereby increasing the variances and skews of the dis-
tributions. These results agreed with those by Wolock and McCabe
(1995), who compared single-flow and multiple-flow direction methods
for the soil-erosion model TOPMODEL. Wilson et al. (2007) compared
the hydrological performance of the flow-routing algorithms and also
found that the SFD method produced more ‘low flow’ cells. (Orlandini

Table 1
RMSEs of the slope length and LS calculated by all three methods.

Method Slope length LS

LS-TOOLMFD 24.24 4.27
LS-TOOLSFD 48.51 8.86
UCA – 9.33
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et al., 2012) also showed that the MFD method performed best at very
high resolutions.

The results of the field data and LS-TOOLMFD were strongly corre-
lated (Fig. 9a, b). A larger R2 was found for LS than for slope length,
perhaps because the error in calculating slope gradient did not accu-
mulate and was only for one grid, but the error in calculating slope
length accumulated from the start point along the flow path until the
end of the flow path. Also, slope length is very sensitive to elevation,
which determines the flow direction in LS-TOOLMFD, so a different flow
direction would have a different length.

UCA method also used MFD algorithm to evaluate LS factor, how-
ever, more bias than the other methods. By comparing Fig. 9b, d, e, we
can see that the UCA method converts slope length to unit contributing
area for considering the two-dimensional topography. However UCA
method is not able to predict the slope cutoff point (e.g. flats) and
channels. So some of the LS values from the field data were almost zero,
which the UCA method could not predict. This is the main reason why
UCA method has a lower R2 than the other two methods.

Some of the results were not satisfactory despite the positive re-
lationship between the field data and LS-TOOLMFD. Flow convergence
and divergence were not taken into account in the fieldwork; the
average slope length calculated by LS-TOOLMFD differed slightly from
that calculated from the field data at several locations in the landscape,
especially those near channels.

The RMSEs in Table 1 indicate that most of the LS values calculated
by LS-TOOLMFD, LS-TOOLSFD, and the UCA method were similar to
those from the field data. The UCA method, however, yielded more
biased results only at some locations where slope gradient changed
abruptly, which included areas of residential development, channels,
and road construction. Some of the LS values from the field data were
near zero, which the UCA method could not predict (Fig. 9e), because
the UCA method only obtains the accumulation area rather than the
slope length.

Identifying the threshold of channel networks is one of the main
difficulties in calculating slope length. Different threshold should be
used for different areas. However, identifying all channel heads accu-
rately was beyond the scope of this study. New methods, e.g. GeoNet
(Sangireddy et al., 2016), should be considered for extracting channel
networks in future studies.

Terraces are also known to affect slope length (Lopez-Vicente and
Navas, 2009; Panagos et al., 2015). We did not attempt to address the
terracing issue here, but we selected a small terraced sub-catchment in
the Longquan catchment of Gansu province to test the impacts of input
DEM resolution on the calculated slope length and LS factor in a pre-
vious study (Zhang et al., 2017). The input DEMs were at resolutions of
0.5 m (derived from unmanned aerial photogrammetric data for March
2015). This study showed that the effect of terraced fields on slope
length was large. This also indicated that our algorithm worked well
while encountering terrain changes abruptly (e.g. terrace) area in cal-
culating slope length and LS factor.

Despite the shortcomings, RUSLE/USLE are still used widely to es-
timate soil erosion all over the world (Panagos et al., 2015; Yang,
2015). Panagos et al. (2015) improved UCA method with slope cutoff
point considered to estimate LS factor for the whole Europe. We tried
this method with slope cutoff point 0.5 was assigned (Panagos et al.,
2015). The R2 of the result increased 0.71, however was still lower than
LS-TOOLMFD. Yang (2015) used an automatic GIS procedure which is
similar with LS-TOOLSFD to obtain LS factor map of New South Wales.
Such an approach is an important step forward in accurate LS calcu-
lation for large areas, and our method are heading in the same direction
but aiming a more accuracy flow direction algorithm. The CSLE, ap-
plied in China (Liu et al., 2002), uses a different algorithm for steeper
slopes (>10°) to estimate the LS factor. Although, the research area
contained slopes that were >10°, we focussed on a more accurate slope
length, and so the RUSLE (and not the CSLE) is used in this paper. For
areas that contain many slopes of >10° slopes, the CSLE should be

selected.
More field tests of the model are required for obtaining more ac-

curate predictions of LS in convergent and divergent areas. The impact
of cell size on changes in slope also requires further study. Larger scale
field measurements are necessary to revise the algorithm to enable the
model to produce more accurate results.

5. Conclusion

Integration of a multiple flow direction algorithm, the distance-
transform error method and cutoff effect to calculate slope length and
LS factor was proved useful. Evaluation of the results shows that the
spatial distribution of slope lengths was found to be better representing
the actual terrain as compared with LS-TOOLSFD methods, because the
slope lengths are distributed over multiple cells instead of transferred to
only one cell. The method was compared to existing methods (e.g. LS-
TOOLSFD and UCA). We found that LS-TOOLMFD calculated slope length
and LS more accurately than other methods when compared to field
data. Moreover, the user-friendly interface of LS-TOOLMFD is useful in
any model of soil erosion. The applicability and efficiency of the pro-
posed LS-TOOLMFD algorithm may be significantly improved in the
future by some new flow direction extraction methods (Shin and Paik,
2017; Zhang et al., 2017), none the less this is an important step toward
conducting large area erosion evaluation, it overcomes the limitations
of the UCA method, and improves the flow direction method in LS-
TOOLSFD.
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