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Abstract— The direct conversion receiver (DCR) architecture1

has received much attention in the last few years as an effective2

means to obtain user terminals with reduced cost, size, and power3

consumption. A major drawback of a DCR device is the possible4

insertion of in-phase/quadrature imbalances in the demodulated5

signal, which can seriously degrade the performance of conven-6

tional synchronization algorithms. In this paper, we investigate7

the problem of carrier frequency offset (CFO) recovery in an8

orthogonal frequency-division multiplexing receiver equipped9

with a DCR front-end. Our approach is based on maximum10

likelihood (ML) arguments and aims at jointly estimating the11

CFO, the useful signal component, and its mirror image. In doing12

so, we exploit knowledge of the pilot symbols transmitted within13

a conventional repeated training preamble appended in front of14

each data packet. Since the exact ML solution turns out to be15

too complex for practical purposes, we propose two alternative16

schemes which can provide nearly optimal performance with17

substantial computational saving. One of them provides the CFO18

in closed-form, thereby avoiding any grid-search procedure. The19

accuracy of the proposed methods is assessed in a scenario com-20

pliant with the 802.11a WLAN standard. Compared to existing21

solutions, the novel schemes achieve improved performance at22

the price of a tolerable increase of the processing load.23

Index Terms— Carrier frequency estimation, OFDM,24

direct-conversion receiver, I/Q imbalance.25

I. INTRODUCTION26

ORTHOGONAL frequency-division multiplexing27

(OFDM) is a popular multicarrier technology which28

offers remarkable resilience against multipath distortions,29

increased spectral efficiency, and the possibility of performing30

adaptive modulation and coding. Due to such potential31

advantages, it has been adopted in several wideband32

commercial systems, including the IEEE 802.11a wireless33

local area network (WLAN) [1], the IEEE 802.16 wireless34

metropolitan area network (WMAN) [2], and the 3GPP35

long-term evolution (LTE) [3]. Recent studies indicate36

that the use of a direct-conversion receiver (DCR) in37

combination with the OFDM technology can provide an38

effective means for the implementation of user terminals with39

reduced size and power consumption [4]. These advantages40

Manuscript received March 2, 2017; revised July 5, 2017 and
September 26, 2017; accepted September 29, 2017. The associate editor
coordinating the review of this paper and approving it for publication was
J. M. Romero-Jerez. (Corresponding author: Marco Moretti.)

The authors are with the Dipartimento di Ingegneria dell’Informazione,
University of Pisa, 56126 Pisa, Italy (e-mail: marco.moretti@iet.unipi.it).

Color versions of one or more of the figures in this paper are available
online at http://ieeexplore.ieee.org.

are achieved through elimination of expensive intermediate 41

frequency (IF) filters and other off-chip components employed 42

in the classical superheterodyne architecture. The price is a 43

higher degree of radio-frequency (RF) imperfections arising 44

from the use of analog in-phase/quadrature (I/Q) low-pass 45

filters (LPF) with mismatched frequency responses, and 46

from local oscillator (LO) signals with amplitude and phase 47

imbalances. In general, LO-induced distortions are nearly 48

flat in the frequency domain, while filter mismatches can 49

vary substantially over the signal bandwidth, especially 50

in a wideband communication system [5]. If not properly 51

compensated, the I/Q imbalance introduces image interference 52

from mirrored subcarriers, with ensuing limitations of the 53

system performance. In addition to I/Q imperfections, 54

an OFDM receiver is also vulnerable to the carrier frequency 55

offset (CFO) between the incoming waveform and the 56

LO signals, which generates interchannel interference in the 57

demodulated signal. 58

In recent years, an intense research activity has been con- 59

ducted to investigate the problem of CFO recovery in OFDM 60

systems plagued by frequency-selective I/Q imperfections. 61

Many available solutions operate in the time-domain and 62

exploit a suitably designed training preamble (TP) appended in 63

front of the data packet. For example, the authors of [6] and [7] 64

recover the cosine of the CFO by using a TP composed of 65

three repeated segments. However, due to the even property 66

of the cosine function, the estimated frequency is affected by 67

a inherent sign ambiguity, which severely limits the accuracy 68

in case of small CFO values. Some feasible solutions to 69

fix the sign ambiguity problem are presented in [8]–[10], 70

where the original TP of [6] is properly extended so as to 71

retrieve both the cosine and the sine of the CFO. Unambiguous 72

frequency estimates are also obtained in [11] and [12] by 73

exploiting a TP composed of several repeated parts, which are 74

rotated by a specific phase pattern before being transmitted. 75

Unfortunately, the resulting schemes are not computationally 76

efficient as they require a grid-search over the uncertainty 77

frequency interval. The same problem occurs in [13] and [14], 78

where no closed-form solution is provided to get the CFO 79

estimate. A low-complexity scheme is presented in [15] to 80

jointly compensate for the CFO and I/Q imbalances without 81

resorting to any grid-search procedure. 82

The main drawback of the aforementioned methods is 83

that they rely on specific TPs that cannot be found in any 84

OFDM communication standard. Alternative schemes employ- 85

ing the IEEE 802.11a conventional repeated TP can be found 86
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in [16]–[20]. In particular, novel sine- and cosine-based esti-87

mators are derived in [16] by means of a suitable matrix88

formulation of the received signal samples, while a linear89

least squares estimation of the unsigned CFO is formulated90

in [18] using a general relationship among three adjacent91

TP segments. In [19] and [20], the useful signal component92

and its mirror image are interpreted as two independent93

sinusoidal signals, which are separated by resorting to either94

the ESPRIT (estimation of signal parameters via rotational95

invariance technique [21]) or the SAGE (space-alternating gen-96

eralized expectation-maximization [22]) algorithms, respec-97

tively. In [23] the authors show that, at low and medium98

signal-to-noise ratio (SNR) values, the classical maximum99

likelihood (CML) frequency estimator, derived in [24] for100

a perfectly balanced receiver, performs satisfactorily even in101

the presence of some I/Q imbalance. Furthermore, in many102

situations CML exhibits improved accuracy with respect to103

the joint maximum likelihood (JML) estimator of the CFO,104

the channel distorted TP and its mirror image, which was105

originally presented in [11]. The reason is that JML, when106

applied to a repetitive TP, is subject to the sign ambiguity107

problem and provides poor results in the presence of small108

CFO values. A novel frequency estimator is also derived109

in [23] by exploiting some side-information about the signal-110

to-image ratio. This scheme, which is named constrained111

JML (CJML), can achieve improved accuracy with respect to112

CML and JML at the price of a substantial increase of the com-113

putational burden. Finally, a low-complexity scheme for the114

joint estimation of the CFO, channel impulse response (CIR)115

and I/Q imbalance is presented in [25] using the long training116

sequence embedded in the 802.11a preamble.117

In this work, we consider an OFDM direct-conversion118

receiver affected by frequency-selective I/Q imbalances and119

further investigate the CFO recovery task using a repeated TP.120

In order to remove the sign ambiguity problem that affects the121

JML, the joint estimation of the CFO and channel impulse122

responses for the signal component and its mirror image123

is accomplished by suitably exploiting knowledge of the124

pilot symbols embedded in the received TP. Unfortunately,125

the exact ML solution cannot be implemented in practice due126

to its prohibitive processing requirements. Therefore, we look127

for simpler solutions that can be executed with affordable128

complexity. One of them is an approximation of the true129

ML estimator, which is obtained by neglecting the phase130

rotation induced by the residual CFO within each TP segment.131

The resulting scheme allows a substantial reduction of the132

system complexity without incurring any significant penalty133

in estimation accuracy with respect to the ML estimator.134

We also derive an alternative method based on the best linear135

unbiased estimation (BLUE) principle, which further reduces136

the processing requirements by computing the CFO estimate137

in closed-form. Numerical simulations indicate that the pro-138

posed schemes perform satisfactorily even in the presence of139

severe I/Q imbalances and outperform other existing methods.140

Their performance is close to the Cramer-Rao bound (CRB)141

provided that the order of the overall propagation chan-142

nel (comprising the transmit and receive filters) does not143

exceed half the number of the pilot symbols of the TP.144

Fig. 1. Basic DCR architecture.

When such a condition is not met, the estimation accuracy 145

decreases, especially at high SNR values. 146

The rest of the paper is organized as follows. Next section 147

describes the DCR architecture and introduces the mathemat- 148

ical model of the received TP. In Sect. III we discuss the joint 149

ML estimation of the CFO and channel impulse responses 150

for the useful signal and its mirror image. Some practical 151

adjustments are also suggested to reduce the processing load 152

of the ML scheme. In Sect. IV we adopt the BLUE concept 153

to get the CFO estimate in closed-form, while in Sect. V 154

we present the CRB analysis for the considered estimation 155

problem. Simulation results are presented in Sect. VI and, 156

finally, some conclusions are offered in Sect. VII. 157

Notation: Matrices and vectors are denoted by boldface 158

letters, with IN and 1N being the identity matrix of order N 159

and the N-dimensional vector with unit entries, respectively. 160

A = diag{a(n) ; n = 1, 2, . . . , N} denotes an N × N diagonal 161

matrix with entries a(n) along its main diagonal, [C]k,� is 162

the (k, �)th entry of C and B−1 is the inverse of a matrix B. 163

The notation ‖·‖ represents the Euclidean norm of the enclosed 164

vector while �e{x}, �m{x}, |x | and arg{x} stand for the real 165

and imaginary parts, the modulus, and the principal argument 166

of a complex number x . The symbol ⊗ is adopted for either the 167

convolution between continuous-time signals or the Kronecker 168

product between matrices and/or vectors. We use E{·}, (·)∗, 169

(·)T and (·)H for expectation, complex conjugation, trans- 170

position and Hermitian transposition, respectively. Finally, 171

λ̃ denotes a trial value of the unknown parameter λ. 172

II. SYSTEM MODEL IN THE PRESENCE 173

OF CFO AND I/Q IMBALANCE 174

A. DCR Architecture 175

Fig. 1 illustrates the basic structure of a DCR front-end. 176

Here, the received RF waveform rRF (t) is down-converted 177

to baseband using LO signals characterized by an amplitude 178

mismatch α and a phase error ψ . The demodulated signals 179

are then fed to I/Q low-pass filters with different impulse 180

responses gI (t) and gQ(t). While LO imperfections give rise 181

to frequency-independent I/Q imbalances, filter mismatches 182

vary over the signal bandwidth, thereby resulting into a 183

frequency-selective imbalance [11]. We call r(t) the complex 184

envelope of rRF (t) with respect to the carrier frequency f0, 185

and let � f = f0 − fL O be the offset between the carrier and 186

LO frequencies. Hence, we can write the received waveform 187
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as rRF (t) = �e{r(t)e j2π( f L O+� f )t }, with188

r(t) = s(t)⊗ v(t) + n(t). (1)189

In the above equation, s(t) and v(t) are the baseband repre-190

sentations of the transmitted signal and propagation channel,191

respectively, while n(t) is circularly symmetric AWGN with192

two-sided power spectral density 2N0. As shown in Fig. 1,193

we denote by x(t) = xI (t) + j xQ(t) the complex down-194

converted signal at the output of the mismatched I/Q filters.195

Then, after standard manipulations we get196

x(t) = e j2π� f t [s(t)⊗ h(t)] + e− j2π� f t [s∗(t)⊗ q(t)] + w(t)197

(2)198

where the first term is the direct signal component, the second199

term represents self-image interference, and w(t) accounts for200

the noise contribution. The equivalent CIRs h(t) and q(t)201

appearing in (2) are expressed by [11]202

h(t) = v(t) ⊗ p+(t)e− j2π� f t
203

q(t) = v∗(t)⊗ p−(t)e j2π� f t (3)204

with205

p+(t) = 1

2
[gI (t)+ αgQ(t)e

− jψ ]206

p−(t) = 1

2
[gI (t)− αgQ(t)e

jψ ] (4)207

while the noise term w(t) = wI (t)+ jwQ(t) takes the form208

w(t) = n(t)e j2π� f t ⊗ p+(t)+ n∗(t)e− j2π� f t ⊗ p−(t). (5)209

Substituting (4) into (5), it is found that wI (t) and wQ(t) are210

zero-mean Gaussian processes with auto- and cross-correlation211

functions212

E{wI (t)wI (t + τ )} = N0[gI (τ )⊗ gI (−τ )]213

E{wQ(t)wQ (t + τ )} = α2 N0[gQ(τ )⊗ gQ(−τ )]214

E{wI (t)wQ (t + τ )} = −αN0 sinψ[gI (τ )⊗ gQ(−τ )]. (6)215

Since the real and imaginary components of w(t) are gener-216

ally cross-correlated with different auto-correlation functions,217

we conclude that, in general, the noise process at the ouptut218

of a DCR front-end is not circularly symmetric.219

B. Mathematical Model of the Received TP220

We consider an OFDM burst-mode communication system,221

where each burst is preceded by a TP to assist the syn-222

chronization and channel estimation functions. In contrast to223

many related works, where the TP is suitably designed to224

cope with I/Q imbalances [6]–[15], in this study we assume225

a conventional periodic preamble composed by MT ≥ 2226

repeated segments. Each segment contains P time-domain227

samples, which are obtained as the inverse discrete Fourier228

transform (IDFT) of P pilot symbols {c(n); n = 0, 1, . . . ,229

P − 1}. Such a preamble is general enough to include both230

the short training sequence (MT = 10, P = 16) and the231

long training sequence (MT = 2, P = 64) of the 802.11a232

WLAN standard [1]. In the former case, a number MG ≥ 1233

of segments serve as a cyclic prefix (CP) to avoid interblock234

interference, while the remaining M = MT − MG segments 235

are exploited for synchronization purposes. In the latter case 236

we have MG = 0 since the long training sequence is preceded 237

by its own CP. 238

For simplicity, we consider a discrete-time baseband signal 239

model with signaling interval Ts . The TP samples are thus 240

given by 241

s[l] = 1√
P

P−1∑

n=0

c(n)e j2πnl/P − NG ≤ l ≤ M P − 1 (7) 242

where NG is the CP duration normalized by Ts . After prop- 243

agating through the multipath channel, the received signal 244

x[l] = x(lTs) is plagued by CFO and frequency-selective I/Q 245

imbalances. Bearing in mind (2) and assuming that h(t) and 246

q(t) have support [0, LTs) with L ≤ NG , we have 247

x[l] = e jlφ

√
P

L−1∑

k=0

h[k]
P−1∑

n=0

c(n)e j2πn(l−k)/P
248

+ e− j lφ

√
P

L−1∑

k=0

q[k]
P−1∑

n=0

c∗(n)e− j2πn(l−k)/P +w[l] (8) 249

for 0 ≤ l ≤ M P − 1. In the above equation, h[k] and q[k] 250

is the shorthand notation for h(kTs) and q(kTs), respectively, 251

w[l] is the noise sample and we have defined 252

φ = 2π� f Ts . (9) 253

To proceed further, we arrange the quantities x[l] into an 254

M P− dimensional vector x = (x[0], x[1], . . . , x[M P − 1])T 255

and let C = diag{c(n), n = 0, 1, . . . , P − 1}. Then, we can 256

put (8) in matrix notation as 257

x = �(φ)G1CG2h + �(−φ)G∗
1C∗G∗

2q + w (10) 258

where h = (h[0], h[1], . . . , h[L − 1])T and q = (q[0], 259

q[1], . . . , q[L − 1])T are the L−dimensional CIR vectors, 260

w = (w[0], w[1], . . . , w[M P − 1])T represents the noise 261

contribution and �(φ) = diag{e jlφ, l = 0, 1, . . . ,M P − 1}. 262

Finally, G2 is a (P × L)−dimensional matrix with entries 263

[G2]n,k = e− j2π(n−1)(k−1)/P n = 1, 2, . . . , P k = 1, 2, . . . , L 264

(11) 265

while G1 has dimension M P × P and can be expressed as 266

G1 = 1M ⊗ FP (12) 267

where FP is the unitary P−point IDFT matrix with entries 268

[FP ]n,k = 1√
P

e j2π(n−1)(k−1)/P n, k = 1, 2, . . . , P. (13) 269

III. JOINT ML ESTIMATION OF 270

THE CFO AND CIR VECTORS 271

A. Estimator Design 272

Inspection of (3) and (4) indicates that the equivalent 273

CIRs h(t) and q(t) are mathematically related to the LO 274

imbalance parameters α and ψ , the CFO � f and the prop- 275

agation channel v(t). All these quantities can in principle be 276

recovered from the observation vector x by resorting to some 277

optimality criterion. Albeit effective, this approach would 278
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result into a prohibitively complex estimation process, where279

an exhaustive grid-search has to be employed to localize the280

optimum point of a multidimensional cost function. For this281

reason, we follow a more pragmatic strategy, which ignores282

the dependence of u = [hT qT ]T on the other unknown283

parameters and looks for the joint ML estimates of (u,284

φ). Despite the remarkable advantage in terms of system285

complexity, the joint recovery of (u, φ) is still complicated286

by the fact that the likelihood function does not take the287

classical form of a multivariate Gaussian probability density288

function due to the structure of the noise vector w, which is289

not circularly symmetric. To overcome such a difficulty, for the290

time being we assume that w is a zero-mean circularly sym-291

metric Gaussian (ZMCSG) complex vector with covariance292

matrix σ 2
wIM P . Although this assumption holds true only in293

a perfectly balanced DCR architecture, it has been used even294

in the presence of non-negligible I/Q imbalances to derive295

novel frequency recovery schemes [26]. We point out that in296

our study the white noise assumption is adopted only to derive297

the CFO estimators and to analytically compute their accuracy,298

while the true noise statistics shown in (6) are employed in299

the numerical analysis to assess the system performance in a300

realistic scenario.301

We start our analysis by rewriting (10) in a more compact302

form as303

x = A(φ)u + w (14)304

where the (M P × 2L)−dimensional matrix A(φ) is305

expressed by306

A(φ) = [�(φ)G1CG2 �(−φ)G∗
1C∗G∗

2]. (15)307

Applying the ML estimation principle to the observation308

vector x under the ZMCSG assumption for w, leads to the309

following maximization problem310

{û, φ̂} = arg max
{ũ,φ̃}

{
−

∥∥∥x − A(φ̃)ũ
∥∥∥

2
}
. (16)311

For a fixed value of φ̃, the maximum is achieved at312

û(φ̃) =
[
AH (φ̃)A(φ̃)

]−1
AH (φ̃)x (17)313

which, after substitution into (16), yields the CFO metric in314

the form315

� (φ̃) = xH A(φ̃)
[
AH (φ̃)A(φ̃)

]−1
AH (φ̃)x. (18)316

It is worth noting that letting L = P and replacing G1CG2317

in (15) with 1M ⊗ IP leads to the JML estimator originally318

presented in [11], which was later applied to a repeated319

preamble in [23]. Compared to JML, the metric (18) exploits320

the mathematical structure of the received TP specified by321

the matrix A(φ), which depends on the pilot symbols {c(n)}322

and the DFT/IDFT matrices G1 and G2 as shown in (15).323

Accordingly, in the sequel the CFO estimator maximizing the324

metric (18) is referred to as the structured JML (SJML), i.e.325

φ̂S J M L = arg max
φ̃

{�(φ̃)}. (19)326

TABLE I

COMPLEXITY OF THE INVESTIGATED SCHEMES

In order to assess the complexity of SJML, it is convenient to 327

put (18) into the equivalent form 328

� (φ̃) =
∥∥∥LH

c (φ̃)A
H (φ̃)x

∥∥∥
2

(20) 329

where Lc(φ̃)LH
c (φ̃) is the Cholesky factorization of 330

[
AH (φ̃)A(φ̃)

]−1
. Then, we see that evaluating � (φ̃) approx- 331

imately needs 2L M P complex multiplications plus 2L M P 332

complex additions for each value of φ̃, which corresponds 333

to 16L M P floating point operations (flops). In writing these 334

figures we have borne in mind that a complex multiplication 335

amounts to four real multiplications plus two real additions, 336

while a complex additions is equivalent to two real additions. 337

Furthermore, we have assumed that matrices LH
c (φ̃)A

H (φ̃) 338

are pre-computed and stored in the receiver. The overall 339

computational requirement of SJML is summarized in the first 340

row of Table I, where we have denoted by Nφ the number of 341

candidate values φ̃. Since in the presence of a considerable 342

CFO uncertainty the number Nφ can be quite large, we expect 343

that SJML cannot be implemented with affordable complexity. 344

This justifies the search for alternative schemes with less 345

computational requirements and good estimation accuracy. 346

B. Reduced-Complexity CFO Estimation 347

We begin by partitioning vector x into M subvectors 348

{xm; m = 0, 1, . . . ,M − 1}, where xm collects the P samples 349

belonging to the mth received TP segment. Then, letting 350

x = [xT
0 xT

1 · · · xT
M−1]T and bearing in mind (10) and (12), 351

the mathematical model of xm is found to be 352

xm = e jm Pφ�P(φ)FP CG2h 353

+ e− jm Pφ�P (−φ)F∗
PC∗G∗

2q + wm (21) 354

where wm is the mth subvector of w = [wT
0 wT

1 · · · wT
M−1]T

355

and �P (φ) = diag{e jlφ, l = 0, 1, . . . , P − 1} . In order to 356

simplify the SJML metric, we make the following approxima- 357

tion 358

�P(φ) 
 e j (P−1)φ/2IP (22) 359

which amounts to replacing the linearly increasing phase 360

shift lφ for l = 0, 1, . . . , P − 1 by its average value 361

(P − 1)φ/2. Denoting by |φ|(max) the largest value of |φ|, 362

the maximum phase deviation between the entries of �P(φ) 363

and e j (P−1)φ/2IP turns out to be (P − 1) |φ|(max) /2. This 364

suggests that approximation (22) becomes more and more 365

questionable as P increases, and limits the range of P as 366

discussed later in Sect. VI B. 367



IEE
E P

ro
of

D’AMICO et al.: PERIODIC PREAMBLE-BASED FREQUENCY RECOVERY IN OFDM RECEIVERS PLAGUED 5

Plugging (22) into (21) yields368

xm 
 e j (2m P+P−1)φ/2FPCG2h369

+ e− j (2m P+P−1)φ/2F∗
PC∗G∗

2q + wm (23)370

which can also be rewritten in a more compact form as371

xm = Tum + wm (24)372

where um is a 2L−dimensional vector expressed by373

um =
[

e j (2m P+P−1)φ/2h
e− j (2m P+P−1)φ/2q

]
(25)374

and T is the following matrix of dimension P × (2L)375

T = [
T1 T∗

1

]
(26)376

with T1 = FPCG2. From the simplified model (24), the ML377

estimate of um is computed as378

ûm = (TH T)−1TH xm . (27)379

Then, recalling the structure of um shown in (25), we380

observe that the first L elements of ûm provide an estimate381

of e j (2m P+P−1)φ/2h, while the last L elements provide an382

estimate of e− j (2m P+P−1)φ/2q. Since in a practical scenario383

the energy of q is typically much smaller than the energy384

of h, in the sequel we only exploit the first part of ûm385

(m = 0, 1, . . . ,M −1) to retrieve the CFO. This approach has386

the remarkable advantage of reducing the system complexity387

without leading to any significant loss in estimation accuracy.388

Hence, substituting (24) into (27) and denoting by ξm the first389

L entries of ûm , we get390

ξm = e j (2m P+P−1)φ/2h+ηm (28)391

where ηm is a zero-mean Gaussian vector with covariance392

matrix Cη = σ 2
wK, and K is an L−dimensional matrix with393

entries [K]i, j = [(TH T)−1]i, j for 1 ≤ i, j ≤ L. Observing394

that395

TH T =
[

TH
1 T1 TH

1 T∗
1

TT
1 T1 TT

1 T∗
1

]
(29)396

from the inversion formula of a partitioned matrix we have397

[27, p. 572]398

K = [TH
1 T1 − TH

1 T∗
1(T

T
1 T∗

1)
−1TT

1 T1]−1. (30)399

We now derive the joint ML estimate of the unknown para-400

meters (h,φ) starting from the observation vectors {ξm; m =401

0, 1, . . . ,M − 1}. Neglecting irrelevant terms independent of402

(h̃, φ̃), we may write the log-likelihood function (LLF) in the403

form404

 (h̃, φ̃) = 2�e

{
h̃H K−1

M−1∑

m=0

e− j (2m P+P−1)φ̃/2ξm

}
405

− M(h̃H K−1h̃). (31)406

Maximizing  (h̃, φ̃) with respect to h̃ yields407

ĥ(φ̃) = 1

M

M−1∑

m=0

e− j (2m P+P−1)φ̃/2ξm (32)408

and plugging this result into (31) produces the concentrated 409

likelihood function for the estimation of φ as 410

c(φ̃) =
∥∥∥∥∥

M−1∑

m=0

e− jm Pφ̃ym

∥∥∥∥∥

2

(33) 411

with ym = K−1/2ξm . After some standard manipulations, 412

we can put c(φ̃) in the equivalent form 413

c(φ̃) =
M−1∑

m=1

�e
{

R(m)e− jm Pφ̃
}

(34) 414

where the quantities {R(m)} are defined as 415

R(m) =
M−1∑

k=m

yH
k−myk 1 ≤ m ≤ M − 1. (35) 416

In the sequel, the CFO estimator maximizing c(φ̃) is referred 417

to as the reduced-complexity SJML (RC-SJML), i.e. 418

φ̂RC−S J M L = arg max
φ̃

{c(φ̃)}. (36) 419

C. Remarks 420

1) Inspection of (34) reveals that c(φ̃) is periodic of 421

period 2π/P , meaning that the estimator provides ambiguous 422

estimates unless φ is confined within the interval |φ| ≤ π/P . 423

Recalling the relationship (9) between φ and � f , it turns 424

out that the estimation range of RC-SJML is given by 425

|� f | ≤ 1/(2PTs). 426

2) The maximum of c(φ̃) can be found through the 427

following two-step procedure. In the first step (coarse search), 428

the CFO metric is evaluated over a set of φ̃ values, say
{
φ̃n

}
, 429

covering the uncertainty range of φ and the location φ̃M of the 430

maximum is determined over this set. In the second step (fine 431

search), the quantities {c(φ̃n)} are interpolated to locate the 432

local maximum nearest to φ̃M . The coarse search can be 433

efficiently performed using Fast Fourier Transform (FFT) tech- 434

niques. Specifically, we consider the following zero-padded 435

sequence of length Nφ = Mγpr 436

RZ P(m) =
{

R(m) 1 ≤ m ≤ M − 1

0 M ≤ m ≤ Nφ − 1 and m = 0
(37) 437

where γpr ≥ 1 is an integer design parameter called pruning 438

factor. Then, we compute the Nφ -point (−Nφ/2 < n ≤ Nφ/2) 439

FFT of RZ P(m) 440

FFT{RZ P(m)} =
Nφ−1∑

m=0

RZ P(m)e
− j2πmn/Nφ (38) 441

and observe that the real part of the FFT provides samples of 442

the metric c(φ̃) evaluated at 443

φ̃n = 2πn

P Mγpr
, −Nφ/2 < n ≤ Nφ/2. (39) 444

The maximum of the set {c(φ̃n)} is eventually sought, and 445

this provides the coarse estimate of φ. From (39), it is seen 446
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that the pruning factor determines the granularity of the coarse447

search.448

3) In assessing the complexity of RC-SJML, we observe449

that evaluating vectors ym for 0 ≤ m ≤ M − 1 needs450

8L M P − 2L M flops, while nearly 4L M(M − 1) flops are451

required to obtain the correlations R(m) for 1 ≤ m ≤ M − 1452

starting from ym . Finally, the FFT of the sequence RZ P(m)453

is computed with (Nφ/2) log2(Nφ) complex multiplications454

plus Nφ log2(Nφ) complex additions, which corresponds to455

additional 5Nφ log2(Nφ) flops. The overall operations are456

summarized in the second row of Table I.457

4) Evaluating ûm as shown in (27) requires the invertibil-458

ity of the (2L)−dimensional matrix TH T, which is attain-459

able only if T has full-rank 2L. From (26), we see that460

rank(T) depends on T1 = FPCG2 and, ultimately, on the461

structure of C. In particular, when considering the short462

training sequence (STS) of the 802.11a preamble we have463

rank(T) = min (2L, Np), where Np = 12 is the number of464

non-zero pilot symbols {c(n)}. In such a case, application of465

RC-SJML requires that L ≤ Np/2, which poses a limit to the466

maximum channel order that can be handled. When such a467

constraint is not fulfilled, the problem arises as how to compute468

vector ûm . One possibility is to replace (TH T)−1 in (27) by469

(TH T+λI2L)
−1, where λ > 0 is a regularization parameter470

which ensures the invertibility of TH T+λI2L . A good choice471

for such a parameter is λ = σ 2
w , as in this case ûm reduces to472

the minimum mean square error (MMSE) estimate of um based473

on the observation vector xm . Alternatively, we can replace474

the true channel order L by L = Np/2 for the sole purpose of475

evaluting ûm , and let the RC-SJML operate in a mismatched476

mode. In such a case, the estimation accuracy is expected477

to worsen more and more as the difference L − L grows478

large. This intuition will be checked later through numerical479

measurements.480

IV. CFO ESTIMATION IN CLOSED-FORM481

Although RC-SJML can provide a remarkable reduction of482

the processing requirements with respect to SJML, the max-483

imization problem in (36) still requires a search over the484

uncertainty range of φ, which may be cumbersome in certain485

applications. To overcome this problem, we introduce an486

alternative scheme that is able to estimate the CFO in closed-487

form. Our approach is based on some heuristic reasoning and488

exploits the correlations {R(m); 1 ≤ m ≤ M − 1} defined489

in (35).490

We begin by deriving the mathematical model of vectors491

ym = K−1/2ξm , with ξm as shown in (28). Letting492

heq = K−1/2h (40)493

we get494

ym = e j (2m P+P−1)φ/2(heq+nm) (41)495

where nm = K−1/2ηme− j (2m P+P−1)φ/2 is a zero-mean496

Gaussian vector with covariance matrix Cn = σ 2
wIL . Substi-497

tuting this result into (35) produces498

R(m) = (M−m)
∥∥heq

∥∥2
e jm Pφ[1 + γ (m)] 1 ≤ m ≤ M−1499

(42)500

with 501

γ (m) = 1

(M − m)
∥∥heq

∥∥2

M−1∑

k=m

[hH
eqnk +nH

k−mheq + nH
k−m nk]. 502

(43) 503

Inspection of (42) reveals that the unknown parameter φ is 504

linearly related to the argument of R(m). Hence, we define 505

the angles 506

θ(m) = arg{R(m)R∗(m − 1)} 1 ≤ m ≤ H (44) 507

where H is a design parameter not greater than M−1 and R(0) 508

is arbitrarily set to unity. Furthermore, we assume large SNR 509

values such that arg{1 + γ (m)} 
 γI (m), with γI (m) being 510

the imaginary part of γ (m). In these circumstances, from (42) 511

we have 512

θ(m) 
 [Pφ + γI (m)− γI (m − 1)]2π (45) 513

where [x]2π denotes the value of x reduced to the interval 514

[−π, π). If φ is adequately smaller than π/P , the quantity 515

in brackets in (45) is (with high probability) less than π and 516

θ(m) reduces to 517

θ(m) = Pφ + η(m) (46) 518

with η (m) = γI (m)− γI (m − 1). It is worth noting that the 519

linear model (46) is exactly the same presented in [28] in the 520

context of CFO recovery for OFDM receiver without any I/Q 521

imbalance. The BLUE of φ as a function of the observation 522

variables θ = [θ (1), θ (2), . . . , θ (H )]T is given by [27] 523

φ̂B LU E = 1

P

H∑

m=1

αB LU E (m)θ(m) (47) 524

where αB LU E(m) is the mth element of 525

αB LU E = C−1
η 1

1T C−1
η 1

(48) 526

and Cη is the covariance matrix of η = [η(1), η(2), . . . , 527

η(H )]T . The variance of φ̂B LU E is expressed by 528

var(φ̂B LU E) = 1

P2

1

1T C−1
η 1

(49) 529

and depends on the design parameter H . In [28] it is shown 530

that the minimum of var(φ̂B LU E) is achieved when H = M/2. 531

In such a case we have 532

αB LU E (m) = 3
4(M − m)(M − m + 1)− M2

2M(M2 − 1)
(50) 533

and 534

var(φ̂B LU E ) = 6σ 2
w

M P2(M2 − 1)
∥∥heq

∥∥2 . (51) 535

The complexity of BLUE is assessed by observing that, 536

besides the 8L M P − 2L M flops required to get vectors ym 537

for 0 ≤ m ≤ M − 1, additional L M(3M − 2)− M flops are 538

involved in the evaluation of R(m) for 1 ≤ m ≤ M/2. The 539

estimate φ̂B LU E is eventually obtained from the correlations 540

R(m) with 3M/2 flops. This leads to the overall complexity 541

listed in the third row of Table I. 542
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Ḃ(φ) =
[

M 0
0 M

] [−�m{A1(φ)} −�e{A1(φ)} −�m{A1(φ)} �e{A1(φ)}
�e{A1(φ)} −�m{A1(φ)} −�e{A1(φ)} −�m{A1(φ)}

]
(56)

V. CRB ANALYSIS543

It is interesting to compare the accuracy of the CFO544

estimation algorithms derived in the previous Sections with the545

relevant CRB. The latter is obtained starting from the signal546

model given in (14)-(15), and using the true noise statistics547

expressed in (6). We begin by arranging the received samples548

x into a real-valued vector x̆ = [xT
I xT

Q]T , with xI = �e{x}549

and xQ = �m{x}. Then, we define the real-valued CIR vector550

as ŭ = [hT
re hT

im qT
re qT

im ]T , where hre and qre are the real parts551

of h and q, respectively, while him and qim are the imaginary552

parts. Finally, letting w̆ = [wT
I wT

Q ]T , with wI = �e{w} and553

wQ = �m{w}, we may rewrite (14) as554

x̆ = B(φ)ŭ + w̆ (52)555

where556

B(φ)557

=
[ �e{A1(φ)} −�m{A1(φ)} �e{A1(φ)} �m{A1(φ)}

�m{A1(φ)} �e{A1(φ)} −�m{A1(φ)} �e{A1(φ)}
]

558

(53)559

with A1(φ) = �(φ)G1CG2 = �(φ) (1M ⊗ T1). To pro-560

ceed further, we denote by Cw̆ the covariance matrix of the561

Gaussian vector w̆, which can be computed through (6). Then,562

letting the set of unknown parameters be χ = (φ , ŭ), it is563

found that the Fisher information matrix � for the estimation564

of χ takes the following form [27, Sec. 3.9]565

� =
[
ωφφ ωT

φŭ
ωφŭ �ŭŭ

]
(54)566

where567

ωφφ = ŭT ḂT (φ)C−1
w̆ Ḃ(φ)ŭ568

ωφŭ = BT (φ)C−1
w̆ Ḃ(φ)ŭ569

�ŭŭ = BT (φ)C−1
w̆ B(φ) (55)570

and we have denoted by Ḃ(φ) the derivative of B(φ) with571

respect to φ. Taking (53) into account, yields (56), as shown at572

the top of this page, with M = diag {0, 1, . . . ,M P − 1}. The573

CRB for the estimation of φ is the (1, 1)th entry of �−1, i.e.574

CRB(φ) = 1

ωφφ − ωT
φŭ�−1

ŭŭ ωφŭ
(57)575

while the CRBs for the estimation of the entries of ŭ are the576

diagonal elements of the following matrix577

J = �−1
ŭŭ +

�−1
ŭŭ ωφŭωT

φŭ�−1
ŭŭ

ωφφ − ωT
φŭ�−1

ŭŭ ωφŭ
. (58)578

The normalized CRBs for the estimation of h and q are579

eventually given by580

CRB(h) = 1

‖h‖2

2L∑

m=1

[J]m,m (59)581

and 582

CRB(q) = 1

‖q‖2

4L∑

m=2L+1

[J]m,m. (60) 583

Unfortunately, (57) does not provide any clear indication about 584

the impact of the system parameters on the ultimate accuracy 585

achievable in the CFO estimation process. A more useful 586

expression can be found by evaluating an approximate version 587

of the CRB. The latter is obtained from the simplified model 588

of the M vectors {ξm; m = 0, 1, . . . ,M − 1} given in (28), 589

combined with the white Gaussian noise assumption. Skipping 590

the details for space limitations, the approximate CRB (ACRB) 591

is found to be 592

ACRB{φ} = 6σ 2
w

M P2(M2 − 1)
∥∥heq

∥∥2 (61) 593

and coincides with var(φ̂B LU E) given in (51). 594

VI. SIMULATION RESULTS 595

A. Simulation Model 596

Computer simulations are conducted to examine the perfor- 597

mance of the proposed methods in an OFDM WLAN system 598

compliant with the IEEE 802.11a standard [1]. The DFT size 599

is N = 64, while the sampling interval is set to Ts = 50 ns. 600

This corresponds to a transmission bandwidth of 20 MHz 601

with a subcarrier distance of 312.5 kHz. The synchronization 602

schemes are applied to the STS placed in front of each frame. 603

This sequence carries Np = 12 non-zero pilot symbols, and 604

is divided into MT = 10 repeated parts, each containing 605

P = 16 samples. After discarding the first two segments as the 606

CP of the TP, the remaining M = 8 segments are exploited for 607

CFO recovery. Hence, throughout simulations we let P = 16 608

and M = 8 unless otherwise specified. We adopt a discrete- 609

time channel model and collect the samples of v(t) into a 610

vector v = [v(0), v(1), . . . , v(Lv − 1)]T of order Lv . The 611

entries of v follow a circularly-symmetric Gaussian distribu- 612

tion with an exponentially decaying power delay profile 613

E{|v(k)|2} = σ 2
v exp(−k/Lv ) k = 0, 1, . . . , Lv − 1 (62) 614

where Lν = 4 (with the only exception of Fig. 9) and σ 2
v 615

is chosen such that E{‖v‖2} = 1. Both frequency independent 616

and frequency selective RF imperfections are considered. If not 617

otherwise stated, the LO-induced imbalance is characterized 618

by α = 1 dB and ψ = 5 degrees. The receive I/Q filters 619

have discrete-time impulse responses gI = [0, 1, μ]T and 620

gQ = [μ, 1, 0]T with μ = 0.1, which results into overall 621

CIRs h[k] and q[k] having support k = 0, 1, . . . , L − 1, with 622

L = Lv + 2. These values have been previously adopted in 623

the related literature [11] and represent a plausible model for 624

I/Q mismatches. In addition to the aforementioned simulation 625

set-up, in our study we also consider a more general scenario 626
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Fig. 2. Accuracy of the CFO estimators vs. ν with SNR = 15 dB.

wherein a coefficient ρ ∈ [0, 4] is used to specify the values627

of the I/Q imbalance parameters as μ = 0.1ρ, α = 1+0.122ρ628

and ψ = 5ρ degrees. This allows us to assess the sensitivity629

of the considered schemes to the amount of RF imperfections,630

with ρ = 0 corresponding to an ideal situation where no I/Q631

imbalance is present.632

Assuming a carrier frequency of 5 GHz and an oscil-633

lator instability of ±30 parts-per-million (ppm), we obtain634

|φ|(max) = 0.015π . This value falls well within the estimation635

range of the RC-SJML and BLUE, which is given by |φ| ≤636

π/P = 0.0625π . When using SJML and RC-SJML, parameter637

Nφ is set to 128 since numerical simulations indicate that no638

significant improvement is achieved with Nφ > 128.639

B. Performance Assessment640

The accuracy of the proposed frequency recovery schemes641

is assessed in terms of their mean square estimation642

error (MSEE). The estimated parameter is the CFO normalized643

by the subcarrier spacing, which is defined as ν = NTs� f or,644

equivalently, ν = Nφ/(2π). Recalling that |φ|(max) = 0.015π ,645

the uncertainty range of ν is given by |ν| ≤ 0.48. Comparisons646

are made with alternative ML-oriented methods, including the647

CML [24] and JML [11]. The complexity of these estimators648

has been evaluated in [23] and is reported in Table I. In writing649

these results we have borne in mind that the coarse search with650

CML can be efficiently performed through FFT techniques,651

while a similar approach cannot be adopted with JML.652

Fig. 2 illustrates the MSEE of the CFO estimators as a653

function of ν measured at SNR=15 dB. We see that JML654

performs poorly for small CFO values, while the accuracy655

of the other schemes depends weakly on ν. The reason for656

the poor performance of JML when ν approaches zero is that657

this scheme aims at jointly estimating the channel distorted658

signal component a = �P(φ)FPCG2h and its mirror image659

b = �P(−φ)F∗
PC∗G∗

2q without effectively exploiting their660

mathematical model. Since in the absence of any CFO the mth661

received TP segment in (21) becomes xm = a + b+ wm, there662

is no possibility for JML to get individual estimates of a and b663

in this specific situation. In contrast, the proposed algorithms664

can work satisfactorily for any CFO value as they exploit665

the inherent structure of a and b, which makes these vectors666

resolvable even when ν = 0. It is worth observing that CML,667

Fig. 3. Accuracy of the CFO estimators vs. ν with SNR = 30 dB.

Fig. 4. Accuracy of the CFO estimators vs. ρ with SNR = 15 dB.

Fig. 5. Accuracy of the CFO estimators vs. ρ with SNR = 30 dB.

which is derived by ignoring the presence of I/Q imbalances, 668

performs remarkably better than JML for ν < 0.15. We also 669

see that the accuracy of RC-SJML and BLUE is virtually the 670

same as that of SJML, in spite of their reduced complexity. 671

The results of Fig. 3 are obtained under the same operating 672

conditions of Fig. 2, except that the SNR is now set to 30 dB. 673

In such a case, the performance of CML exhibits large 674

fluctuations as a function of ν, while the proposed schemes 675

provide a remarkable accuracy irrespective of the CFO value. 676

Again, JML performs poorly when ν approaches zero due to 677

the impossibility of resolving vectors a and b. 678

Figs. 4 and 5 show the MSEE of the CFO estimators 679

as a function of ρ with ν uniformly distributed over the 680
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Fig. 6. Accuracy of the CFO estimators vs. SNR.

interval [−0.5, 0.5]. The SNR is 15 dB in Fig. 4 and 30 dB681

in Fig. 5. These results indicate that, irrespective of the SNR,682

the accuracy of JML and SJML is virtually independent683

of ρ, while CML is significantly affected by the amount of684

I/Q imbalances. As for RC-SJML and BLUE, they exhibit685

a remarkable resilience against RF imperfections at an SNR686

of 15 dB, while some performance degradation is observed687

at SNR = 30 dB in the presence of severe I/Q mismatches.688

However, these schemes largely outperform both JML and689

CML, while exhibiting a tolerable loss with respect to SJML.690

Fig. 6 illustrates the accuracy of the investigated schemes691

as a function of the SNR when ρ = 1 and ν varies692

uniformly within the interval [−0.5, 0.5]. The curve labeled693

CRB corresponds to the bound reported in (57) and it is694

shown as a benchmark. Comparisons are also made with695

the reduced-complexity estimator (RCE) proposed in [25].696

Although RCE was originally designed to operate with a TP697

composed of two identical halves, it can be applied to the698

802.11a STS as well by considering such a sequence as the699

concatenation of two repeated segments [xT
0 xT

1 · · · xT
M/2−1]T

700

and [xT
M/2 xT

M/2+1 · · · xT
M−1]T . We see that SJML attains the701

CRB at any SNR value. Both RC-SJML and BLUE perform702

similarly to SJML (apart for a negligible loss in the high703

SNR region) and achieve a substantial gain with respect to704

JML and RCE. As for the CML curve, it keeps close to the705

CRB when SNR<15 dB, while it is plagued by a considerable706

floor at larger SNR values. Since our numerical analysis did707

not reveal any tangible difference between the true CRB and708

its approximation (61), we conclude that the noise term w(t)709

in (2) can reasonably be modeled as a circularly symmetric710

white Gaussian process.711

The accuracy of the estimated CIR vectors at different712

SNR values is assessed in Fig. 7 using the normalized MSEE713

(NMSEE) of ĥ and q̂, which is defined as714

NMSEE(ĥ) =
E

{∥∥∥ĥ − h
∥∥∥

2
}

E{‖h‖2} ,715

NMSEE(q̂) =
E

{∥∥q̂ − q
∥∥2

}

E{‖q‖2} . (63)716

Here, the estimate û = [ĥT q̂T ]T is obtained as indicated717

in (17) letting φ̃ = φ̂B LU E and using the same operating718

Fig. 7. Accuracy of the CIR estimates vs. SNR.

scenario of Fig. 6. At medium and large SNR values, we see 719

that both curves are tight to the relevant CRBs given in 720

(59) and (60), while a certain discrepancy occurs in the low 721

SNR region. 722

In order to assess the extent to which the approximation (22) 723

can reasonably be adopted, it is interesting to investigate the 724

impact of parameter P on the accuracy of the CFO estimate. 725

For this purpose, in Fig. 8 we show the MSEE of the BLUE 726

as a function of the SNR for P = 16, 32 and 64. Since the 727

length of the TP is fixed to M P = 128, the corresponding 728

values of M are 8, 4 and 2. In particular, the case P = 32 729

is handled by viewing the 802.11a STS as the concatenation 730

of four repeated parts [xT
0 xT

1 ]T , [xT
2 xT

3 ]T , [xT
4 xT

5 ]T and 731

[xT
6 xT

7 ]T , with each vector xi being composed of 16 elements, 732

while the case P = 64 is tackled by dividing the TP into 733

two parts [xT
0 xT

1 xT
2 xT

3 ]T and [xT
4 xT

5 xT
6 xT

7 ]T . It turns 734

out that, at SNR values smaller than 30 dB, the MSEE is 735

practically the same with either P = 16 or 32, and keeps 736

close to the relevant CRB given in (57). In contrast, very poor 737

estimates are obtained with P = 64. It is worth noting that 738

the formidable performance degradation incurred by the BLUE 739

in passing from P = 32 to 64 cannot be totally ascribed to 740

the approximation (22). Indeed, when P = 64 the estimation 741

range of RC-SJML and BLUE is reduced to |φ| ≤ 0.015625π , 742

which is only marginally greater than the value |φ|(max) = 743

0.015π adopted throughout simulations. In the presence of 744

noise, we expect that the phase term θ(m) defined in (45) 745

may occasionally experience jumps of 2π when Pφ is close 746

to ±π as a consequence of the wrapping phenomenon. Our 747

analysis confirms the presence of these jumps when P = 64, 748

which justifies the impressive loss of performance exhibited 749

by the BLUE in this specific situation. 750

The results of Fig. 8 provide useful information about the 751

maximum value of P that can be used with the BLUE. 752

To see how this happens, we recall that the maximum phase 753

error between �P(φ) and its approximation e j (P−1)φ/2IP 754

is �φ(max) = (P − 1) |φ|(max) /2. On the other hand, the 755

MSEE curves in Fig. 8 indicate that, compared to the case 756

P = 16, no penalty in estimation accuracy occurs when 757

P = 32 and |φ|(max) = 0.015π , yielding �φ(max) 
 π/4. 758

This means that a sufficient condition for applying the 759

BLUE without incurring significant performance degradation 760
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Fig. 8. Accuracy of the BLUE vs SNR for different values of P and
M P = 128.

Fig. 9. Accuracy of the BLUE vs. SNR for different values of the channel
order.

is (P − 1) |φ|(max) /2 ≤ π/4, which limits the range of P to761

P ≤ 1 + π

2|φ|(max)
. (64)762

Fig. 9 illustrates the impact of the channel length on the763

performance of the BLUE when the constraint L ≤ Np/2764

is not fulfilled. In these simulations, the MSEE curves are765

obtained by designing the BLUE for a fictitious channel order766

Lv = 4, (corresponding to L = Lv + 2 = 6), while the true767

values of Lv are 4, 6 and 8. As expected, in the high SNR768

region the estimation accuracy exhibits an irreducible floor,769

which increases with the difference Lv − Lv . On the other770

hand, all the curves attain the CRB when the SNR is smaller771

than 15 dB, thereby revealing an adequate resilience against a772

possible mismatch in the channel order.773

We complete our analysis by comparing the investigated774

CFO recovery schemes in terms of their computational com-775

plexity. The last column of Tab. I shows the number of776

required flops when the algorithms are applied to a WLAN777

scenario with P = 16 and M = 8. Based on these results,778

we observe that SJML is hardly implementable due to its779

prohibitive complexity. A similar conclusion applies to JML780

which, in spite of its large computational load, provides poor781

performance when compared to BLUE and RC-SJML. Hence,782

leaving aside the SJML and JML, in Fig. 10 we report the783

number of flops required by the other explored schemes as784

a function of P . The curves are obtained by substituting785

Fig. 10. Complexity of RC-SJML, BLUE, RCE and CML vs. P with
M P = 128.

M P = 128, L = 6, and Nφ = 128 in the expressions 786

given in Tab. I. As is seen, the processing load of RCE is 787

independent of P , while the complexity of the other algorithms 788

decreases with P . These results indicate that the improved 789

performance of RC-SJML with respect to existing alternatives 790

(CML and RCE) is obtained at the price of an increase of 791

the processing requirement by a factor of two. On the other 792

hand, the BLUE attains the accuracy of RC-SJML with a 793

computational load that is nearly the same as that of CML 794

and RCE with either P = 16 or P = 32. Combining the 795

MSEE measurements of Fig. 8 with the complexity analysis 796

of Fig. 10, we conclude that P = 32 (and M = 4) is a good 797

design choice when the BLUE is applied to a WLAN system 798

compliant with the 802.11a standard. 799

VII. CONCLUSIONS 800

We analyzed the CFO estimation problem in an OFDM 801

receiver plagued by frequency-selective I/Q imbalances. 802

In doing so, we assumed that a repeated training preamble 803

is available in front of each data packet to assist the synchro- 804

nization task. Our first objective was the joint ML estimation 805

of the CFO and channel impulse responses of the direct signal 806

component and its mirror image. By exploiting knowledge of 807

the pilot symbols embedded in the preamble, we derived a 808

novel scheme (SJML) which eliminates the sign ambiguity 809

problem of the JML estimator. Since implementation of SJML 810

is impractical, we derived two alternative reduced-complexity 811

schemes (RC-SJML and BLUE) by neglecting the phase 812

rotation induced by the CFO within each TP segment. Upon 813

considering a practical scenario compliant with the 802.11a 814

WLAN standard, the following results were found: 1) both 815

RC-SJML and BLUE lead to a drastic reduction of the 816

processing load with respect to SJML without incurring any 817

significant penalty in estimation accuracy; 2) compared to 818

existing alternatives (CML, RCE, JML), RC-SJML exhibits 819

a remarkable improvement of the system performance at the 820

price of a certain increase of the computational load with 821

respect to CML and RCE; 3) the BLUE attains the same per- 822

formance of RC-SJML, while exhibiting a complexity similar 823

to that of CML and RCE; 4) the length of the repetitive TP 824

segment must be carefully designed in order to achieve a good 825
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trade-off between estimation accuracy, system complexity, and826

estimation range.827

These conclusions indicate that the BLUE represents a828

practical solution for accurate CFO recovery in an OFDM829

direct-conversion receiver.830

REFERENCES831

[1] Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY)832

Specifications, Higher Speed Physical Layer Extension in the 5 GHz833

Band, IEEE Standard 802.11 WG, Sep. 1999.834

[2] IEEE Standard for Local and Metropolitan Area Networks, Part16: Air835

Interface for Fixed and Mobile Broadband Wireless Access Systems,836

IEEE Standard 802.16, 2004.837

[3] Evolved Universal Terrestrial Radio Access (E-UTRA); Physical Chan-838

nels and Modulation, document 3GPP TS 36.211, 2012.839

[4] W. Namgoong and T. H. Meng, “Direct-conversion RF receiver design,”840

IEEE Trans. Commun., vol. 49, no. 3, pp. 518–529, Mar. 2001.841

[5] M. Valkama, M. Renfors, and V. Koivunen, “Advanced methods for842

I/Q imbalance compensation in communication receivers,” IEEE Trans.843

Signal Process., vol. 49, no. 10, pp. 2335–2344, Oct. 2001.844

[6] F. Yan, W.-P. Zhu, and M. O. Ahmad, “Carrier frequency offset845

estimation for OFDM systems with I/Q imbalance,” in Proc. 47th846

IEEE Midwest Symp. Circuits Syst. (MWSCAS), vol. 2. Jul. 2004,847

pp. 633–636s.848

[7] L. Lanante, Jr., M. M. Kurosaki, and H. Ochi, “Low complexity com-849

pensation of frequency dependent I/Q imbalance and carrier frequency850

offset for direct conversion receivers,” in Proc. IEEE Int. Symp. Circuits851

Syst. (ISCAS), Jun. 2010, pp. 2067–2070.852

[8] S. D. Rore, E. Lopez-Estraviz, F. Horlin, and L. van der Perre, “Joint853

estimation of carrier frequency offset and IQ imbalance for 4G mobile854

wireless systems,” in Proc. Int. Conf. Commun. (ICC), vol. 5. Jun. 2006,855

pp. 2066–2071.856

[9] Y.-C. Pan and S.-M. Phoong, “A new algorithm for carrier frequency857

offset estimation in the presence of I/Q imbalance,” in Proc. IEEE Veh.858

Techn. Conf. (VTC-Spring), Apr. 2010, pp. 1–5.859

[10] M. Morelli and M. Moretti, “Carrier frequency offset estimation for860

OFDM direct-conversion receivers,” IEEE Trans. Wireless Commun.,861

vol. 11, no. 7, pp. 2670–2679, Jul. 2012.862

[11] G. Xing, M. Shen, and H. Liu, “Frequency offset and I/Q imbalance863

compensation for direct-conversion receivers,” IEEE Trans. Wireless864

Commun., vol. 4, no. 2, pp. 673–680, Mar. 2005.865

[12] J. Park, Y. Lee, and H. Park, “Preamble design for joint estimation866

of CFO and I/Q imbalance for direct conversion OFDM system,” IET867

Commun., vol. 3, no. 4, pp. 597–602, 2009.868

[13] C. J. Hsu, R. Cheng, and W. H. Sheen, “Joint least squares estimation of869

frequency, DC offset, I-Q imbalance, and channel in MIMO receivers,”870

IEEE Trans. Veh. Technol., vol. 58, no. 5, pp. 2201–2213, Jun. 2009.871

[14] X. Cai, Y.-C. Wu, H. Lin, and K. Yamashita, “Estimation and com-872

pensation of CFO and I/Q imbalance in OFDM systems under timing873

ambiguity,” IEEE Trans. Vehic. Techn., vol. 60, no. 3, pp. 1200–1205,874

Mar. 2011.875

[15] H. Lin, X. Zhu, and K. Yamashita, “Low-complexity pilot-aided com-876

pensation for carrier frequency offset and I/Q imbalance,” IEEE Trans.877

Commun, vol. 58, no. 2, pp. 448–452, Feb. 2010.878

[16] Y. C. Pan and S. M. Phoong, “A time-domain joint estimation algorithm879

for CFO and I/Q imbalance in wideband direct-conversion receivers,”880

IEEE Trans. Wireless Commun., vol. 11, no. 7, pp. 2353–2361, Jul. 2012.881

[17] X. Wang, Y. Xue, L. Liu, F. Ye, and J. Ren, “Carrier frequency882

offset estimation in the presence of I/Q mismatch for wideband OFDM883

systems,” in Proc. IEEE 55th Int. Symp. Circuits Syst. (MWSCAS),884

Aug. 2012, pp. 924–927.885

[18] R. Kume, H. Lin, and K. Yamashita, “Repeated preamble based carrier886

frequency offset estimation in the presence of I/Q imbalance,” in Proc.887

IEEE Int. Conf. Commun. (ICC), Jun. 2012, pp. 4867–4871.888

[19] M. Morelli and H. Lin, “ESPRIT-based carrier frequency offset esti-889

mation for OFDM direct-conversion receivers,” IEEE Commun. Lett.,890

vol. 17, no. 8, pp. 1513–1516, Aug. 2013.891

[20] M. Morelli and M. Moretti, “A SAGE approach to frequency recovery892

in OFDM direct-conversion receivers,” IEEE Commun. Lett., vol. 18,893

no. 4, pp. 536–539, Apr. 2014.894

[21] U. Tureli, H. Liu, and M. Zoltowski, “OFDM blind carrier off-895

set estimation: ESPRIT,” IEEE Trans. Commun., vol. 48, no. 9,896

pp. 1459–1461, Sep. 2000.897

[22] J. A. Fessler and A. O. Hero, “Space-alternating generalized expectation- 898

maximization algorithm,” IEEE Trans. Signal Process., vol. 42, no. 10, 899

pp. 2664–2677, Oct. 1994. 900

[23] A. A. D’Amico, L. Marchetti, M. Morelli, and M. Moretti, “Frequency 901

estimation in OFDM direct-conversion receivers using a repeated pream- 902

ble,” IEEE Trans. Commun, vol. 64, no. 3, pp. 1246–1258, Mar. 2016. 903

[24] M. Ghogho, A. Swami, and P. Ciblat, “Training design for CFO 904

estimation in OFDM over correlated multipath fading channels,” in Proc. 905

Global Telecommun. Conf. (GLOBECOM), Nov. 2007, pp. 2821–2825. 906

[25] M. Asim, M. Ghogho, and D. McLernon, “OFDM receiver design in the 907

presence of frequency selective I/Q imbalance and CFO,” in Proc. 21st 908

Eur. Signal Process. Conf. (EUSIPCO), Marrakesh, Morocco, Sep. 2013, 909

pp. 1–5. 910

[26] G.-T. Gil, I.-H. Sohn, J.-K. Park, and Y. H. Lee, “Joint ML estimation of 911

carrier frequency, channel, I/Q mismatch, and DC offset in communica- 912

tion receivers,” IEEE Trans. Veh. Technol., vol. 54, no. 1, pp. 338–349, 913

Jan. 2005. 914

[27] S. M. Kay, Fundamentals of Statistical Signal Processing: Estimation 915

Theory. Englewood Cliffs, NJ, USA: Prentice-Hall, 1993. 916

[28] M. Morelli and U. Mengali, “An improved frequency offset estimator 917

for OFDM applications,” IEEE Commun. Lett., vol. 3, no. 3, pp. 75–77, 918

Mar. 1999. 919

Antonio A. D’Amico received the Dr.Ing. degree in 920

electronic engineering and the Ph. D. degree from 921

the University of Pisa, Italy, in 1992 and 1997, 922

respectively. He is currently an Associate Professor 923

with the Department of Information Engineering, 924

University of Pisa. His research interests are in 925

digital communication theory, with emphasis on 926

synchronization algorithms, channel estimation, and 927

detection techniques. 928

929

Michele Morelli received the Laurea degree (cum 930

laude) in electrical engineering from the University 931

of Pisa, Italy, in 1991, and the Ph.D. degree in 932

electrical engineering from the University of Pisa. 933

From 1992 to 1995, he was with the Department 934

of Information Engineering, University of Pisa. In 935

1996, he joined the Centro Studi Metodi e Disposi- 936

tivi per Radiotrasmissioni, Italian National Research 937

Council, Pisa, where he was a Research Assistant. 938

Since 2001, he has been with the Department of 939

Information Engineering, University of Pisa, where 940

he is a Professor of telecommunications. His research interests are in wireless 941

communication theory, with emphasis on synchronization algorithms and 942

channel estimation in multiple-access communication systems. He was a 943

co-recipient of the VTC2006 (Fall) Best Student Paper Award. He has 944

served as an Associate Editor for the IEEE TRANSACTIONS ON WIRELESS 945

COMMUNICATIONS and the IEEE WIRELESS COMMUNICATION LETTERS. 946

He is currently serving as an Associate Editor for the IEEE TRANSACTIONS 947

ON COMMUNICATIONS. 948

Marco Moretti (M’03) received the degree in elec- 949

tronic engineering from the University of Florence, 950

Florence, Italy, in 1995, and the Ph.D. degree 951

from the Delft University of Technology, Delft, 952

The Netherlands, in 2000. From 2000 to 2003, 953

he was a Senior Researcher with Marconi Mobile. 954

He is currently an Assistant Professor with the 955

University of Pisa, Pisa, Italy. His research interests 956

include resource allocation for multicarrier systems, 957

synchronization, and channel estimation. He is an 958

Associate Editor of the IEEE TRANSACTIONS ON 959

SIGNAL PROCESSING. 960



IEE
E P

ro
of

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS 1

Periodic Preamble-Based Frequency Recovery in
OFDM Receivers Plagued by I/Q Imbalance

Antonio A. D’Amico, Michele Morelli, Senior Member, IEEE, and Marco Moretti , Member, IEEE

Abstract— The direct conversion receiver (DCR) architecture1

has received much attention in the last few years as an effective2

means to obtain user terminals with reduced cost, size, and power3

consumption. A major drawback of a DCR device is the possible4

insertion of in-phase/quadrature imbalances in the demodulated5

signal, which can seriously degrade the performance of conven-6

tional synchronization algorithms. In this paper, we investigate7

the problem of carrier frequency offset (CFO) recovery in an8

orthogonal frequency-division multiplexing receiver equipped9

with a DCR front-end. Our approach is based on maximum10

likelihood (ML) arguments and aims at jointly estimating the11

CFO, the useful signal component, and its mirror image. In doing12

so, we exploit knowledge of the pilot symbols transmitted within13

a conventional repeated training preamble appended in front of14

each data packet. Since the exact ML solution turns out to be15

too complex for practical purposes, we propose two alternative16

schemes which can provide nearly optimal performance with17

substantial computational saving. One of them provides the CFO18

in closed-form, thereby avoiding any grid-search procedure. The19

accuracy of the proposed methods is assessed in a scenario com-20

pliant with the 802.11a WLAN standard. Compared to existing21

solutions, the novel schemes achieve improved performance at22

the price of a tolerable increase of the processing load.23

Index Terms— Carrier frequency estimation, OFDM,24

direct-conversion receiver, I/Q imbalance.25

I. INTRODUCTION26

ORTHOGONAL frequency-division multiplexing27

(OFDM) is a popular multicarrier technology which28

offers remarkable resilience against multipath distortions,29

increased spectral efficiency, and the possibility of performing30

adaptive modulation and coding. Due to such potential31

advantages, it has been adopted in several wideband32

commercial systems, including the IEEE 802.11a wireless33

local area network (WLAN) [1], the IEEE 802.16 wireless34

metropolitan area network (WMAN) [2], and the 3GPP35

long-term evolution (LTE) [3]. Recent studies indicate36

that the use of a direct-conversion receiver (DCR) in37

combination with the OFDM technology can provide an38

effective means for the implementation of user terminals with39

reduced size and power consumption [4]. These advantages40
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are achieved through elimination of expensive intermediate 41

frequency (IF) filters and other off-chip components employed 42

in the classical superheterodyne architecture. The price is a 43

higher degree of radio-frequency (RF) imperfections arising 44

from the use of analog in-phase/quadrature (I/Q) low-pass 45

filters (LPF) with mismatched frequency responses, and 46

from local oscillator (LO) signals with amplitude and phase 47

imbalances. In general, LO-induced distortions are nearly 48

flat in the frequency domain, while filter mismatches can 49

vary substantially over the signal bandwidth, especially 50

in a wideband communication system [5]. If not properly 51

compensated, the I/Q imbalance introduces image interference 52

from mirrored subcarriers, with ensuing limitations of the 53

system performance. In addition to I/Q imperfections, 54

an OFDM receiver is also vulnerable to the carrier frequency 55

offset (CFO) between the incoming waveform and the 56

LO signals, which generates interchannel interference in the 57

demodulated signal. 58

In recent years, an intense research activity has been con- 59

ducted to investigate the problem of CFO recovery in OFDM 60

systems plagued by frequency-selective I/Q imperfections. 61

Many available solutions operate in the time-domain and 62

exploit a suitably designed training preamble (TP) appended in 63

front of the data packet. For example, the authors of [6] and [7] 64

recover the cosine of the CFO by using a TP composed of 65

three repeated segments. However, due to the even property 66

of the cosine function, the estimated frequency is affected by 67

a inherent sign ambiguity, which severely limits the accuracy 68

in case of small CFO values. Some feasible solutions to 69

fix the sign ambiguity problem are presented in [8]–[10], 70

where the original TP of [6] is properly extended so as to 71

retrieve both the cosine and the sine of the CFO. Unambiguous 72

frequency estimates are also obtained in [11] and [12] by 73

exploiting a TP composed of several repeated parts, which are 74

rotated by a specific phase pattern before being transmitted. 75

Unfortunately, the resulting schemes are not computationally 76

efficient as they require a grid-search over the uncertainty 77

frequency interval. The same problem occurs in [13] and [14], 78

where no closed-form solution is provided to get the CFO 79

estimate. A low-complexity scheme is presented in [15] to 80

jointly compensate for the CFO and I/Q imbalances without 81

resorting to any grid-search procedure. 82

The main drawback of the aforementioned methods is 83

that they rely on specific TPs that cannot be found in any 84

OFDM communication standard. Alternative schemes employ- 85

ing the IEEE 802.11a conventional repeated TP can be found 86

1536-1276 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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in [16]–[20]. In particular, novel sine- and cosine-based esti-87

mators are derived in [16] by means of a suitable matrix88

formulation of the received signal samples, while a linear89

least squares estimation of the unsigned CFO is formulated90

in [18] using a general relationship among three adjacent91

TP segments. In [19] and [20], the useful signal component92

and its mirror image are interpreted as two independent93

sinusoidal signals, which are separated by resorting to either94

the ESPRIT (estimation of signal parameters via rotational95

invariance technique [21]) or the SAGE (space-alternating gen-96

eralized expectation-maximization [22]) algorithms, respec-97

tively. In [23] the authors show that, at low and medium98

signal-to-noise ratio (SNR) values, the classical maximum99

likelihood (CML) frequency estimator, derived in [24] for100

a perfectly balanced receiver, performs satisfactorily even in101

the presence of some I/Q imbalance. Furthermore, in many102

situations CML exhibits improved accuracy with respect to103

the joint maximum likelihood (JML) estimator of the CFO,104

the channel distorted TP and its mirror image, which was105

originally presented in [11]. The reason is that JML, when106

applied to a repetitive TP, is subject to the sign ambiguity107

problem and provides poor results in the presence of small108

CFO values. A novel frequency estimator is also derived109

in [23] by exploiting some side-information about the signal-110

to-image ratio. This scheme, which is named constrained111

JML (CJML), can achieve improved accuracy with respect to112

CML and JML at the price of a substantial increase of the com-113

putational burden. Finally, a low-complexity scheme for the114

joint estimation of the CFO, channel impulse response (CIR)115

and I/Q imbalance is presented in [25] using the long training116

sequence embedded in the 802.11a preamble.117

In this work, we consider an OFDM direct-conversion118

receiver affected by frequency-selective I/Q imbalances and119

further investigate the CFO recovery task using a repeated TP.120

In order to remove the sign ambiguity problem that affects the121

JML, the joint estimation of the CFO and channel impulse122

responses for the signal component and its mirror image123

is accomplished by suitably exploiting knowledge of the124

pilot symbols embedded in the received TP. Unfortunately,125

the exact ML solution cannot be implemented in practice due126

to its prohibitive processing requirements. Therefore, we look127

for simpler solutions that can be executed with affordable128

complexity. One of them is an approximation of the true129

ML estimator, which is obtained by neglecting the phase130

rotation induced by the residual CFO within each TP segment.131

The resulting scheme allows a substantial reduction of the132

system complexity without incurring any significant penalty133

in estimation accuracy with respect to the ML estimator.134

We also derive an alternative method based on the best linear135

unbiased estimation (BLUE) principle, which further reduces136

the processing requirements by computing the CFO estimate137

in closed-form. Numerical simulations indicate that the pro-138

posed schemes perform satisfactorily even in the presence of139

severe I/Q imbalances and outperform other existing methods.140

Their performance is close to the Cramer-Rao bound (CRB)141

provided that the order of the overall propagation chan-142

nel (comprising the transmit and receive filters) does not143

exceed half the number of the pilot symbols of the TP.144

Fig. 1. Basic DCR architecture.

When such a condition is not met, the estimation accuracy 145

decreases, especially at high SNR values. 146

The rest of the paper is organized as follows. Next section 147

describes the DCR architecture and introduces the mathemat- 148

ical model of the received TP. In Sect. III we discuss the joint 149

ML estimation of the CFO and channel impulse responses 150

for the useful signal and its mirror image. Some practical 151

adjustments are also suggested to reduce the processing load 152

of the ML scheme. In Sect. IV we adopt the BLUE concept 153

to get the CFO estimate in closed-form, while in Sect. V 154

we present the CRB analysis for the considered estimation 155

problem. Simulation results are presented in Sect. VI and, 156

finally, some conclusions are offered in Sect. VII. 157

Notation: Matrices and vectors are denoted by boldface 158

letters, with IN and 1N being the identity matrix of order N 159

and the N-dimensional vector with unit entries, respectively. 160

A = diag{a(n) ; n = 1, 2, . . . , N} denotes an N × N diagonal 161

matrix with entries a(n) along its main diagonal, [C]k,� is 162

the (k, �)th entry of C and B−1 is the inverse of a matrix B. 163

The notation ‖·‖ represents the Euclidean norm of the enclosed 164

vector while �e{x}, �m{x}, |x | and arg{x} stand for the real 165

and imaginary parts, the modulus, and the principal argument 166

of a complex number x . The symbol ⊗ is adopted for either the 167

convolution between continuous-time signals or the Kronecker 168

product between matrices and/or vectors. We use E{·}, (·)∗, 169

(·)T and (·)H for expectation, complex conjugation, trans- 170

position and Hermitian transposition, respectively. Finally, 171

λ̃ denotes a trial value of the unknown parameter λ. 172

II. SYSTEM MODEL IN THE PRESENCE 173

OF CFO AND I/Q IMBALANCE 174

A. DCR Architecture 175

Fig. 1 illustrates the basic structure of a DCR front-end. 176

Here, the received RF waveform rRF (t) is down-converted 177

to baseband using LO signals characterized by an amplitude 178

mismatch α and a phase error ψ . The demodulated signals 179

are then fed to I/Q low-pass filters with different impulse 180

responses gI (t) and gQ(t). While LO imperfections give rise 181

to frequency-independent I/Q imbalances, filter mismatches 182

vary over the signal bandwidth, thereby resulting into a 183

frequency-selective imbalance [11]. We call r(t) the complex 184

envelope of rRF (t) with respect to the carrier frequency f0, 185

and let � f = f0 − fL O be the offset between the carrier and 186

LO frequencies. Hence, we can write the received waveform 187
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as rRF (t) = �e{r(t)e j2π( f L O+� f )t }, with188

r(t) = s(t)⊗ v(t) + n(t). (1)189

In the above equation, s(t) and v(t) are the baseband repre-190

sentations of the transmitted signal and propagation channel,191

respectively, while n(t) is circularly symmetric AWGN with192

two-sided power spectral density 2N0. As shown in Fig. 1,193

we denote by x(t) = xI (t) + j xQ(t) the complex down-194

converted signal at the output of the mismatched I/Q filters.195

Then, after standard manipulations we get196

x(t) = e j2π� f t [s(t)⊗ h(t)] + e− j2π� f t [s∗(t)⊗ q(t)] + w(t)197

(2)198

where the first term is the direct signal component, the second199

term represents self-image interference, and w(t) accounts for200

the noise contribution. The equivalent CIRs h(t) and q(t)201

appearing in (2) are expressed by [11]202

h(t) = v(t) ⊗ p+(t)e− j2π� f t
203

q(t) = v∗(t)⊗ p−(t)e j2π� f t (3)204

with205

p+(t) = 1

2
[gI (t)+ αgQ(t)e

− jψ ]206

p−(t) = 1

2
[gI (t)− αgQ(t)e

jψ ] (4)207

while the noise term w(t) = wI (t)+ jwQ(t) takes the form208

w(t) = n(t)e j2π� f t ⊗ p+(t)+ n∗(t)e− j2π� f t ⊗ p−(t). (5)209

Substituting (4) into (5), it is found that wI (t) and wQ(t) are210

zero-mean Gaussian processes with auto- and cross-correlation211

functions212

E{wI (t)wI (t + τ )} = N0[gI (τ )⊗ gI (−τ )]213

E{wQ(t)wQ (t + τ )} = α2 N0[gQ(τ )⊗ gQ(−τ )]214

E{wI (t)wQ (t + τ )} = −αN0 sinψ[gI (τ )⊗ gQ(−τ )]. (6)215

Since the real and imaginary components of w(t) are gener-216

ally cross-correlated with different auto-correlation functions,217

we conclude that, in general, the noise process at the ouptut218

of a DCR front-end is not circularly symmetric.219

B. Mathematical Model of the Received TP220

We consider an OFDM burst-mode communication system,221

where each burst is preceded by a TP to assist the syn-222

chronization and channel estimation functions. In contrast to223

many related works, where the TP is suitably designed to224

cope with I/Q imbalances [6]–[15], in this study we assume225

a conventional periodic preamble composed by MT ≥ 2226

repeated segments. Each segment contains P time-domain227

samples, which are obtained as the inverse discrete Fourier228

transform (IDFT) of P pilot symbols {c(n); n = 0, 1, . . . ,229

P − 1}. Such a preamble is general enough to include both230

the short training sequence (MT = 10, P = 16) and the231

long training sequence (MT = 2, P = 64) of the 802.11a232

WLAN standard [1]. In the former case, a number MG ≥ 1233

of segments serve as a cyclic prefix (CP) to avoid interblock234

interference, while the remaining M = MT − MG segments 235

are exploited for synchronization purposes. In the latter case 236

we have MG = 0 since the long training sequence is preceded 237

by its own CP. 238

For simplicity, we consider a discrete-time baseband signal 239

model with signaling interval Ts . The TP samples are thus 240

given by 241

s[l] = 1√
P

P−1∑

n=0

c(n)e j2πnl/P − NG ≤ l ≤ M P − 1 (7) 242

where NG is the CP duration normalized by Ts . After prop- 243

agating through the multipath channel, the received signal 244

x[l] = x(lTs) is plagued by CFO and frequency-selective I/Q 245

imbalances. Bearing in mind (2) and assuming that h(t) and 246

q(t) have support [0, LTs) with L ≤ NG , we have 247

x[l] = e jlφ

√
P

L−1∑

k=0

h[k]
P−1∑

n=0

c(n)e j2πn(l−k)/P
248

+ e− j lφ

√
P

L−1∑

k=0

q[k]
P−1∑

n=0

c∗(n)e− j2πn(l−k)/P +w[l] (8) 249

for 0 ≤ l ≤ M P − 1. In the above equation, h[k] and q[k] 250

is the shorthand notation for h(kTs) and q(kTs), respectively, 251

w[l] is the noise sample and we have defined 252

φ = 2π� f Ts . (9) 253

To proceed further, we arrange the quantities x[l] into an 254

M P− dimensional vector x = (x[0], x[1], . . . , x[M P − 1])T 255

and let C = diag{c(n), n = 0, 1, . . . , P − 1}. Then, we can 256

put (8) in matrix notation as 257

x = �(φ)G1CG2h + �(−φ)G∗
1C∗G∗

2q + w (10) 258

where h = (h[0], h[1], . . . , h[L − 1])T and q = (q[0], 259

q[1], . . . , q[L − 1])T are the L−dimensional CIR vectors, 260

w = (w[0], w[1], . . . , w[M P − 1])T represents the noise 261

contribution and �(φ) = diag{e jlφ, l = 0, 1, . . . ,M P − 1}. 262

Finally, G2 is a (P × L)−dimensional matrix with entries 263

[G2]n,k = e− j2π(n−1)(k−1)/P n = 1, 2, . . . , P k = 1, 2, . . . , L 264

(11) 265

while G1 has dimension M P × P and can be expressed as 266

G1 = 1M ⊗ FP (12) 267

where FP is the unitary P−point IDFT matrix with entries 268

[FP ]n,k = 1√
P

e j2π(n−1)(k−1)/P n, k = 1, 2, . . . , P. (13) 269

III. JOINT ML ESTIMATION OF 270

THE CFO AND CIR VECTORS 271

A. Estimator Design 272

Inspection of (3) and (4) indicates that the equivalent 273

CIRs h(t) and q(t) are mathematically related to the LO 274

imbalance parameters α and ψ , the CFO � f and the prop- 275

agation channel v(t). All these quantities can in principle be 276

recovered from the observation vector x by resorting to some 277

optimality criterion. Albeit effective, this approach would 278
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result into a prohibitively complex estimation process, where279

an exhaustive grid-search has to be employed to localize the280

optimum point of a multidimensional cost function. For this281

reason, we follow a more pragmatic strategy, which ignores282

the dependence of u = [hT qT ]T on the other unknown283

parameters and looks for the joint ML estimates of (u,284

φ). Despite the remarkable advantage in terms of system285

complexity, the joint recovery of (u, φ) is still complicated286

by the fact that the likelihood function does not take the287

classical form of a multivariate Gaussian probability density288

function due to the structure of the noise vector w, which is289

not circularly symmetric. To overcome such a difficulty, for the290

time being we assume that w is a zero-mean circularly sym-291

metric Gaussian (ZMCSG) complex vector with covariance292

matrix σ 2
wIM P . Although this assumption holds true only in293

a perfectly balanced DCR architecture, it has been used even294

in the presence of non-negligible I/Q imbalances to derive295

novel frequency recovery schemes [26]. We point out that in296

our study the white noise assumption is adopted only to derive297

the CFO estimators and to analytically compute their accuracy,298

while the true noise statistics shown in (6) are employed in299

the numerical analysis to assess the system performance in a300

realistic scenario.301

We start our analysis by rewriting (10) in a more compact302

form as303

x = A(φ)u + w (14)304

where the (M P × 2L)−dimensional matrix A(φ) is305

expressed by306

A(φ) = [�(φ)G1CG2 �(−φ)G∗
1C∗G∗

2]. (15)307

Applying the ML estimation principle to the observation308

vector x under the ZMCSG assumption for w, leads to the309

following maximization problem310

{û, φ̂} = arg max
{ũ,φ̃}

{
−

∥∥∥x − A(φ̃)ũ
∥∥∥

2
}
. (16)311

For a fixed value of φ̃, the maximum is achieved at312

û(φ̃) =
[
AH (φ̃)A(φ̃)

]−1
AH (φ̃)x (17)313

which, after substitution into (16), yields the CFO metric in314

the form315

� (φ̃) = xH A(φ̃)
[
AH (φ̃)A(φ̃)

]−1
AH (φ̃)x. (18)316

It is worth noting that letting L = P and replacing G1CG2317

in (15) with 1M ⊗ IP leads to the JML estimator originally318

presented in [11], which was later applied to a repeated319

preamble in [23]. Compared to JML, the metric (18) exploits320

the mathematical structure of the received TP specified by321

the matrix A(φ), which depends on the pilot symbols {c(n)}322

and the DFT/IDFT matrices G1 and G2 as shown in (15).323

Accordingly, in the sequel the CFO estimator maximizing the324

metric (18) is referred to as the structured JML (SJML), i.e.325

φ̂S J M L = arg max
φ̃

{�(φ̃)}. (19)326

TABLE I

COMPLEXITY OF THE INVESTIGATED SCHEMES

In order to assess the complexity of SJML, it is convenient to 327

put (18) into the equivalent form 328

� (φ̃) =
∥∥∥LH

c (φ̃)A
H (φ̃)x

∥∥∥
2

(20) 329

where Lc(φ̃)LH
c (φ̃) is the Cholesky factorization of 330

[
AH (φ̃)A(φ̃)

]−1
. Then, we see that evaluating � (φ̃) approx- 331

imately needs 2L M P complex multiplications plus 2L M P 332

complex additions for each value of φ̃, which corresponds 333

to 16L M P floating point operations (flops). In writing these 334

figures we have borne in mind that a complex multiplication 335

amounts to four real multiplications plus two real additions, 336

while a complex additions is equivalent to two real additions. 337

Furthermore, we have assumed that matrices LH
c (φ̃)A

H (φ̃) 338

are pre-computed and stored in the receiver. The overall 339

computational requirement of SJML is summarized in the first 340

row of Table I, where we have denoted by Nφ the number of 341

candidate values φ̃. Since in the presence of a considerable 342

CFO uncertainty the number Nφ can be quite large, we expect 343

that SJML cannot be implemented with affordable complexity. 344

This justifies the search for alternative schemes with less 345

computational requirements and good estimation accuracy. 346

B. Reduced-Complexity CFO Estimation 347

We begin by partitioning vector x into M subvectors 348

{xm; m = 0, 1, . . . ,M − 1}, where xm collects the P samples 349

belonging to the mth received TP segment. Then, letting 350

x = [xT
0 xT

1 · · · xT
M−1]T and bearing in mind (10) and (12), 351

the mathematical model of xm is found to be 352

xm = e jm Pφ�P(φ)FP CG2h 353

+ e− jm Pφ�P (−φ)F∗
PC∗G∗

2q + wm (21) 354

where wm is the mth subvector of w = [wT
0 wT

1 · · · wT
M−1]T

355

and �P (φ) = diag{e jlφ, l = 0, 1, . . . , P − 1} . In order to 356

simplify the SJML metric, we make the following approxima- 357

tion 358

�P(φ) 
 e j (P−1)φ/2IP (22) 359

which amounts to replacing the linearly increasing phase 360

shift lφ for l = 0, 1, . . . , P − 1 by its average value 361

(P − 1)φ/2. Denoting by |φ|(max) the largest value of |φ|, 362

the maximum phase deviation between the entries of �P(φ) 363

and e j (P−1)φ/2IP turns out to be (P − 1) |φ|(max) /2. This 364

suggests that approximation (22) becomes more and more 365

questionable as P increases, and limits the range of P as 366

discussed later in Sect. VI B. 367
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Plugging (22) into (21) yields368

xm 
 e j (2m P+P−1)φ/2FPCG2h369

+ e− j (2m P+P−1)φ/2F∗
PC∗G∗

2q + wm (23)370

which can also be rewritten in a more compact form as371

xm = Tum + wm (24)372

where um is a 2L−dimensional vector expressed by373

um =
[

e j (2m P+P−1)φ/2h
e− j (2m P+P−1)φ/2q

]
(25)374

and T is the following matrix of dimension P × (2L)375

T = [
T1 T∗

1

]
(26)376

with T1 = FPCG2. From the simplified model (24), the ML377

estimate of um is computed as378

ûm = (TH T)−1TH xm . (27)379

Then, recalling the structure of um shown in (25), we380

observe that the first L elements of ûm provide an estimate381

of e j (2m P+P−1)φ/2h, while the last L elements provide an382

estimate of e− j (2m P+P−1)φ/2q. Since in a practical scenario383

the energy of q is typically much smaller than the energy384

of h, in the sequel we only exploit the first part of ûm385

(m = 0, 1, . . . ,M −1) to retrieve the CFO. This approach has386

the remarkable advantage of reducing the system complexity387

without leading to any significant loss in estimation accuracy.388

Hence, substituting (24) into (27) and denoting by ξm the first389

L entries of ûm , we get390

ξm = e j (2m P+P−1)φ/2h+ηm (28)391

where ηm is a zero-mean Gaussian vector with covariance392

matrix Cη = σ 2
wK, and K is an L−dimensional matrix with393

entries [K]i, j = [(TH T)−1]i, j for 1 ≤ i, j ≤ L. Observing394

that395

TH T =
[

TH
1 T1 TH

1 T∗
1

TT
1 T1 TT

1 T∗
1

]
(29)396

from the inversion formula of a partitioned matrix we have397

[27, p. 572]398

K = [TH
1 T1 − TH

1 T∗
1(T

T
1 T∗

1)
−1TT

1 T1]−1. (30)399

We now derive the joint ML estimate of the unknown para-400

meters (h,φ) starting from the observation vectors {ξm; m =401

0, 1, . . . ,M − 1}. Neglecting irrelevant terms independent of402

(h̃, φ̃), we may write the log-likelihood function (LLF) in the403

form404

 (h̃, φ̃) = 2�e

{
h̃H K−1

M−1∑

m=0

e− j (2m P+P−1)φ̃/2ξm

}
405

− M(h̃H K−1h̃). (31)406

Maximizing  (h̃, φ̃) with respect to h̃ yields407

ĥ(φ̃) = 1

M

M−1∑

m=0

e− j (2m P+P−1)φ̃/2ξm (32)408

and plugging this result into (31) produces the concentrated 409

likelihood function for the estimation of φ as 410

c(φ̃) =
∥∥∥∥∥

M−1∑

m=0

e− jm Pφ̃ym

∥∥∥∥∥

2

(33) 411

with ym = K−1/2ξm . After some standard manipulations, 412

we can put c(φ̃) in the equivalent form 413

c(φ̃) =
M−1∑

m=1

�e
{

R(m)e− jm Pφ̃
}

(34) 414

where the quantities {R(m)} are defined as 415

R(m) =
M−1∑

k=m

yH
k−myk 1 ≤ m ≤ M − 1. (35) 416

In the sequel, the CFO estimator maximizing c(φ̃) is referred 417

to as the reduced-complexity SJML (RC-SJML), i.e. 418

φ̂RC−S J M L = arg max
φ̃

{c(φ̃)}. (36) 419

C. Remarks 420

1) Inspection of (34) reveals that c(φ̃) is periodic of 421

period 2π/P , meaning that the estimator provides ambiguous 422

estimates unless φ is confined within the interval |φ| ≤ π/P . 423

Recalling the relationship (9) between φ and � f , it turns 424

out that the estimation range of RC-SJML is given by 425

|� f | ≤ 1/(2PTs). 426

2) The maximum of c(φ̃) can be found through the 427

following two-step procedure. In the first step (coarse search), 428

the CFO metric is evaluated over a set of φ̃ values, say
{
φ̃n

}
, 429

covering the uncertainty range of φ and the location φ̃M of the 430

maximum is determined over this set. In the second step (fine 431

search), the quantities {c(φ̃n)} are interpolated to locate the 432

local maximum nearest to φ̃M . The coarse search can be 433

efficiently performed using Fast Fourier Transform (FFT) tech- 434

niques. Specifically, we consider the following zero-padded 435

sequence of length Nφ = Mγpr 436

RZ P(m) =
{

R(m) 1 ≤ m ≤ M − 1

0 M ≤ m ≤ Nφ − 1 and m = 0
(37) 437

where γpr ≥ 1 is an integer design parameter called pruning 438

factor. Then, we compute the Nφ -point (−Nφ/2 < n ≤ Nφ/2) 439

FFT of RZ P(m) 440

FFT{RZ P(m)} =
Nφ−1∑

m=0

RZ P(m)e
− j2πmn/Nφ (38) 441

and observe that the real part of the FFT provides samples of 442

the metric c(φ̃) evaluated at 443

φ̃n = 2πn

P Mγpr
, −Nφ/2 < n ≤ Nφ/2. (39) 444

The maximum of the set {c(φ̃n)} is eventually sought, and 445

this provides the coarse estimate of φ. From (39), it is seen 446
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that the pruning factor determines the granularity of the coarse447

search.448

3) In assessing the complexity of RC-SJML, we observe449

that evaluating vectors ym for 0 ≤ m ≤ M − 1 needs450

8L M P − 2L M flops, while nearly 4L M(M − 1) flops are451

required to obtain the correlations R(m) for 1 ≤ m ≤ M − 1452

starting from ym . Finally, the FFT of the sequence RZ P(m)453

is computed with (Nφ/2) log2(Nφ) complex multiplications454

plus Nφ log2(Nφ) complex additions, which corresponds to455

additional 5Nφ log2(Nφ) flops. The overall operations are456

summarized in the second row of Table I.457

4) Evaluating ûm as shown in (27) requires the invertibil-458

ity of the (2L)−dimensional matrix TH T, which is attain-459

able only if T has full-rank 2L. From (26), we see that460

rank(T) depends on T1 = FPCG2 and, ultimately, on the461

structure of C. In particular, when considering the short462

training sequence (STS) of the 802.11a preamble we have463

rank(T) = min (2L, Np), where Np = 12 is the number of464

non-zero pilot symbols {c(n)}. In such a case, application of465

RC-SJML requires that L ≤ Np/2, which poses a limit to the466

maximum channel order that can be handled. When such a467

constraint is not fulfilled, the problem arises as how to compute468

vector ûm . One possibility is to replace (TH T)−1 in (27) by469

(TH T+λI2L)
−1, where λ > 0 is a regularization parameter470

which ensures the invertibility of TH T+λI2L . A good choice471

for such a parameter is λ = σ 2
w , as in this case ûm reduces to472

the minimum mean square error (MMSE) estimate of um based473

on the observation vector xm . Alternatively, we can replace474

the true channel order L by L = Np/2 for the sole purpose of475

evaluting ûm , and let the RC-SJML operate in a mismatched476

mode. In such a case, the estimation accuracy is expected477

to worsen more and more as the difference L − L grows478

large. This intuition will be checked later through numerical479

measurements.480

IV. CFO ESTIMATION IN CLOSED-FORM481

Although RC-SJML can provide a remarkable reduction of482

the processing requirements with respect to SJML, the max-483

imization problem in (36) still requires a search over the484

uncertainty range of φ, which may be cumbersome in certain485

applications. To overcome this problem, we introduce an486

alternative scheme that is able to estimate the CFO in closed-487

form. Our approach is based on some heuristic reasoning and488

exploits the correlations {R(m); 1 ≤ m ≤ M − 1} defined489

in (35).490

We begin by deriving the mathematical model of vectors491

ym = K−1/2ξm , with ξm as shown in (28). Letting492

heq = K−1/2h (40)493

we get494

ym = e j (2m P+P−1)φ/2(heq+nm) (41)495

where nm = K−1/2ηme− j (2m P+P−1)φ/2 is a zero-mean496

Gaussian vector with covariance matrix Cn = σ 2
wIL . Substi-497

tuting this result into (35) produces498

R(m) = (M−m)
∥∥heq

∥∥2
e jm Pφ[1 + γ (m)] 1 ≤ m ≤ M−1499

(42)500

with 501

γ (m) = 1

(M − m)
∥∥heq

∥∥2

M−1∑

k=m

[hH
eqnk +nH

k−mheq + nH
k−m nk]. 502

(43) 503

Inspection of (42) reveals that the unknown parameter φ is 504

linearly related to the argument of R(m). Hence, we define 505

the angles 506

θ(m) = arg{R(m)R∗(m − 1)} 1 ≤ m ≤ H (44) 507

where H is a design parameter not greater than M−1 and R(0) 508

is arbitrarily set to unity. Furthermore, we assume large SNR 509

values such that arg{1 + γ (m)} 
 γI (m), with γI (m) being 510

the imaginary part of γ (m). In these circumstances, from (42) 511

we have 512

θ(m) 
 [Pφ + γI (m)− γI (m − 1)]2π (45) 513

where [x]2π denotes the value of x reduced to the interval 514

[−π, π). If φ is adequately smaller than π/P , the quantity 515

in brackets in (45) is (with high probability) less than π and 516

θ(m) reduces to 517

θ(m) = Pφ + η(m) (46) 518

with η (m) = γI (m)− γI (m − 1). It is worth noting that the 519

linear model (46) is exactly the same presented in [28] in the 520

context of CFO recovery for OFDM receiver without any I/Q 521

imbalance. The BLUE of φ as a function of the observation 522

variables θ = [θ (1), θ (2), . . . , θ (H )]T is given by [27] 523

φ̂B LU E = 1

P

H∑

m=1

αB LU E (m)θ(m) (47) 524

where αB LU E(m) is the mth element of 525

αB LU E = C−1
η 1

1T C−1
η 1

(48) 526

and Cη is the covariance matrix of η = [η(1), η(2), . . . , 527

η(H )]T . The variance of φ̂B LU E is expressed by 528

var(φ̂B LU E) = 1

P2

1

1T C−1
η 1

(49) 529

and depends on the design parameter H . In [28] it is shown 530

that the minimum of var(φ̂B LU E) is achieved when H = M/2. 531

In such a case we have 532

αB LU E (m) = 3
4(M − m)(M − m + 1)− M2

2M(M2 − 1)
(50) 533

and 534

var(φ̂B LU E ) = 6σ 2
w

M P2(M2 − 1)
∥∥heq

∥∥2 . (51) 535

The complexity of BLUE is assessed by observing that, 536

besides the 8L M P − 2L M flops required to get vectors ym 537

for 0 ≤ m ≤ M − 1, additional L M(3M − 2)− M flops are 538

involved in the evaluation of R(m) for 1 ≤ m ≤ M/2. The 539

estimate φ̂B LU E is eventually obtained from the correlations 540

R(m) with 3M/2 flops. This leads to the overall complexity 541

listed in the third row of Table I. 542
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Ḃ(φ) =
[

M 0
0 M

] [−�m{A1(φ)} −�e{A1(φ)} −�m{A1(φ)} �e{A1(φ)}
�e{A1(φ)} −�m{A1(φ)} −�e{A1(φ)} −�m{A1(φ)}

]
(56)

V. CRB ANALYSIS543

It is interesting to compare the accuracy of the CFO544

estimation algorithms derived in the previous Sections with the545

relevant CRB. The latter is obtained starting from the signal546

model given in (14)-(15), and using the true noise statistics547

expressed in (6). We begin by arranging the received samples548

x into a real-valued vector x̆ = [xT
I xT

Q]T , with xI = �e{x}549

and xQ = �m{x}. Then, we define the real-valued CIR vector550

as ŭ = [hT
re hT

im qT
re qT

im ]T , where hre and qre are the real parts551

of h and q, respectively, while him and qim are the imaginary552

parts. Finally, letting w̆ = [wT
I wT

Q ]T , with wI = �e{w} and553

wQ = �m{w}, we may rewrite (14) as554

x̆ = B(φ)ŭ + w̆ (52)555

where556

B(φ)557

=
[ �e{A1(φ)} −�m{A1(φ)} �e{A1(φ)} �m{A1(φ)}

�m{A1(φ)} �e{A1(φ)} −�m{A1(φ)} �e{A1(φ)}
]

558

(53)559

with A1(φ) = �(φ)G1CG2 = �(φ) (1M ⊗ T1). To pro-560

ceed further, we denote by Cw̆ the covariance matrix of the561

Gaussian vector w̆, which can be computed through (6). Then,562

letting the set of unknown parameters be χ = (φ , ŭ), it is563

found that the Fisher information matrix � for the estimation564

of χ takes the following form [27, Sec. 3.9]565

� =
[
ωφφ ωT

φŭ
ωφŭ �ŭŭ

]
(54)566

where567

ωφφ = ŭT ḂT (φ)C−1
w̆ Ḃ(φ)ŭ568

ωφŭ = BT (φ)C−1
w̆ Ḃ(φ)ŭ569

�ŭŭ = BT (φ)C−1
w̆ B(φ) (55)570

and we have denoted by Ḃ(φ) the derivative of B(φ) with571

respect to φ. Taking (53) into account, yields (56), as shown at572

the top of this page, with M = diag {0, 1, . . . ,M P − 1}. The573

CRB for the estimation of φ is the (1, 1)th entry of �−1, i.e.574

CRB(φ) = 1

ωφφ − ωT
φŭ�−1

ŭŭ ωφŭ
(57)575

while the CRBs for the estimation of the entries of ŭ are the576

diagonal elements of the following matrix577

J = �−1
ŭŭ +

�−1
ŭŭ ωφŭωT

φŭ�−1
ŭŭ

ωφφ − ωT
φŭ�−1

ŭŭ ωφŭ
. (58)578

The normalized CRBs for the estimation of h and q are579

eventually given by580

CRB(h) = 1

‖h‖2

2L∑

m=1

[J]m,m (59)581

and 582

CRB(q) = 1

‖q‖2

4L∑

m=2L+1

[J]m,m. (60) 583

Unfortunately, (57) does not provide any clear indication about 584

the impact of the system parameters on the ultimate accuracy 585

achievable in the CFO estimation process. A more useful 586

expression can be found by evaluating an approximate version 587

of the CRB. The latter is obtained from the simplified model 588

of the M vectors {ξm; m = 0, 1, . . . ,M − 1} given in (28), 589

combined with the white Gaussian noise assumption. Skipping 590

the details for space limitations, the approximate CRB (ACRB) 591

is found to be 592

ACRB{φ} = 6σ 2
w

M P2(M2 − 1)
∥∥heq

∥∥2 (61) 593

and coincides with var(φ̂B LU E) given in (51). 594

VI. SIMULATION RESULTS 595

A. Simulation Model 596

Computer simulations are conducted to examine the perfor- 597

mance of the proposed methods in an OFDM WLAN system 598

compliant with the IEEE 802.11a standard [1]. The DFT size 599

is N = 64, while the sampling interval is set to Ts = 50 ns. 600

This corresponds to a transmission bandwidth of 20 MHz 601

with a subcarrier distance of 312.5 kHz. The synchronization 602

schemes are applied to the STS placed in front of each frame. 603

This sequence carries Np = 12 non-zero pilot symbols, and 604

is divided into MT = 10 repeated parts, each containing 605

P = 16 samples. After discarding the first two segments as the 606

CP of the TP, the remaining M = 8 segments are exploited for 607

CFO recovery. Hence, throughout simulations we let P = 16 608

and M = 8 unless otherwise specified. We adopt a discrete- 609

time channel model and collect the samples of v(t) into a 610

vector v = [v(0), v(1), . . . , v(Lv − 1)]T of order Lv . The 611

entries of v follow a circularly-symmetric Gaussian distribu- 612

tion with an exponentially decaying power delay profile 613

E{|v(k)|2} = σ 2
v exp(−k/Lv ) k = 0, 1, . . . , Lv − 1 (62) 614

where Lν = 4 (with the only exception of Fig. 9) and σ 2
v 615

is chosen such that E{‖v‖2} = 1. Both frequency independent 616

and frequency selective RF imperfections are considered. If not 617

otherwise stated, the LO-induced imbalance is characterized 618

by α = 1 dB and ψ = 5 degrees. The receive I/Q filters 619

have discrete-time impulse responses gI = [0, 1, μ]T and 620

gQ = [μ, 1, 0]T with μ = 0.1, which results into overall 621

CIRs h[k] and q[k] having support k = 0, 1, . . . , L − 1, with 622

L = Lv + 2. These values have been previously adopted in 623

the related literature [11] and represent a plausible model for 624

I/Q mismatches. In addition to the aforementioned simulation 625

set-up, in our study we also consider a more general scenario 626
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Fig. 2. Accuracy of the CFO estimators vs. ν with SNR = 15 dB.

wherein a coefficient ρ ∈ [0, 4] is used to specify the values627

of the I/Q imbalance parameters as μ = 0.1ρ, α = 1+0.122ρ628

and ψ = 5ρ degrees. This allows us to assess the sensitivity629

of the considered schemes to the amount of RF imperfections,630

with ρ = 0 corresponding to an ideal situation where no I/Q631

imbalance is present.632

Assuming a carrier frequency of 5 GHz and an oscil-633

lator instability of ±30 parts-per-million (ppm), we obtain634

|φ|(max) = 0.015π . This value falls well within the estimation635

range of the RC-SJML and BLUE, which is given by |φ| ≤636

π/P = 0.0625π . When using SJML and RC-SJML, parameter637

Nφ is set to 128 since numerical simulations indicate that no638

significant improvement is achieved with Nφ > 128.639

B. Performance Assessment640

The accuracy of the proposed frequency recovery schemes641

is assessed in terms of their mean square estimation642

error (MSEE). The estimated parameter is the CFO normalized643

by the subcarrier spacing, which is defined as ν = NTs� f or,644

equivalently, ν = Nφ/(2π). Recalling that |φ|(max) = 0.015π ,645

the uncertainty range of ν is given by |ν| ≤ 0.48. Comparisons646

are made with alternative ML-oriented methods, including the647

CML [24] and JML [11]. The complexity of these estimators648

has been evaluated in [23] and is reported in Table I. In writing649

these results we have borne in mind that the coarse search with650

CML can be efficiently performed through FFT techniques,651

while a similar approach cannot be adopted with JML.652

Fig. 2 illustrates the MSEE of the CFO estimators as a653

function of ν measured at SNR=15 dB. We see that JML654

performs poorly for small CFO values, while the accuracy655

of the other schemes depends weakly on ν. The reason for656

the poor performance of JML when ν approaches zero is that657

this scheme aims at jointly estimating the channel distorted658

signal component a = �P(φ)FPCG2h and its mirror image659

b = �P(−φ)F∗
PC∗G∗

2q without effectively exploiting their660

mathematical model. Since in the absence of any CFO the mth661

received TP segment in (21) becomes xm = a + b+ wm, there662

is no possibility for JML to get individual estimates of a and b663

in this specific situation. In contrast, the proposed algorithms664

can work satisfactorily for any CFO value as they exploit665

the inherent structure of a and b, which makes these vectors666

resolvable even when ν = 0. It is worth observing that CML,667

Fig. 3. Accuracy of the CFO estimators vs. ν with SNR = 30 dB.

Fig. 4. Accuracy of the CFO estimators vs. ρ with SNR = 15 dB.

Fig. 5. Accuracy of the CFO estimators vs. ρ with SNR = 30 dB.

which is derived by ignoring the presence of I/Q imbalances, 668

performs remarkably better than JML for ν < 0.15. We also 669

see that the accuracy of RC-SJML and BLUE is virtually the 670

same as that of SJML, in spite of their reduced complexity. 671

The results of Fig. 3 are obtained under the same operating 672

conditions of Fig. 2, except that the SNR is now set to 30 dB. 673

In such a case, the performance of CML exhibits large 674

fluctuations as a function of ν, while the proposed schemes 675

provide a remarkable accuracy irrespective of the CFO value. 676

Again, JML performs poorly when ν approaches zero due to 677

the impossibility of resolving vectors a and b. 678

Figs. 4 and 5 show the MSEE of the CFO estimators 679

as a function of ρ with ν uniformly distributed over the 680
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Fig. 6. Accuracy of the CFO estimators vs. SNR.

interval [−0.5, 0.5]. The SNR is 15 dB in Fig. 4 and 30 dB681

in Fig. 5. These results indicate that, irrespective of the SNR,682

the accuracy of JML and SJML is virtually independent683

of ρ, while CML is significantly affected by the amount of684

I/Q imbalances. As for RC-SJML and BLUE, they exhibit685

a remarkable resilience against RF imperfections at an SNR686

of 15 dB, while some performance degradation is observed687

at SNR = 30 dB in the presence of severe I/Q mismatches.688

However, these schemes largely outperform both JML and689

CML, while exhibiting a tolerable loss with respect to SJML.690

Fig. 6 illustrates the accuracy of the investigated schemes691

as a function of the SNR when ρ = 1 and ν varies692

uniformly within the interval [−0.5, 0.5]. The curve labeled693

CRB corresponds to the bound reported in (57) and it is694

shown as a benchmark. Comparisons are also made with695

the reduced-complexity estimator (RCE) proposed in [25].696

Although RCE was originally designed to operate with a TP697

composed of two identical halves, it can be applied to the698

802.11a STS as well by considering such a sequence as the699

concatenation of two repeated segments [xT
0 xT

1 · · · xT
M/2−1]T

700

and [xT
M/2 xT

M/2+1 · · · xT
M−1]T . We see that SJML attains the701

CRB at any SNR value. Both RC-SJML and BLUE perform702

similarly to SJML (apart for a negligible loss in the high703

SNR region) and achieve a substantial gain with respect to704

JML and RCE. As for the CML curve, it keeps close to the705

CRB when SNR<15 dB, while it is plagued by a considerable706

floor at larger SNR values. Since our numerical analysis did707

not reveal any tangible difference between the true CRB and708

its approximation (61), we conclude that the noise term w(t)709

in (2) can reasonably be modeled as a circularly symmetric710

white Gaussian process.711

The accuracy of the estimated CIR vectors at different712

SNR values is assessed in Fig. 7 using the normalized MSEE713

(NMSEE) of ĥ and q̂, which is defined as714

NMSEE(ĥ) =
E

{∥∥∥ĥ − h
∥∥∥

2
}

E{‖h‖2} ,715

NMSEE(q̂) =
E

{∥∥q̂ − q
∥∥2

}

E{‖q‖2} . (63)716

Here, the estimate û = [ĥT q̂T ]T is obtained as indicated717

in (17) letting φ̃ = φ̂B LU E and using the same operating718

Fig. 7. Accuracy of the CIR estimates vs. SNR.

scenario of Fig. 6. At medium and large SNR values, we see 719

that both curves are tight to the relevant CRBs given in 720

(59) and (60), while a certain discrepancy occurs in the low 721

SNR region. 722

In order to assess the extent to which the approximation (22) 723

can reasonably be adopted, it is interesting to investigate the 724

impact of parameter P on the accuracy of the CFO estimate. 725

For this purpose, in Fig. 8 we show the MSEE of the BLUE 726

as a function of the SNR for P = 16, 32 and 64. Since the 727

length of the TP is fixed to M P = 128, the corresponding 728

values of M are 8, 4 and 2. In particular, the case P = 32 729

is handled by viewing the 802.11a STS as the concatenation 730

of four repeated parts [xT
0 xT

1 ]T , [xT
2 xT

3 ]T , [xT
4 xT

5 ]T and 731

[xT
6 xT

7 ]T , with each vector xi being composed of 16 elements, 732

while the case P = 64 is tackled by dividing the TP into 733

two parts [xT
0 xT

1 xT
2 xT

3 ]T and [xT
4 xT

5 xT
6 xT

7 ]T . It turns 734

out that, at SNR values smaller than 30 dB, the MSEE is 735

practically the same with either P = 16 or 32, and keeps 736

close to the relevant CRB given in (57). In contrast, very poor 737

estimates are obtained with P = 64. It is worth noting that 738

the formidable performance degradation incurred by the BLUE 739

in passing from P = 32 to 64 cannot be totally ascribed to 740

the approximation (22). Indeed, when P = 64 the estimation 741

range of RC-SJML and BLUE is reduced to |φ| ≤ 0.015625π , 742

which is only marginally greater than the value |φ|(max) = 743

0.015π adopted throughout simulations. In the presence of 744

noise, we expect that the phase term θ(m) defined in (45) 745

may occasionally experience jumps of 2π when Pφ is close 746

to ±π as a consequence of the wrapping phenomenon. Our 747

analysis confirms the presence of these jumps when P = 64, 748

which justifies the impressive loss of performance exhibited 749

by the BLUE in this specific situation. 750

The results of Fig. 8 provide useful information about the 751

maximum value of P that can be used with the BLUE. 752

To see how this happens, we recall that the maximum phase 753

error between �P(φ) and its approximation e j (P−1)φ/2IP 754

is �φ(max) = (P − 1) |φ|(max) /2. On the other hand, the 755

MSEE curves in Fig. 8 indicate that, compared to the case 756

P = 16, no penalty in estimation accuracy occurs when 757

P = 32 and |φ|(max) = 0.015π , yielding �φ(max) 
 π/4. 758

This means that a sufficient condition for applying the 759

BLUE without incurring significant performance degradation 760
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Fig. 8. Accuracy of the BLUE vs SNR for different values of P and
M P = 128.

Fig. 9. Accuracy of the BLUE vs. SNR for different values of the channel
order.

is (P − 1) |φ|(max) /2 ≤ π/4, which limits the range of P to761

P ≤ 1 + π

2|φ|(max)
. (64)762

Fig. 9 illustrates the impact of the channel length on the763

performance of the BLUE when the constraint L ≤ Np/2764

is not fulfilled. In these simulations, the MSEE curves are765

obtained by designing the BLUE for a fictitious channel order766

Lv = 4, (corresponding to L = Lv + 2 = 6), while the true767

values of Lv are 4, 6 and 8. As expected, in the high SNR768

region the estimation accuracy exhibits an irreducible floor,769

which increases with the difference Lv − Lv . On the other770

hand, all the curves attain the CRB when the SNR is smaller771

than 15 dB, thereby revealing an adequate resilience against a772

possible mismatch in the channel order.773

We complete our analysis by comparing the investigated774

CFO recovery schemes in terms of their computational com-775

plexity. The last column of Tab. I shows the number of776

required flops when the algorithms are applied to a WLAN777

scenario with P = 16 and M = 8. Based on these results,778

we observe that SJML is hardly implementable due to its779

prohibitive complexity. A similar conclusion applies to JML780

which, in spite of its large computational load, provides poor781

performance when compared to BLUE and RC-SJML. Hence,782

leaving aside the SJML and JML, in Fig. 10 we report the783

number of flops required by the other explored schemes as784

a function of P . The curves are obtained by substituting785

Fig. 10. Complexity of RC-SJML, BLUE, RCE and CML vs. P with
M P = 128.

M P = 128, L = 6, and Nφ = 128 in the expressions 786

given in Tab. I. As is seen, the processing load of RCE is 787

independent of P , while the complexity of the other algorithms 788

decreases with P . These results indicate that the improved 789

performance of RC-SJML with respect to existing alternatives 790

(CML and RCE) is obtained at the price of an increase of 791

the processing requirement by a factor of two. On the other 792

hand, the BLUE attains the accuracy of RC-SJML with a 793

computational load that is nearly the same as that of CML 794

and RCE with either P = 16 or P = 32. Combining the 795

MSEE measurements of Fig. 8 with the complexity analysis 796

of Fig. 10, we conclude that P = 32 (and M = 4) is a good 797

design choice when the BLUE is applied to a WLAN system 798

compliant with the 802.11a standard. 799

VII. CONCLUSIONS 800

We analyzed the CFO estimation problem in an OFDM 801

receiver plagued by frequency-selective I/Q imbalances. 802

In doing so, we assumed that a repeated training preamble 803

is available in front of each data packet to assist the synchro- 804

nization task. Our first objective was the joint ML estimation 805

of the CFO and channel impulse responses of the direct signal 806

component and its mirror image. By exploiting knowledge of 807

the pilot symbols embedded in the preamble, we derived a 808

novel scheme (SJML) which eliminates the sign ambiguity 809

problem of the JML estimator. Since implementation of SJML 810

is impractical, we derived two alternative reduced-complexity 811

schemes (RC-SJML and BLUE) by neglecting the phase 812

rotation induced by the CFO within each TP segment. Upon 813

considering a practical scenario compliant with the 802.11a 814

WLAN standard, the following results were found: 1) both 815

RC-SJML and BLUE lead to a drastic reduction of the 816

processing load with respect to SJML without incurring any 817

significant penalty in estimation accuracy; 2) compared to 818

existing alternatives (CML, RCE, JML), RC-SJML exhibits 819

a remarkable improvement of the system performance at the 820

price of a certain increase of the computational load with 821

respect to CML and RCE; 3) the BLUE attains the same per- 822

formance of RC-SJML, while exhibiting a complexity similar 823

to that of CML and RCE; 4) the length of the repetitive TP 824

segment must be carefully designed in order to achieve a good 825
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trade-off between estimation accuracy, system complexity, and826

estimation range.827

These conclusions indicate that the BLUE represents a828

practical solution for accurate CFO recovery in an OFDM829

direct-conversion receiver.830
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