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Inversion with two-dimensional (2-D) regularization is a new methodology that can be used for the re-
trieval of profiles of microphysical properties, e.g., effective radius and complex refractive index of atmo-
spheric particles from complete (or sections) of profiles of optical particle properties. The optical profiles
are acquired with multiwavelength Raman lidar. Previous simulations with synthetic data have shown
advantages in terms of retrieval accuracy compared to our so-called classical one-dimensional (1-D)
regularization, which is a method mostly used in the European Aerosol Research Lidar Network
(EARLINET). The 1-D regularization suffers from flaws such as retrieval accuracy, speed, and ability
for error analysis. In this contribution, we test for the first time the performance of the new 2-D regu-
larization algorithm on the basis of experimental data. Wemeasured with lidar an aged biomass-burning
plume over West/Central Europe. For comparison, we use particle in situ data taken in the smoke plume
during research aircraft flights upwind of the lidar. We find good agreement for effective radius and vo-
lume, surface-area, and number concentrations. The retrieved complex refractive index on average is
lower than what we find from the in situ observations. Accordingly, the single-scattering albedo that
we obtain from the inversion is higher than what we obtain from the aircraft data. In view of the difficult
measurement situation, i.e., the large spatial and temporal distances between aircraft and lidar mea-
surements, this test of our new inversionmethodology is satisfactory. © 2011 Optical Society of America
OCIS codes: 010.0010, 010.1100, 010.1110, 010.3640, 120.0280.

1. Introduction

This paper follows up on [1], which presents a theory
for the inversion of lidar data with two-dimensional
(2-D) regularization (or smoothing). This method is

used to infer profiles of microphysical properties
of atmospheric particles from a set of profiles of
particle backscatter and extinction coefficients. Two-
dimensional regularization means that we apply
smoothing of the particle size distribution (PSD) that
is to be inferred for a given optical input data set,
which is regularization along the first dimension,
and that we apply another smoothing constrain
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along the vertical dimension, which is regularization
along the second dimension.

The optical data are collected with multiwave-
length aerosol Raman lidar. This instrument type
has evolved in the past 15 years into a reliable tech-
nology for quantifying microphysical parameters of
particulate pollution, e.g., effective radius and single-
scattering albedo. First inversion results derived
with the classical methodology of inversion with reg-
ularization are presented by [2–5]. Since then, the
methodology has been continuously improved [6–11].

Many more multiwavelength Raman lidars have
been developed in recent years. Most of the new lidar
stations are operated by the European Aerosol
Research Lidar Network (EARLINET) [12,13]. Some
stations exist outside Europe, e.g., in South Korea
[14,15]. In the near future, the first airborne multi-
wavelength lidar will become operational [16]. There
are plans for space-borne multiwavelength aerosol li-
dars; see [17] and http://dsm.gsfc.nasa.gov/ace/index
.html. The enormous amount of data that will come
from such instrument platforms calls for unsuper-
vised and near-real-time processing of optical data
into microphysical data products. This strong de-
mand for improved inversion methodologies is the
motivation for developing the method that we
denote as inversion with 2-D regularization (or
smoothing).

In contrast to the classical one-dimensional (1-D)
regularization method, the 2-D method is intrinsi-
cally designed for inferring profiles of microphysical
particle properties by inverting either complete or
sections of profiles of optical data (combination of
backscatter and extinction coefficients). The classical
inversion method requires time-consuming data pre-
processing, in which an operator has to identify the
height sections that are most suitable for data inver-
sion. This methodology, furthermore, requires time-
consuming postprocessing of the solution space. The
classical regularization methodology thus needs a
specialist who is familiar with the concept of ill-posed
inverse problems [18,19] and who possesses strong
background knowledge in atmospheric aerosol phy-
sics to extract a reasonable physical solution space
from the mathematical solution space that is found
in the first step of data analysis.

The 2-D regularization technique reduces this
time-consuming data processing considerably. Simu-
lation studies carried out so far show that this meth-
odology outperforms the inversion with classical
regularization for the case of effective radius and
number, surface-area, and volume concentrations;
see Fig. 8 in [1]. We do not see any significant im-
provements regarding the retrieval accuracy of the
complex refractive index; see Fig. 8 in [1]. However,
we also have to state that both methodologies tend to
overestimate parameters of the PSD, i.e., effective
radius and number, surface-area, and volume con-
centrations. This overestimation may be caused by
an inappropriate use of constraints as, for instance,
the nonnegativity of PSDs, smoothness of the in-

ferred PSDs, and the way we perform error estima-
tion of the inversion results [3,4]. Alternative
approaches of using constraints in the inversion of
optical data may be found in [7,8,20].

In addition to sensitivity studies that are intended
to further improve our inversion technology, we need
to validate/test our algorithm with experimental
data. We need microphysical particle parameters
measured with independent methods, which makes
such comparison studies quite laborious in terms
of work effort and experimental costs.

Raman signals are comparably weak. The inver-
sion of multiwavelength Raman lidar data is there-
fore restricted to data acquired during nighttime
measurements. Lidar data are affected by the so-
called overlap effect [21], which means that, depend-
ing on instrument type, we cannot use data in the
lowest few hundred meters above the instrument.

Airborne in situ measurements in the vicinity of
the lidar station thus are the best way of collecting
the necessary high-quality validation data. The air-
craft should also carry a (one-wavelength) lidar that
permits observing the horizontal and vertical layer-
ing of the investigated pollution plumes near the
multiwavelength lidar ground station. We need to
keep in mind that we have to average the optical sig-
nals of the ground-based measurements. In depen-
dence of the laser power and the intensity of the
Raman return signals, this maymean that data aver-
aging times can be up to 1–2h. In view of such long
data averaging times a lidar aboard the aircraft
provides valuable information regarding optical
and geometrical properties of the aerosol plume in
a wider area around the ground-based system. These
very high demands have so far resulted in collection
of only two validation/comparison data sets since
1998 [22].

We present in this contribution one new case study.
This measurement describes an aged biomass-
burning aerosol plume. We collected data by aircraft
[23] in the same aerosol plume, but a few hundred
kilometers upwind of our lidar station. As the mea-
surements by lidar and aircraft were not collocated,
the optical and microphysical properties of the pollu-
tion layer could have changed during the time of ob-
servation by aircraft and by the lidar, regardless of
the fact that the transport path of the plume was
from west to east over Europe.

However, as will be shown later, the two portions of
the plume originated from the same source region in
Canada. We assume that the intensive optical and
microphysical particle properties did not vary signif-
icantly in this plume. Furthermore, the pollution
plume was already well aged (several days of trans-
port time) [23] when it arrived in the area where the
airborne measurements (in West Europe) were
carried out. We assume that the intensive particle
properties, i.e., particle effective radius, complex re-
fractive index, and single-scattering albedo, did not
change significantly along the comparably short path
from the area of the airborne measurements to
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the lidar station in Germany. However, we cannot
exclude that the particle extensive properties, i.e.,
number, surface-area, and volume concentrations,
changed during this transport. Despite these trade-
offs, we believe that a comparison between lidar and
aircraft data is worthwhile and that it can show us to
some extent the performance capabilities of the new
methodology.

In Section 2, we briefly describe the methodology.
The case study is described in Section 3. In Section 4,
we present the comparison to the data that we ob-
tained from the airborne measurements. We close
our contribution with a summary in Section 5.

2. Methodology

A. Multiwavelength Lidar

The optical data were collected with Multiwave-
length Atmospheric Raman lidar for Temperature,
Humidity, and Aerosol profiling (MARTHA) [24]. The
multiwavelength lidar is installed in the main
building of the Leibniz Institute for Tropospheric
Research in Leipzig (51:3 °N, 12:4 °E), Germany. The
lidar is used for observations in the framework of
EARLINET [12].

The instrument emits laser pulses at 355, 532, and
1064nm. From the elastically backscattered signals,
and signals inelastically (Raman) scattered from ni-
trogen and water-vapor molecules, we determine
particle volume backscatter coefficients at 355, 532,
and 1064nm, and particle volume extinction coeffi-
cients at 355 and 532nm [9,25]. Particle extinction-
to-backscatter (lidar) ratios at 355 and 532nm, and
extinction-related (wavelength pair 355=532nm) and
backscatter-related (wavelength pair 355=532nm
and 532=1064nm) Ångström exponents follow auto-
matically. The relative error (1 standard deviation) of
the volume backscatter coefficients in the free tropo-
sphere ranges from 5% to 15%. The relative errors of
the extinction values are between 15% and 20%. The
absolute error of the extinction coefficients is
1:5−4Mm−1 (Mm−1 ¼ 106 m); see also [26].

The profile of relative humidity was computed
from a radiosonde launch. The sonde was launched
approximately 40km to the northwest of Leipzig.

B. Inversion with Two-Dimensional Regularization

The methodology is explained in detail in [1]. Com-
plete sections of profiles of backscatter and
extinction coefficients are used as input to the algo-
rithm. We solve the ill-posed inverse problem for the
profiles of particle effective radius, profiles of num-
ber, surface-area, and volume concentrations, and
profiles of the complex refractive index. From these
profiles, we calculate profiles of the single-scattering
albedo with a Mie-scattering algorithm [27].

Our experimental data are affected by the overlap
effect [21], which does not permit us to use profile in-
formation below approximately 1000m height. Our
inversion method tends to smooth gradients in the
profiles, i.e., values of particle microphysical para-

meters may be lower/larger than the true values
in height sections where the underlying optical data
undergo strong changes within a few height bins [1].
Strong gradients in the optical profiles may thus
cause significant errors in the retrieved parameters.
A method that allows us to quantify the strength of
the gradient above which retrieval errors increase
significantly is left for future development work.

C. Identification of the Origin of Aerosol Plumes

We used the transport model FLEXPART [28,29] to
identify the source region of the plume that was ob-
served over Leipzig and encountered by the aircraft.
FLEXPART simulates the long-range transport, dry
and wet deposition, and dispersion of air pollutants
released from point, line, or volume sources.
FLEXPART treats advection, convection, and turbu-
lent diffusion of linear tracers by calculating the
trajectories of a multitude of particles that are trans-
ported both by the resolved winds and by parameter-
ized subgrid motions [29,30]. For this study,
FLEXPART was driven both by global model-level
data from the European Centre for Medium-Range
Weather Forecasts with a temporal resolution of
3h, a horizontal resolution of 1° × 1°, and 60 vertical
levels, and with data from the National Centers for
Environmental Prediction Global Forecast System.
FLEXPARTwas used here in backwardmode to iden-
tify the sources of sampled air masses. The primary
output of the backward simulations is an emission
sensitivity identifying the areas where emissions
could have affected the sampled airmass. Also impor-
tant for this study are derived maps of biomass-
burning source contributions for a carbon monoxide
tracer.

3. Aged Forest-Fire Smoke from North America

Figure 1 shows a contour plot of the forest-fire smoke
plume and the particle backscatter coefficient at
532nm. The smoke plume extends to approximately
8km height above sea level. We see traces of the
plume at least up to 9km height. The top of the pla-
netary boundary layer is at around 2:5km height.
Relative humidity drops from around 90% to 15%
at 3km height above sea level.

We carried out FLEXPART simulations for various
arrival heights and arrival times of the plume over
the lidar site and along the aircraft flight track
(see http://www.esrl.noaa.gov/csd/ICARTT/analysis/
index.html). Figure 1 shows an example of the re-
sults for the layer arriving 4–5km above Leipzig. The
column-integrated emission sensitivity shows the
pathway of the air mass from boreal North America
to Europe. By folding the emission sensitivity map
for the lowest model level (not shown) with fire emis-
sions of carbon monoxide estimated by using satellite
fire hot-spot data, we derived a source contribution
map. This map shows that the smoke plume origi-
nated from fires that burned in Alaska and North-
western Canada about 7–10 days before the
measurement.
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We find that the aircraft encountered a portion of
the smoke plume that was transported eastward to-
ward the lidar site. We therefore assume that the li-
dar likely observed a similar part of the smoke layer
that was also observed by aircraft, i.e., the source re-
gion observed by lidar and aircraft was the same. We
certainly cannot expect a perfect agreement of the
microphysical and optical properties that are com-
pared in this study. This uncertainty also exists, be-
cause the aircraft did not carry a lidar aboard. Thus,
we cannot compare the structure (in time and space)
of, e.g., the particle backscatter coefficient, which
would be a straightforward parameter for quality
assurance.

In view of these uncertainties, we expect, at most,
comparably good agreement for particle intensive
parameters (effective radius, complex refractive in-
dex, and single-scattering albedo). In contrast, devia-
tions between inversion and in situ measurements
are likely to occur for particle extensive parameters
(number, surface-area, and volume concentrations).

Figure 2 shows the profiles of backscatter and ex-
tinction coefficients, extinction-to-backscatter (lidar)
ratios, and extinction- and backscatter-related
Ångström exponents of the smoke plume. We show
the smoothed data profiles that were used for the in-
version algorithm. In the case of the backscatter pro-
files, we also show the profiles with less smoothing,

Fig. 1. Measurement at Leipzig on 22 July 2004 from 19:47–20:53 UTC. (a) Time–height plot of the range-corrected backscatter signal at
1064nm. (b) Particle backscatter coefficient at 532nm (smoothing length of 60m). Also shown is the profile of relative humidity. The profile
was takenwith a radiosonde launched approximately 40km to the northwest of Leipzig. Error bars denote 1 standard deviation. (c) Results
of “footprint” calculations with FLEXPART. Results are shown for the lidar observation (19:47–20:53 UTC) at Leipzig. The footprint is
related to the plume at 4–5km over Leipzig. The FLEXPART simulations are provided for the ICARTT campaign by A. Stohl (Norwegian
Institute for Air Research, http://www.nilu.no).

2072 APPLIED OPTICS / Vol. 50, No. 14 / 10 May 2011

http://www.nilu.no
http://www.nilu.no
http://www.nilu.no


which thus gives an impression of the vertically vary-
ing structure of the biomass-burning layer.

The error bars of the optical data describe the ran-
dom errors of the lidar signals. The error bars also
take into account typical values of the uncertainties
due to backscatter calibration, assumption of the
Ångström parameter, and uncertainties of the tem-
perature and pressure profiles.

The main part of the smoke plume was in the free
troposphere. The plume reached a top height of
approximately 9km above sea level (asl). A typical
feature of aged smoke plumes are lidar ratios that
are lower at 355nm compared to the lidar ratios at
532nm; see also [26,31,32].

The extinction-related Ångström exponent
(355=532nm wavelength pair) varies between 0.6
and 1, indicating comparably large particles. For
comparison we find values above 1 for anthropogenic
pollution from North America [33].

The backscatter-related Ångström exponent at the
wavelength pair 532=1064nm varies between 0.6
and 1 in height above approximately 3km asl. The
backscatter-related Ångström exponent for the wave-
length pair 355=532nm shows significantly higher
values of approximately 2 in the central part of the
plume (2:5–5:5km asl).

The profile of the linear volume (particlesþ
molecules) depolarization value (not shown) points
at particles that are nearly spheres. We find values
of 3% (above 3km height asl), which is also charac-
teristic for aged smoke from North America [26].
Furthermore, we often find a comparably low rela-
tive humidity in such aged smoke plumes [26]. In
the present case, we find values below 25% in the
center of the smoke layer.

Figure 2 also shows the microphysical parameters
retrieved with 2-D regularization. For comparison we
also show the results derived with 1-D regularization
as described by [1]. The difference between the two
methods described therein is that 2-D regularization
uses a smoothing constraint along the vertical di-
mension, whereas the 1-D regularization does not
use this smoothing constraint. That means, in each
height bin of the profile, only regularization of the
optical data for the respective height bin is done.

The extinction-related Ångström exponent
(355=532) significantly drops at 6km asl. This de-
crease may either be an artifact that results from
processing of the optical data, or a real physical
effect. This sudden change of the extinction-related
Ångström exponent, in turn, may cause the sudden
change of the microphysical parameters around 6km
height. In this sense, we cannot rule out that the mi-
crophysical parameters are affected by significantly
larger errors at about 6km height than indicated
by the error bars. This result calls for further work re-
garding the characterization of our newmethodology,
particularly if there are aerosol layers with compli-
cated structure.

Figure 2 finally shows the inversion results if we
use the 1-D method in the classical (or traditional)

way, as described by [3,4]. We selected nine height
layers. The height layers are indicated by the
vertical error bars in Fig. 2.

In the traditional way of 1-D inversion, we do not
invert complete sections of optical profiles. We rather
select height layers, for which we average the optical
data and from which we compute the microphysical
parameters by inversion. We point out that this ap-
proach is currently used in all our data inversion,
and that this technique of layer selection is one of
the reasons for the time-consuming data processing.
We show these results from the traditional approach
as an example that illustrates the advantage of the
new methodology.

If we compare the results for the microphysical
parameters we see that the methods of 2-D regular-
ization and 1-D regularization (without vertical
smoothing constraint) converge to rather similar re-
sults. This result has to be expected in view of the
rather smooth optical profiles. However, we see that
the classical (traditional) method of our inversion
methodology, which uses selected height layers,
produces microphysical parameters which in part de-
viate significantly from the inversion methodology
(1-D and 2-D) that uses the profiles. Particularly, we
find larger error bars compared to the 1-D and 2-D
methods. This higher uncertainty to our understand-
ing is caused by the missing correlation information
that is included in an automated manner (intrinsi-
cally) in the 1-D and 2-D approaches. In fact, we
could also force the results of our traditional metho-
dology to the results that we obtain with the 1-D reg-
ularization (without vertical smoothing constraint).
In that case, we would need to undergo significant
additional work load as we would need to include
the correlation information by hand. Correlation in-
formation means the following: if optical data, parti-
cularly the intensive optical properties, do not
change significantly between successive height bins,
there is reason to believe that the underlying micro-
physical parameters (particularly the intensive
microphysical properties) also do not change signifi-
cantly between these successive height bins. This
correlation information is used in our 1-D regulariza-
tion (without vertical smoothing constraint) by the
use of a specific averaging procedure [1], which takes
into account whole profiles or section of profiles dur-
ing the postprocessing analysis.

The mean value of effective radius varies around
0:2–0:25 μm in the center of the plume. Around
1:5–2km height and around 6km height, we find a
comparably strong increase of particle size. The pro-
files of number, surface-area, and volume concentra-
tions reach peak values at 4–5km.

The increase may be caused by a relatively strong
increase of relative humidity, which also shows a
peak above 6km asl (see Fig. 1). However, this new
inversion methodology still is in a very exploratory
status. We cannot rule out that instabilities of the in-
version algorithm in the vicinity of strong gradients
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of the optical profiles cause an artificial increase of
particle size.

The error bars in Fig. 2 describe the 2-D regular-
ization method. The gray-shaded bars describe the
uncertainty derived with the 1-D methodology. We
find errors of <� 50% in the center of the particle

plume. In view of the exploratory status of algorithm
development, the magnitude of the uncertainty bars
is acceptable. We note that the 2-D regularization
methodology, on average, delivers smaller uncertain-
ties than the 1-D methodology. The classical 1-D
methodology, if used in the traditional way (layer

Fig. 2. Measurement at Leipzig on 22 July 2004. Data were taken from 19:47–20:53 UTC. Shown are (a) the particle backscatter coeffi-
cients [355 (dark blue and light blue), 532 (dark green and light green), and 1064nm (red and orange)], (b) the extinction coefficients at 355
and 532nm, (c) the lidar ratios at 355 and 532nm, (d) the Ångström exponents related to the extinction coefficients (black ¼ 355=532nm
wavelength pair) and the Ångström exponents related to the backscatter coefficients (blue ¼ 355=532nm; red ¼ 532=1064nm). Error bars
denote 1 standard deviation. In the case of the backscatter coefficients, we show the unsmoothed profiles (vertical resolution of 60m) and
backscatter profiles (blue, light green, and red) that were smoothed with the same smoothing length like the profiles of the extinction
coefficients; in that case, the vertical resolution is 300m up to 2km height, 660m up to 3km, and 1260m above 3km. These profiles were
used for the data inversion. Results from inversion with 1-D regularization (open circles; gray bars denote 1 standard deviation) and 2-D
regularization (bullets; error bars denote 1 standard deviation) present (e) effective radius, (f) number, (g) surface-area, and (h) volume
concentrations, (i) the real and (j) the imaginary parts of the complex refractive, (k) single-scattering albedo at 532nm, and (l) ratio of
effective radius below 1 μm particle radius to effective radius of total size distribution. We also show the results for nine height layers in
which we applied 1-D regularization in the traditional way (stars). The vertical error bars describe the height interval across which the
optical input data were averaged. Red boxes show the results from the aircraft observations for three height levels. Measurements took
place over Santiago (Spain) from 11:30–16:30 UTC on 22 July 2004. Fire plumes were encountered between 3 and 9km altitude. The black
horizontal line at 2430m indicates the top of the planetary boundary layer.
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selection), delivers the largest error bars for the
investigated parameters.

The real part and the imaginary part of the com-
plex refractive index vary little with height. Error
bars are of the order of 5% for the real part (absolute
error of 0.1) for the case of the 1-D regularization
methodology. Errors are slightly lower in the case
of the 2-D methodology. Uncertainties are approxi-
mately 100% for the imaginary part for both regular-
ization methods. Again, we see that we obtain the
largest uncertainties if we use the classical 1-D
methodology with layer selection (traditional way).

The column-mean value of the single-scattering al-
bedo at 532nm is 0.94, and the mean error is �0:05,
which is approximately 5% relative error. A very si-
milar mean value is found with the 2-D regulariza-
tion methodology. The mean error is slightly lower
compared to the 1-D methodology. As before, the lar-
gest uncertainties follow from the classical 1-D
methodology with layer selection.

As pointed out in Section 1, we aim for an unsuper-
vised data analysis. One flaw of our inversion meth-
odology is that we certainly cannot retrieve the
complete coarse mode fraction of the PSD because
of the limitations of available measurement wave-
lengths. The maximum wavelength is 1064nm,
which restricts the retrieval to particle sizes of ap-
proximately 3–5 μm; see also [11].

In the present example of biomass-burning aero-
sol, we think that this upper particle size limit does
not cause too much uncertainty in our retrieval.
However, in cases like mineral dust, which is charac-
terized by a significant number concentration of par-
ticles in the coarse mode fraction of the PSD, this
restriction to 3–5 μm will be a major problem.

In this sense, our methodology can be mainly used
to infer the fine mode fraction of the PSD. We define
the fine mode fraction as that portion of the PSD for
which particle radius is less than 1 μm; see, for
instance, [20].

For this reason, we may use the ratio of particle
effective radius in the fine mode fraction of the
PSD to particle effective radius of the complete PSD
(as retrieved by the inversion code) as a quality flag
parameter. Figure 2, for example, shows that his ra-
tio, on average, is larger than 0.6 throughout the pro-
file in the case of 1-D regularization. We find values
above 0.7 for the case of the 2-D regularization
method.

In the ideal case of a value of 1, this ratio shows us
that the retrieved PSD does not contain any particles
with radius above 1 μm, and we can be certain that
we do not lose a significant part of the PSD in our
unsupervised retrieval. This value of 1, however,
can be reached only theoretically. In practical appli-
cation, the inversion code will always deliver a cer-
tain number of particles above 1 μm because of
inversion uncertainties and measurement errors.

We point out that we still need to carry out simula-
tion studies that show which value for this ratio is
best suited as a flag parameter in the sense of an

automated data analysis. In future developments
of the inversion methodology, we will use this ratio
with respect to number and/or surface-area and/or
volume concentration as additional flag parameters.

4. Comparison to Aircraft Data

The aircraft data were taken at different flight levels
along the western rim of the European continent on
22 and 23 July 2004. The biomass-burning plume
was advected from North America to Europe during
several days, and we assume that the plume was al-
ready well aged when it arrived over Europe. For this
reason, we believe that the values of the particle in-
tensive parameters (effective radius, real and ima-
ginary part of the complex refractive index, and
single-scattering albedo) did not change significantly
between the time and location of the aircraft obser-
vations and the time of the lidar observations over
Leipzig.

FLEXPART simulations show that the footprints
for the aircraft and the lidar observations are rather
similar for the observation times and locations of the
two measurement platforms. This similarity indi-
cates that lidar and aircraft likely observed a portion
of the smoke plume that originated from the same
source region. However, as the measurements are
not collocated, we cannot expect a perfect agreement
for the parameters tested in our study.

Figure 2 shows that the best agreement of the re-
sults from the twomethodologies (airborne in situ ob-
servations and data inversion) is for effective radius.
The agreement is better for the case of the 2-D inver-
sion methodology than for the two ways that we
applied the 1-D inversion methodology, i.e., in the
classical way [3] and without an additional smooth-
ing constraint [1]. Effective radius certainly is the
most robust parameter in view of the retrieval uncer-
tainties of the inversion.

We do not expect that the inversion results for the
three extensive parameters, i.e., number, surface-
area, and volume concentrations, agree well to the
airborne observations because of the lack of colloca-
tion of the two instruments. Another reason for dis-
agreement follows from a common problem if we
want to compare results from remote sensing and
in situ observations. Both methodologies may be sen-
sitive, in terms of received measurement signal, to
different particle size ranges. This problem will be
discussed further below.

All three extensive parameters from the data in-
version tend to be lower than the results from the air-
borne observations. Unfortunately, the aircraft
measured only in three flight levels, which were re-
latively close together. There seems to be a height de-
pendence of the parameters in these three flight
levels. A maximum in volume and surface-area con-
centration appears around 5km height. A similar
maximum in the lidar-derived profiles exists a few
hundred meters lower. Backward trajectory analysis
(not shown here) indicates that the air mass des-
cended by a few hundred meters over west/central
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Europe. In this sense, we may conclude that our lidar
inversion algorithm at least catches a similar signa-
ture of the extensive parameters. In view of the very
sparse data set, this conclusion is speculative. It is
obvious that there is strong need for airborne valida-
tion studies in which flight levels cover a sufficiently
broad altitude range.

Figure 2 shows that the real part (another inten-
sive parameter) from the aircraft measurements is
rather close to the inversion results. The third inten-
sive parameter is the imaginary part. The airborne
observations result in higher values compared to
the numbers that follow from the data inversion.
On average, the 2-D inversion methodology delivers
slightly better agreement than the 1-D inversion
methodology.

The complex refractive index certainly is the para-
meter with the largest uncertainty in our comparison
study. This parameter is difficult to derive from
in situ observations. The inversion results are af-
fected with rather high uncertainties. Furthermore,
we have no information on how this parameter may
change during transport time.

We need to keep in mind that the real part of natu-
rally occurring aerosol particles has a comparably
low variability from around 1.35 to approximately
1.7. The imaginary part usually varies between
around 0 (nonabsorbing material) to approximately
0.1 (light-absorbing soot mixed with some nonab-
sorbing compounds). Our inversion retrievals usual-
ly have at least 5% uncertainty in the real part and
50% in the imaginary part, according to simulation
studies carried out in the past 10 years. In this sense,
we cannot expect any better agreement to the air-
borne measurements.

Figure 2 shows results for single-scattering albedo
derived from the airborne data. We used the para-
meters for the PSDs and the complex refractive in-
dices and we computed the single-scattering albedo
at 532nm. Results for single-scattering albedo de-
rived at 440, 550, and 600nm are presented
by [23,34].

The data products from inversion lead to a higher
single-scattering albedo compared to the results from
aircraft. This result has to be expected in view of the
lower imaginary parts that were derived with the in-
version algorithm. The difference is approximately
0.06, which still is surprisingly low in view of the dif-
ferences for the imaginary parts (almost a factor 2).
We assume that this comparably low difference for
the single-scattering albedo is caused by a compensa-
tion process. The disagreement for the imaginary
part and the real part of the complex refractive index
is compensated for by disagreement of the PSD.

Figure 3 shows examples of PSDs obtained from
the 2-D inversion; the 1-D inversion shows very simi-
lar size distributions. The shape of the PSD cannot be
derived with high accuracy due to the limitations of
the number of optical data points, the limited range
of measurement wavelengths, and lidar measure-
ment uncertainties. Nevertheless, it is worthwhile

comparing the PSDs to the in situ measurements.
For instance, we expect that, regardless of the uncer-
tainties from data inversion, the aircraft measure-
ments should result in particle concentrations that
are larger at smaller particle radii, as we shall ex-
plain further below. We present these PSDs for three
flight levels of the aircraft.

In both methods (in situ measurements and inver-
sion methodology), we find a rather similar shape of
the PSDs. We see that, for two out of the three air-
craft flight levels, the peak of the size distribution
measured in situ is located at nearly the same par-
ticle radius as what the data inversion delivers. In
the highest of the three flight levels the inversion
methodology shows the maximum value of the PSD
at a larger particle radius. The maximum volume
concentrations of the PSDs (at the value of the mode
radius) measured in situ are considerably higher
than the peak values retrieved with the inversion
method.

Differences between the PSDs from the two instru-
ment platforms may arise for several reasons. Errors
in data inversion may be one reason. The spatial dis-
tance of several hundred kilometers is another factor
of uncertainty. We also need to keep in mind that the
measurement platforms (lidar and aircraft instru-
ments) are sensitive to different size ranges of the
investigated PSDs.

The available measurement wavelengths from li-
dar do not allow us to obtain accurate information
on particles with small radii. The minimum mea-
surement wavelength of our lidar system is 355nm.
According to Mie-scattering theory, the strongest
sensitivity of light-scattering occurs if particle size
is approximately in the range of the sounding wave-
length. Thus, we have to assume that the sensitivity
of the emitted radiation at 355nm with respect to
particle size decreases below a particle radius of
100–150nm.

It is impossible to give an exact number on this
lower particle radius, as our inversion methodology

Fig. 3. Examples of three PSDs derived with the inversion meth-
odology (using 2-D regularization) andmeasured in situ. The PSDs
were measured at three flight levels with aircraft (thin curve). The
flight levels are (a) 3830m, (b) 4800–5400m, and (c) 5730m. We
obtained PSDs from the inversion method (thick curve) for each
height level that is marked with a symbol in Fig. 2. The size dis-
tributions shown in this figure are the ones nearest to the flight
levels, i.e., (a) 3810m, (b) 5010m, and (c) 5910m.
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not only uses this measurement wavelength as input,
but also 532 nm and 1064nm. Furthermore, we use
several constraints in our inversion methodology. We
use a smoothness constraint, and a number (respec-
tively volume) concentration of 0 needs to be reached
at the lower and upper end of the retrieved PSD. This
latter constraint is achieved by using triangles as
base functions from which we reconstruct the inves-
tigated PSDs [3]. The use of such type of base func-
tion naturally leads to an extrapolation of the PSD at
the lower and upper ends of the reconstructed parti-
cle radius range.

We assume that our methodology provides us with
useful information on the PSD for particle radii
above 50–100nm, which, however, cannot be seen as
a fixed number for each and every measurement
case. This number range must be considered as a soft
constraint, as it depends on the specific properties of
the investigated PSD, e.g., effective radius and com-
plex refractive index, and measurement errors.

Our assumption on the useful number range of
50–100nm also rests upon the rather limited num-
ber of simulation studies in which we tried to esti-
mate this lower size limit, e.g., [5]. Finally, this
value of 50nm was also used in an older study where
we compared size distributions from aircraft to inver-
sion results [22].

The comments that are made for the lower particle
size range also hold for the upper radius range.
According to Mie theory, we have to expect that
the maximum sensitivity of the lidar return signal
with respect to particle diameter is at around 1 μm.
Keep in mind that the maximum measurement
wavelength of our lidar system is 1064nm. Refer-
ence [11] shows that, under most favorable condi-
tions, effective radii of 2 μm can be derived. This
puts the maximum size range of retrievable particle
radii to less than 10 μm.

Summarizing the above comments, we need to
compare the PSDs and, thus, effective radius and
the integral parameters, for size ranges for which
we believe that both instrument techniques are sen-
sitive. Thus, we investigated the size parameters for
different size ranges.

Table 1 shows the results of a sensitivity study in
which we computed the parameters of the derived
PSDs (shown in Fig. 3) for four different radius

ranges, i.e., two different minimum values (50 and
100nm) and two different maximum values (1
and 10 μm).

Number concentration from inversion is approxi-
mately 50% lower than the in situ measurements,
regardless of the lower and upper limit of particle ra-
dius. The deviations between lidar data inversion
and in situ measurements of surface-area concentra-
tion are approximately 20%–30%, and slightly less
than 5% for volume concentration. The percentage
difference between in situ and inversion results does
not decrease significantly if we use a larger value
(100nm instead of 50nm) for the lower integration
limit. The effect is most pronounced for number
concentration.

Regarding effective radius, the deviation between
in situ and inversion results is approximately 20%.
We do not find any significant dependence of the de-
viation with respect to the lower and upper integra-
tion limit. Regarding single-scattering albedo, the
dependence on the lower and upper integration lim-
its also is insignificant.

Naturally, number concentration changes signifi-
cantly if the lower integration limit is increased.
Number concentration obtained from the lidar data
and from the in situ data decreases by nearly the
same amount. In our opinion, this result shows that
the choice of the lower integration limit cannot ex-
plain the observed deviations of the lidar and in situ
derived data.

Regarding the upper integration limit, we do not
see any significant changes for number and
surface-area concentration and effective radius. Vo-
lume concentration from lidar and in situ measure-
ments changes by less than 10%. We consider this
change insignificant in view of the overall retrieval
uncertainties of the two methods. We do not find
any change for single-scattering albedo at 532nm.

5. Summary and Outlook

We present a comparison study of our newly devel-
oped method of inversion with 2-D regularization.
This method of 2-D regularization (or smoothing)
can be used to infer whole sections of profiles of mi-
crophysical properties from the inversion of profiles
of optical data acquired with a standard multiwave-
length Raman lidar, i.e., backscatter coefficients are

Table 1. Comparison of Parameters That Describe PSDs in One Flight Level (3830m for In Situ and 3810 m for Inversion)a

Platform Radius ðμmÞ n (1=cm3) s (μm2=cm3) v (μm3=cm3) reff ( μm) ssa532

Lidar ½0:05 − 1� 447 105 6.8 0.2 0.95
½0:05 − 10� 447 106 7.2 0.2 0.95
½0:1 − 1� 274 92 6.5 0.21 0.95
½0:1 − 10� 274 93 7.2 0.2 0.95

In situ ½0:05 − 1� 686 135 7.2 0.16 0.90
½0:05 − 10� 686 135 7.3 0.16 0.9
½0:1 − 1� 420 118 6.8 0.17 0.91
½0:1 − 10� 429 118 7.3 0.17 0.91

aParameters we computed for two different lower integration limits (50nm and 100nm) and two upper integration limits (1 μm and
10 μm). The parameter n describes number concentration, s denotes surface-area concentration, and v describes volume concentration.
Effective radius is denoted by reff. The single-scattering albedo at 532nm is denoted by ssa532.
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measured at 355, 532, and 1064nm, and extinction
coefficients are measured at 355 and 532nm.

PSDs were measured in situ aboard a research air-
craft. From these size distributions, we infer particle
effective radius and number, surface-area, and vo-
lume concentrations. The complex refractive index
and single-scattering albedo were derived, too.

We investigated a case of an aged forest-fire smoke
plume advected from Canada to Central Europe. For
particle effective radius, which is an intensive prop-
erty, we find very good agreement of the inversion re-
sults to the in situ data. Number, surface-area, and
volume concentrations, which are extensive para-
meters, are for the most part lower, compared to the
in situ data. These lower values of number, surface-
area, and volume concentrations may be due to
errors in our inversion methodology, or inhomogene-
ities in the pollution plume. The fact that the aircraft
did not measure near the lidar site certainly is the
biggest disadvantage of our comparison study. How-
ever, dilution processes may have caused a decrease
of these extensive parameter while the plume tra-
veled across Europe. In this sense, we may not even
obtain the same values of the extensive parameters
for the two observation sites.

Another intensive particle property compared in
our study is the complex refractive index. The data
inversion delivers systematically lower imaginary
parts, compared to the in situ observations. Regard-
ing the real part, we find similar values from inver-
sion and in situ measurements.

Single-scattering albedo derived from our metho-
dology is consistently larger than what we find from
the in situ observations. The uncertainty levels of
single-scattering albedo from the inversion metho-
dology are less than 5%. Within the uncertainty le-
vels, the results from both methodologies are just
about the same.

The new methodology, in general, delivers inver-
sion results with considerably less work effort. In ad-
dition, data processing speed is higher. We cannot
draw a general conclusion on the applicability of the
new methodology, as we need many more measure-
ment cases of collocated airborne in situ and ground-
based lidar observations. However, we believe that
the new methodology can at least be used to infer
particle effective radius. Any detailed validation
study of this inversion methodology should prefer-
ably include aircraft observations at the lidar site.
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