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We study the effect of an imposing AC magnetic field at the bottom of a liquid metal layer of thickness $h$. In this situation the fluid is in motion by the buoyancy forces caused by internal heat sources. The heat sources, caused by the Joule effect induced by the AC field, present an exponentially decaying profile, with characteristic length $\delta$. As the magnetic field is horizontal, the Lorentz force has no influence on the dynamics of the system since it contributes only to the magnetic pressure. We propose an analysis of both the transient and fully developed regimes using linear stability analysis (LSA) and direct numerical simulations (DNSs). The transient period is governed by the temporal evolution of the temperature field as well as the development of the convective instability, which can be concomitant and therefore requires adopting a transient LSA algorithm to track these two effects. The DNSs have been performed for various distributions of the heat sources and various total heat input. This corresponds to independently varying $\delta/h$ in the range $0.04 \leq \delta/h \leq 0.45$ and a Rayleigh number $1.1 \times 10^{4} \leq Ra \leq 1.2 \times 10^{5}$. We observe the relaxation of the temperature up to the steady conductive profile before the transition to the nonlinear regime when $Ra$ is small, whereas for larger $Ra$, nonlinear effects appear during the relaxation of the temperature profile. The unsteadiness of the temperature field significantly alters the development of the instability because of a much smaller growth rate. Surprisingly, we observe that $\delta/h$ has only a limited influence on averaged quantities as well as on the patterns for both the linear and nonlinear regimes. This comes with the fact that the profiles present an apparent reflective symmetry, despite the asymmetry of the governing equations.
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I. INTRODUCTION

When a liquid layer is confined between two horizontal walls, natural convection can occur in two different cases: on the one hand, when a temperature difference is applied between the two walls, this case corresponding to the conditions of Rayleigh–Bénard convection (RBC) and widely studied in the literature [1–3], and on the other hand, when temperature gradients in the liquid layer result from an internal heating. This latter case is encountered in many practical applications, such as metallurgy [4] and nuclear safety [5], chemical engineering, or the nuclear industry [6]. Here the internal heat sources are produced by magnetic induction (the Joule effect), chemical reactions, and nuclear disintegrations, respectively. Compared to RBC, the theory of convection resulting from an internal heating has received less attention, despite the importance of industrial applications. In this situation, the convection appears quickly during the transient diffusion of the temperature field. To understand how the transient temperature is coupled to the fluid dynamics, we consider, in this paper, both linear stability analysis (LSA) with a transient base state for the temperature and velocity fields, and direct numerical simulations (DNSs).

In the case of horizontal layers subject to uniform internal sources, the Rayleigh number $Ra$ can be defined proportionally to the heating rate (in K/s). The marginal stability of this case has been investigated by Sparrow et al. [7] using the steady conductive profile as the base state to compute the critical Rayleigh number $Ra_c$. For a fluid at rest, the establishment of this profile is governed by the characteristic heat diffusion time $\tau_c = h^2/\kappa$, with $h$ a characteristic length and $\kappa$ the fluid thermal diffusivity. Note that in physical systems, this characteristic time can be $\tau_c = O(10^3)$ s. This, combined with large $Ra$ numbers, implies that the intermediate steady conductive profile may never be reached: the onset of convection appears simultaneously with the transient heat conduction. In that event, the transient conduction has to be taken into account in linear stability analysis in order to understand the transient flow development. It was indeed shown by Kolmychkov et al. [8] that the patterns in the transient regime significantly differ from the patterns in the established regime.

Aside from the transient aspects, we consider the influence of the distribution of the thermal source term. Actually the internal sources are rarely uniform, and in the case of induction heating by an AC magnetic field, the source terms concentrate in the skin depth $\delta = \sqrt{2\pi/\eta}$, with $\eta$ the magnetic diffusion coefficient and $\omega$ the pulsation of the magnetic field. Here we consider the effect of a high-frequency harmonic magnetic field ($\delta/h < 1$) of amplitude $B_0$ imposed at the bottom of a horizontal fluid layer of liquid metal, as depicted in Fig. 1. The diffusion of the magnetic field induces electric currents directly inside the fluid and a Lorentz force. However, with this configuration of the magnetic field, due to $\mathbf{B} \cdot \nabla \mathbf{B} = 0$, the Lorentz force has only a contribution through the magnetic pressure. This contrasts with RBC in the presence of DC magnetic fields, where the Lorentz force has a stabilizing role [9,10]. The heat source decays exponentially with $z$ over a characteristic scale $\delta/2h$. For this configuration, Tasaka and Takeda [11] analyzed the marginal stability of the flow. They showed that increasing $\delta/h$ slightly increases the marginal stability criterion and hence tends to delay convection. In the present paper, we observe that, in both the linear and nonlinear regimes, the pattern dynamics present a great similarity irrespective of the geometry of the energy deposition (keeping the total energy input constant). Moreover, except in the very early transient period, the flow presents an apparent reflective symmetry about the
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horizontal midplane contrary to the governing equations. This result departs from the numerical and experimental results for the steady regime of homogeneously internally heated layers (see Ref. [12] for a review). In particular, for $10^6 \lesssim Ra \lesssim 10^{10}$ [as defined below in (20)], Goluskin and van der Poel [13] showed that velocity profiles are not symmetrical.

The paper is organized as follows. In Sec. II we present the geometry, the characteristic scales of the problem, and the equations with boundary conditions. In Sec. III the numerical results obtained by the DNS approach are presented. The LSA method around a transient base temperature field is introduced in Sec. IV along with the analysis of the linear regime. Final analysis and discussion are provided in Sec. V.

II. FORMULATION OF THE PROBLEM

We consider a horizontal layer of height $h$ of an electrically conducting fluid, initially at the same temperature as the surroundings. This layer is subjected to gravity $-ge_x$ and to a horizontal AC magnetic field of amplitude $B_0$ imposed at the bottom wall, as described in Fig. 1. In this study, we use the thermal diffusion time $\tau_t = h^2/\kappa$ as the reference time scale. The layer is infinitely wide in $(x, y)$ directions. The bottom wall is electrically and thermally insulating. At the top, we assume a perfect thermal and electrical conductor. In addition, we consider that the characteristic magnetic diffusion time $\tau_m = h^2/\eta$ is much smaller than the advective time and the viscous and thermal diffusion times. These conditions correspond to small magnetic Reynolds $\text{Rm} = Uh/\eta$, and Prandtl $\text{Pm} = v/\eta$ numbers hypothesis, with $U$ a characteristic velocity and $v$ the kinematic viscosity. We assume constant physical properties of the fluid, and the order of magnitude of the thermal and magnetic Prandtl numbers corresponding to liquid metal as gallium [14,15] are $\text{Pr} = v/\kappa = 0.025$ and $\text{Pm} = 1.55 \times 10^{-6}$.

As $\text{Rm} \ll 1$ is considered, the nondimensional equations for the electromagnetic field are independent of the velocity field and are given by

$$\frac{\partial \mathbf{B}}{\partial t} = \frac{\text{Pr}}{\text{Pm}} \nabla \times \mathbf{B},$$

$$\mathbf{j} = \frac{\delta}{h} \nabla \times \mathbf{B},$$

$$\nabla \cdot \mathbf{j} = \nabla \cdot \mathbf{B} = 0,$$

$$\mathbf{B}(z = 0, t) = \cos \omega t \mathbf{e}_x, \quad \mathbf{B}(z = 1, t) = 0,$$

where $\mathbf{j}$ is the electric current density scaled by $j_0 = B_0/\mu_0\delta$, and $\omega$ is the nondimensional pulsation.

Equation (4) corresponds to the boundary conditions for the magnetic field. All the Cartesian coordinates are scaled by the thickness $h$. The solution of this system, as obtained by Fourier expansion, is given by

$$\mathbf{B} = \left[ \cos(\omega t)[1 - z] + \sum_{n=1}^{\infty} \left( \alpha_{1,n} + \alpha_{2,n} \right) \sin(\lambda_n z) \right] \mathbf{e}_x,$$

$$\mathbf{j} = \frac{\delta}{h} \left[ -\cos(\omega t) + \sum_{n=1}^{\infty} \lambda_n \left( \alpha_{1,n} + \alpha_{2,n} \right) \cos(\lambda_n z) \right] \mathbf{e}_y,$$

where

$$\alpha_{1,n} = \frac{2\omega}{\lambda_n} \left\{ \frac{\lambda_n^2 \sin(\omega t) \text{Pr} / \text{Pm} - \omega \cos(\omega t)}{(\lambda_n^2 \text{Pr} / \text{Pm})^2 + \omega^2} \right\},$$

$$\alpha_{2,n} = \frac{2}{\lambda_n} e^{-\lambda_n^2 \delta / h} \text{Pm} / \text{Pr},$$

with $\lambda_n = n \pi / h$.

Owing to the large $\text{Pr}/\text{Pm}$ ratio, the exponential terms in (5) and (6) are vanishingly small, and one can assume that the profiles of the magnetic induction and electric current are instantaneously established.

In line with the inductive heating applications [16], we consider only very small periods of the AC magnetic field: $\omega \gg 1$. As a consequence of the high frequency of the applied magnetic field, we can consider the Joule effect and Lorentz force averaged over a time $\tau_\text{f}$ much larger than the period of the magnetic forcing and much smaller than the other relevant time scales of the flow. In this limit one obtains the magnetohydrostatic approximation [17]. When normalized by $\delta h / \sigma$, the time-average power deposited in the liquid is given by

$$\langle j^2 \rangle = \frac{1}{\tau_\text{f}} \int_0^{\tau_\text{f}} j^2(t') dt'.$$

In the $\delta/h \ll 1$ limit, it can be shown that the solution for $\langle j^2 \rangle$ from Eq. (6) reduces to

$$\langle j^2 \rangle = \exp \left( -\frac{2z}{\delta/h} \right),$$

which corresponds to exponentially decaying source term [16]. Figure 2 compares $\langle j^2 \rangle$ computed from Eq. (6) and obtained in the semi-infinite limit (10), for $\delta/h = 0.45, 0.14,$ and 0.04. As it can be observed, (10) gives a good approximation of the energy distribution in the liquid volume even for $\delta/h = 0.45$.

We now introduce the nondimensional average power $\Gamma = \int_0^\delta \langle j^2 \rangle dz$. Its value is given by the spatial distribution of the heat sources. In the $\delta/h \ll 1$ limit, $\Gamma$ reduces to

$$\Gamma = \frac{\delta}{2h} \left[ 1 - \exp \left( -\frac{2h}{\delta} \right) \right].$$

FIG. 1. Studied configuration: an unbounded horizontal layer of liquid metal confined by two walls. The bottom wall is insulating, and the top wall is a perfect conductor. $g$ is the acceleration of gravity.
The power input caused by Joule effect concentrates in the region of thickness \( \delta \) close to the bottom wall. This, in turn, generates buoyancy forces that could lead to fluid motion. In the case of standard RBC inception for liquid metals (small Pr), the conduction equation temperature profile is reached before destabilization [9]. This is in contrast with the present study, where the rate of heat deposited in the volume, coupled with the adiabatic condition at the bottom wall, is observed to cause destabilization before the thermal conduction equilibrium state is reached. This motivates us to derive the transient temperature profile \( T_0(z,t) \) driven by thermal conduction, i.e., without convection. The nondimensional heat conduction equation with boundary conditions and isothermal initial conditions are

\[
\frac{\partial T_0}{\partial t} = \Delta T_0 + \frac{1}{\Gamma} (\bar{j}^2),
\]

\[
\frac{\partial T_0}{\partial z} (z = 0, t) = 0, \quad T_0(z = 1, t) = 0, \quad T_0(z, t = 0) = 0.
\]

The characteristic temperature difference is defined, similarly to Ref. [13], as

\[
\Delta T = \frac{\Gamma \tau \kappa J_0^2}{\rho c_p \sigma},
\]

where \( \rho \) is the density, \( c_p \) is the specific heat capacity of the liquid metal, and \( \sigma \) its electrical conductivity. Assuming that \( (\bar{j}^2) \) and \( \Gamma \) obey (10) and (11), the steady-state temperature solution is

\[
T_\infty (z) = \frac{1}{\Gamma} \left[ -\frac{(\delta/h)^2}{4} \exp \left( \frac{-2z}{\delta/h} \right) + az + b \right],
\]

where \( a = -\frac{\delta}{2h} \) and \( b = \frac{\delta}{2h} \left[ 1 + \frac{\delta}{2h} \exp \left( -\frac{2h}{\delta} \right) \right] \).

Note that with the choice of \( \Delta T \) (14), the heat balance imposes \( dT_\infty/dz = -1 \) at \( z = 1 \). The transient temperature field is

\[
T_0(z,t) = T_\infty(z) - T'(z,t),
\]

where

\[
T'(z,t) = \sum_{n=1}^{\infty} \left[ \Lambda_{1,n} + \Lambda_{2,n} + \Lambda_{3,n} \right] \cos \left( \frac{2n - 1}{2} \pi z \right) \times \exp \left( -\frac{2n - 1}{2} \pi t \right),
\]

and

\[
\Lambda_{1,n} = -2 \frac{\delta}{2h} \left[ \frac{2 \delta}{h} + (-1)^n \zeta_n \left( \frac{\delta}{2h} \right)^2 \exp(-2h/\delta) \right],
\]

\[
\Lambda_{2,n} = 2a \zeta_n (-1)^n - 1, \quad \zeta_n = \frac{1}{\zeta_n},
\]

with \( \zeta_n = (2n - 1)\pi/2 \). We note that the fluid temperature difference between the top and bottom scales as \( \Delta T \) and corresponds to the maximum temperature in the liquid layer. This scale is used to define the Rayleigh number \( Ra \).

\[
Ra = g\beta \Delta T h^3/\nu k.
\]

The convective motions are described by the Navier-Stokes system in the Boussinesq approximation and the magnetohydrostatic approximation [17]:

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla)\mathbf{u} = -\nabla p^* + \nabla \nabla \nabla + Ra \nabla T \mathbf{e}_z,
\]

\[
\mathbf{V} \cdot \mathbf{u} = 0,
\]

where \( \mathbf{u} = (U, V, W) \) is the fluid velocity in units of \( \kappa/h, T \) is the fluid temperature normalized by \( \Delta T \), and \( p^* \) is the pressure supplemented by the magnetic pressure in units of \( \rho(\kappa/h)^2 \). The boundary conditions for the temperature are the same as in (13), and we impose no-slip boundary conditions for the velocity. Moreover, all the physical quantities in (21)–(23) are averaged over \( \tau_e \) as in (9). It is to note that due to the presence of a thermal source term in (23), the system does not have the reflectional symmetry about the midplane, contrary to the classical RBC configuration within the Boussinesq approximation [18,19]. Also, the difference between the top and bottom walls for thermal boundary conditions participates in the asymmetry.

The nondimensional numbers that appear in the set of Eqs. (21)–(23) are \( \delta/h \) (through \( \Gamma \)), Pr, Pm, and Ra. We will study the effects of varying the two main nondimensional parameters Ra and \( \delta/h \) while keeping the other parameters constant.

**III. RESULTS FROM THE DIRECT NUMERICAL SIMULATIONS**

We solve Eqs. (21)–(23) by direct numerical simulation (DNS) with the finite volume code Jadim [20] with the prescribed profile of \( (\bar{j}^2) \) obtained from (6) and (9), and
TABLE I. Studied points Pr = 0.025, Pm = 1.55×10⁻⁶. The ratio δ/h is the relative skin depth, Ra is the Rayleigh number, s(t = ∞) is the growth rate calculated by LSA with T₀ = T∞, and kmax is the nondimensional wave number in the steady regime.

<table>
<thead>
<tr>
<th>δ/h</th>
<th>Ra</th>
<th>1.1×10⁴</th>
<th>1.1×10⁴</th>
<th>3.7×10⁴</th>
<th>1.2×10⁵</th>
<th>1.1×10⁴</th>
<th>1.2×10⁵</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.45</td>
<td>Γ</td>
<td>0.216</td>
<td>0.070</td>
<td>0.070</td>
<td>0.070</td>
<td>0.022</td>
<td>0.022</td>
</tr>
<tr>
<td>0.14</td>
<td>s(t = ∞)</td>
<td>3.51</td>
<td>4.12</td>
<td>12.1</td>
<td>28.9</td>
<td>4.19</td>
<td>29.4</td>
</tr>
<tr>
<td>0.14</td>
<td>kmax</td>
<td>3.20</td>
<td>3.33</td>
<td>3.80</td>
<td>4.50</td>
<td>3.20</td>
<td>4.44</td>
</tr>
</tbody>
</table>

given in Fig. 2. The code uses a third order Runge-Kutta scheme for temporal integration. The spatial derivatives are calculated with second order accuracy. The incompressibility is achieved through a projection method. The viscous terms are calculated using a semi-implicit Crank-Nicolson scheme. The case is solved in a biperiodic box of aspect ratio 10⁻³ × 10⁻¹ × 10⁻¹. In all those simulations we set Pr = 0.025, Pm = 1.55×10⁻⁶. In our configuration, because of the invariance of B in the horizontal directions, the Lorentz force contributes only through Maxwell pressure. As a consequence, the set of parameters studied can be understood as varying the magnitude and pulsation of the applied magnetic field.

We first present the temporal evolution of the kinetic energy in the system. In Fig. 3, we consider the following quantity as characteristic of the kinetic energy, which is directly given by LSA:

\[ W^2(z = 1/2) = \frac{1}{A} \int_A W^2(z = 1/2) \, dx \, dy, \]  

with A the area of the wall. We observe that all the curves present the same behavior. Due to the small magnitude of the initial fields, the early dynamics can be considered linear, as long as nonlinear convective terms remain vanishingly small. But the rate of variation of the kinetic energy, defined as

\[ s(t) = \frac{1}{2} \frac{d}{dt} \log[W^2(z = 1/2)], \]  

presents a nontrivial evolution. In the first moments, one observes a decrease of the kinetic energy, followed by a quasieponential growth of the kinetic energy. The dependence of s(t) with time is caused by the transient development of the temperature profile. The initial temperature gradients are not large enough to set the fluid in motion and the initial perturbation is damped. Then the temperature gradient becomes sufficiently large for the Rayleigh instability to develop. The last stage observed in Fig. 3 is a steady-state regime in which \( W^2 \sim Ra \), as expected from general scaling theories in thermal convection [22], and as obtained with DNS for DC magnetic fields [9]. We note that, for a purely conductive heat flux in (12), the transient period of the temperature is of the order of \( t_r \) (or \( t \) with our choice of normalization). As seen in Fig. 3, for the largest Rayleigh numbers the steady-state regime is reached for \( t \approx 1 \), meaning that in such cases, the conductive equilibrium temperature \( T∞ \) in (15) is never reached.

For all cases, the convection significantly influences the temperature profiles of the steady-state regime, as seen in Fig. 4, where those profiles are compared with \( T∞ \) for the various \( δ/h \). As the heat flux is fixed at the upper wall, the heat balance in the liquid, the average temperature gradient at \( z = 1 \) in the steady state is equal to \( -1 \) (according to the temperature scaling). As a consequence the bottom (adiabatic) wall temperature decreases with Ra for a same \( δ/h \). Also observed in Fig. 4, increasing Ra induces a more homogeneous temperature in the liquid, which corresponds to an approximate uniform temperature in the liquid core. Finally, it is observed that the value of \( δ/h \) has a mild effect on the temperature profile. At \( δ/h = 0.45 \), we observe a regular temperature profile, with a monotonous evolution of the mean temperature gradient \( dT/\, dz \), while for \( δ/h = 0.04 \) and 0.14 at the same Ra, the evolution is more complex with a shape reminiscent of a sigmoid function.
For homogeneous heating Goluskin and van der Poel [13] showed that the nondimensional mean temperature $T_{\text{mean}} = \frac{1}{V} \int_V T \, dV$ scales as $T_{\text{mean}} \sim Ra^{-1/5}$, with $V$ the volume of the layer. Figure 5 presents the plot of $T_{\text{mean}}$ as a function of Ra for all our DNS. First, consistently with the smallness of the $\delta/h$ effect on the $T$ profiles, it is observed that the points for the different $\delta/h$ are quasisuperimposed for a given Ra. Furthermore, we observe that the scaling proposed in Ref. [13] remains valid even if, in our case, the heating is concentrated in the skin layer.

Figure 6 presents the normalized averaged profiles of tangential velocity $\sqrt{U^2 + V^2}$ and vertical velocity $W$ in the nonlinear steady-state regime. For Ra for all our DNS. First, consistently with the smallness of the $\delta/h$ effect on the $T$ profiles, it is observed that the points for the different $\delta/h$ are quasisuperimposed for a given Ra. Furthermore, we observe that the scaling proposed in Ref. [13] remains valid even if, in our case, the heating is concentrated in the skin layer.

Additionally, the comparison of the normalized velocity profiles in the steady state does not show significant difference although the volume of energy deposition varies strongly with the layer thickness $\delta/h$. As seen in Fig. 3 the velocity magnitude scales as $\sqrt{Ra}$ (in the steady state). Owing to the large value of $(Ra - Ra_0)/Ra_0 \approx 10–100$ imposed in our simulations, the convection efficiently homogenized the temperature fluctuations and cancels out the transient effects and the geometry of energy deposition at long time. This causes the weak dependence in $\delta/h$. Moreover, the profiles of horizontal and vertical velocities are correlated; a maximum vertical velocity corresponds to a minimum of the horizontal velocity. However, this minimum is not very pronounced, indicating that the convection in the cell core is three-dimensional. Increasing Ra tends to reduce the boundary layer thickness and to broaden slightly the vertical velocity profiles.

For a constant $Ra = 1.1 \times 10^4$ and the three values of the penetration depth, Fig. 7 compares the vertical velocity profiles in the linear regime and in the steady-state regime. The snapshots show the presence of convective cells in the linear regime similarly to RBC. These cells are symmetrical about the $z = 1/2$ plane. In the nonlinear regime, the cells disappear and evolve to irregular patterns with smaller unsteady structures (Fig. 7). However, there is no clear effect of $\delta/h$ on the instantaneous velocity fields: the same color scale is used for the three values of $\delta/h$ and qualitatively the same patterns are observed. In this regime, the structures fluctuate intensively along with a broadening of the velocity spectrum.

For $Ra = 3.7 \times 10^4$, the cells of the linear regime are characterized by a nondimensional wave number $k = 3.8$ constant during the linear regime, as seen in Fig. 8. This wave
number is also observed to be independent of $\delta / h$. When Ra increases, we observed from our DNS that $k$ increases and tends to a value $k \approx 4.5$. At the end of the linear regime the DNS shows a broadening of the horizontal spectrum of the vertical velocity. We can assume that this broadening is due to the inertia term coupled with three-dimensional effects. At the transition between the linear and the steady-state regime, the spectrum broadens. In the nonlinear regime the energy spectral density (ESD) for $k > 5$ is superimposed with the main peak is located around $k \approx 2.6$. We observe a similar behavior for all cases studied by DNS.

IV. LINEAR STABILITY ANALYSIS

We use the adjoint method to solve the LSA [23]. Indeed, for short time $t \lesssim 1$, the linear operators are time dependent due to the transient temperature field in the medium. Here the initial state is $w(x,t=0) = 0$ and $T(x,t=0) = 0$. The velocity perturbation $w(x,t)$ is defined relatively to the zero-velocity base state. The temperature perturbation $\vartheta(x,t)$ is defined relatively to the purely conductive temperature profile which evolves with time. This base state transient temperature profile $T_0(z,t)$ is given by (12) and (13). This is in contrast with usual linear stability studies, where the base profile is assumed to be given by the steady conduction solution $(u, T) = (0, T_\infty)$ (see, for example, Refs. [9,11,16]). In this study, this equilibrium state is not systematically reached because the onset of convection appears during thermal relaxation.

Following Refs. [9,24], we consider only the perturbation of the velocity in the vertical direction $w$. At first order, $(w, \vartheta)$ is governed by

$$\frac{\partial \Delta w}{\partial t} = \text{Pr} \Delta^2 w + \text{Ra Pr} \left( \frac{\partial^2 \vartheta}{\partial x^2} + \frac{\partial^2 \vartheta}{\partial y^2} \right),$$

$$\frac{\partial \vartheta}{\partial t} = \Delta \vartheta - w \frac{dT_0(z,t)}{dz}.\tag{27}$$

Equation (26) is the linearized $z$ component of $-\nabla \times \nabla \times (21)$. Here, the pressure $p^*$ in (21) does not appear in Eq. (26) because this force is irrotational and does not contribute to the instability development. Note that in (27), the Joule effect is included in the evolution of $T_0(z,t)$. Considering disturbances as two-dimensional waves in the horizontal plane, with wave vector $k = (k_x, k_y)$, we obtain

$$w_\vartheta(k,z,t) \exp(ik_x x + k_y y).$$

Here $w_\vartheta(k,z,t)$ and $\vartheta_\vartheta(k,z,t)$ are the perturbation amplitudes corresponding to the $k$ mode. Equations (26) and (27) can be put in the form of a nonautonomous linear system:

$$L_1 \frac{dX}{dt} = L_2(t) X,\tag{29}$$

with the operators

$$L_1 = \begin{pmatrix} \text{Pr} (D_x^2 - k_x^2) & 0 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad L_2(t) = \begin{pmatrix} \text{Pr} (D_x^2 - k_x^2)^2 & -\text{Ra Pr} k_x^2 \\ -D T_0(t) & (D_x^2 - k_x^2) \end{pmatrix}.\tag{30}$$
with $D = \frac{d}{dz}$ and $k^2 = k_1^2 + k_2^2$. In this differential system only the $L_2$ operator is time dependent. Following the same boundary conditions as for DNS, we consider an infinitely thermally conducting wall on the top and an insulated bottom wall. The boundary conditions, following the no-slip conditions, continuity, and thermally insulating or conducting walls are

$$w_0 = Dw_0 = D\partial_0 = 0, \quad \text{for} \quad z = 0,$$

$$w_0 = Dw_0 = \partial_0 = 0, \quad \text{for} \quad z = 1.$$  \quad (32)

Following the adjoint method, the eigenvectors $\hat{X}_m$, their adjoint $\hat{X}_m^\dagger$, and the corresponding eigenvalues $\lambda_n$ and $\lambda_m^\dagger$ are given by the following system:

$$\lambda_n L_1 \hat{X}_m = L_1 \hat{X}_n,$$

$$\lambda_m^\dagger L_1 \hat{X}_m^\dagger = L_1 \hat{X}_m^\dagger.$$  \quad (34)

where $L_1^\dagger$ is the adjoint of $L_2$. Due to the non-normality of the system, $(\hat{X}_n)_{n \in \mathbb{N}}$ and $(\hat{X}_m^\dagger)_{m \in \mathbb{N}}$ form two nonorthogonal basis. The condition of orthogonality is here defined by the identity $(L_1 \hat{X}_n | \hat{X}_m^\dagger) = \delta_{nm}$, where $\delta_{nm}$ is the Kronecker symbol. This orthogonality condition also imposes $\lambda_n = \lambda_m^\dagger$ for real eigenvalues.

For each $k$ mode, the perturbation amplitude can be decomposed on the eigenvectors basis:

$$X(k; z, t) = \sum_n \alpha_n(k; t) \hat{X}_n(k; z, t),$$  \quad (35)

with

$$\frac{d\alpha_n}{dt} = \lambda_n(t)\alpha_n = \sum_m \left( L_1 \frac{d\hat{X}_n}{dt} \hat{X}_m^\dagger \right) \alpha_m.$$  \quad (36)

Equation (36) is obtained by substituting (35) into (29) and using the orthogonality of the direct and the adjoint modes (34). From (36), we see that the amplitude growth is due to (1) the instability of the mode $n$ ($\lambda_n > 0$) and (2) the time dependence of the base state ($d\hat{X}_n/dt \neq 0$). It implies that the coupling between the variations of all the eigenvectors can participate in the growth of the unstable $k$ mode for $t \lesssim 1$. When $t \gg 1$, this coupling vanishes, and the most unstable $k$ mode grows exponentially with the asymptotic growth rate $\lambda_n(t \to \infty)$.

To solve the system (34), we approximate the operators $L_1$, $L_2$, and $L_1^\dagger$ with second order finite difference schemes. Details on the numerical schemes can be found in Ref. [9].

The $z$ component of the velocity field is thus obtained as

$$W(x, t) = \int \int w_0(k; z, t) \exp(ik_s x + k_y y) dk_s dk_y.$$  \quad (37)

This enables us to compute the growth rate of the perturbation $s(t) = \frac{1}{2} \frac{d\log W}{dt}$ in order to compare with the DNS. Figure 9 presents the evolution of $s(t)$ obtained from the DNS and the LSA for all the DNS cases. It is seen that initially $s$ presents negative values. The system is linearly stable because of the absence of the temperature gradient in the initial condition. Subsequently, $s$ increases up to a constant value within a characteristic time $\tau_s$ (equal to 1 with our choice of normalization). A very good agreement between the results of DNS and LSA in the linear regime is observed. At the end of the linear regime, the growth rate from DNS falls to a minimum value before becoming zero on average in the nonlinear steady-state regime. For $t \gg 1$, the LSA prediction for $s$ converges to an asymptotic value. It is worth noticing that the evolution of $s(t)$ appears to be independent of $\delta/h$.

In Fig. 10 we present the dependence of the asymptotic value of $s$ with the parameters $Ra$ and $\delta/h$. It confirms that $\delta/h$ has little influence on the growth rate at first order in the range $0.03 < \delta/h < 0.5$. On the other hand, $s$ is an increasing function of $Ra$. We observe that the marginal stability criterion is $Ra_c \approx 1200$, which is consistent with the computation of Tasaka and Takeda [11]. We also present the result of the marginal stability for $\delta/h = 0$ and $\delta/h \to \infty$ [12]. The limit $\delta/h = 0$ corresponds to a system with bottom heating. The second limit $\delta/h \to \infty$ corresponds to a homogeneous heating. These results of the literature confirm the minor effect of $\delta/h$ on the convection, which has been observed by DNS for $R > 1$ and $Ra > Ra_c$.

The time dependence of the vertical velocity perturbations calculated by LSA is presented in Fig. 11 for $t \lesssim 3$, $Ra = 1.1 \times 10^4$ and the three $\delta/h$ values. These profiles are compared to those obtained by DNS for $t \geq 0.5$. The very good agreement between LSA based on the adjoint method, and DNS shows the two methods are consistent.

For all $\delta/h$, we observe that the profile of the velocity perturbation is asymmetrical in the first moments and then
evolves towards a symmetrical profile as time increases. This behavior is linked with the temporal evolution of the temperature gradient of the base state, $dT_0/dz$. It is observed in Fig. 11 that $dT_0/dz$ presents a local minimum close to the bottom wall during the establishment of the stationary conductive temperature profile, which lasts for $t = O(1)$. The position of the $dT_0/dz$ minimum moves closer to the lower wall, and its amplitude increases as $\delta/h$ is decreased. The presence of a maximum temperature gradient magnitude in the volume is responsible for a local high buoyancy force, and consequently of the asymmetry of the velocity profile. Indeed, for $\delta/h = 0.45$ the minimum is weak and the symmetry of the velocity profile restored quickly, whereas for $\delta/h = 0.04$, there is a sharp local minimum and the asymmetry of the velocity perturbation is more persistent. For small Rayleigh numbers regardless of the value of $\delta/h$, the velocity profile becomes symmetrical before the end of the transient linear regime. For larger Ra, we observed that the nonlinear regime starts before that the steady conductive temperature profile $T_\infty$ is reached and therefore the symmetry of the velocity is not restored during the linear regime. As seen from (27), the source term is given by the product of the $dT_0/dz$ with $w$, is asymmetrical. Therefore at high Ra, the asymmetry of the base temperature profile has more impact on the perturbations. On the other hand, the advective transport of the temperature tends to homogenize the temperature fluctuations in the nonlinear regime.

V. DISCUSSION AND CONCLUSION

In this work, we studied the thermal convection of a liquid metal under AC magnetic field by DNS and LSA. Here, the two control parameters are the Rayleigh number Ra characteristic of the deposited power, and the nondimensional skin depth $\delta/h$, which represents the power spatial distribution. Physically, these parameters can be tuned through the magnetic field amplitude $B_0$ and pulsation $\omega$. In this study, we realized DNS for three $\delta$ values smaller than half of the liquid thickness. The two important scales that govern the thermal convection are the temperature and the time scales, $\Delta T$ and $\tau_c$. $\Delta T$ that fixes Ra is a function of $\omega$ and the power applied to the liquid. In opposition to the thermal convection under a DC magnetic field, imposing a horizontal AC magnetic field has no additional stabilization effect since only the magnetic pressure contributes to the Lorentz force. For all cases, we observe two flow regimes, a linear one and a nonlinear one. According to (25), the growth rates of the kinetic energy $s(t)$ computed by LSA are compared to DNS in Fig. 9. In LSA and for all the cases, $s$ increases to a constant value with a characteristic time which is trivially equal to $\tau_c$, the characteristic time of heat diffusion. We observe a very good agreement between the

FIG. 10. Contours of $s(t = \infty)$ in the (Ra, $\delta/h$) plane. The circles represent the DNS. The black line is the marginal stability. The gray triangle is the critical Rayleigh Ra ($\delta/h$) computed by Tasaka and Takeda [11]. The gray squares correspond to the limiting cases $\delta/h = 0$ and $\delta/h \to \infty$, as given by Goluskin [12].

FIG. 11. Evolution of velocity profiles (top panel, DNS: lines; LSA: circles) and temperature gradients computed from (15) and (16) (bottom panel), for (a) $\delta/h = 0.45$, (b) $\delta/h = 0.14$ and (c) $\delta/h = 0.04$ at Ra = $1.1 \times 10^5$. The triangles in the top panel represent the maximum of $\sqrt{W^2}$. The velocity profiles are normed by their integral. The dashed line is $T_\infty$ from (15).
The transient dynamics of the system is determined (1) by the time dependence of the temperature field, which tends to relax from the isothermal to a purely conductive heat flux temperature profile $T_∞$; (2) by the growth of the convective instability. In the linear regime, two behaviors are identified depending on the value of $Ra$. At small $Ra$, the growth rate of the instability is small enough to allow the relaxation of the temperature up to the steady conductive profile before the transition to the nonlinear regime. Conversely, for large $Ra$, the nonlinear effects appear for $t < 1$. This is in contrast with RBC and thermal convection with DC magnetic field, for which the thermal relaxation is usually much quicker than the development of the instability [9]. For usual liquid metals (gallium, sodium, bismuth, etc.) and for $h$ of order 0.1 to 1 m, the characteristic thermal diffusion $τ_θ$ varies from 500 to 5000 s. In these conditions, we expect that the transient dynamics is relevant for the study of the convection in the presence of magnetic fields. In the linear and nonlinear regimes, Eqs. (21)–(23) present reflective symmetry when $δ/h → 0$. This symmetry disappears when $δ/h → ∞$, which corresponds to homogeneous heating. In these limiting cases, the solutions and consequently the dynamic patterns follow the equation symmetry [13]. In this paper, we consider intermediate values of $δ/h$ for which the equations are nonsymmetrical. For $t \ll 1$ and in the linear regime, the solutions and the patterns are also nonsymmetrical (Fig. 11). On the other hand, for $t \gg 1$ and independently of the flow regime, the solutions and the patterns are surprisingly symmetrical. In the linear regime, the conductive equilibrium temperature field is reached, and consequently the source term $w dT_0/dz$ is indeed almost symmetrical because $dT_0/dz \approx −1$ except close to the walls where $w \approx 0$ (as seen in Fig. 11). In the nonlinear regime, the symmetry of solutions is attributed to the relative importance of the temperature advection at large $Ra$, which mitigates the effect of the heterogeneous energy deposition.

If we compare the results between AC and DC magnetic fields, we observe large similarities of behavior, as a transition between linear and nonlinear regimes for a same scaling $W^2 \sim Ra$. We also observe differences as $Ra$ dependence on $s$ in the linear regime, the presence of transient temperature base state, and the variety of patterns for DC magnetic field.

In perspective, a systematic study in the nonlinear regime is necessary to understand the dissipation mechanisms and the apparition of substructures. From a fundamental point of view, it is also interesting to address the transition from linear to nonlinear when $t < 1$ for which the steady-state conductive temperature field is not yet reached. Finally, the magnetohydrodynamic effects have no influence in this study. These effects can change the conclusions at large $Rm$.
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