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Abstract

Generalized genetical genomics (GGG) is a systems genetics approach that com-
bines the analysis of genetic variation with population-wide assessment of variation
in molecular traits in multiple environments to identify genotype-by-environment
interactions.

This thesis starts by introducing the generalized genetical genomics strategy
(Chapter 1). Then, we present a newly developed software, designGG for designing
optimal GGG experiments (Chapter 2).

Next, two important statistical issues relevant to GGG studies were addressed.
We discussed the critical concerns on causal inference with genetic data. In addi-
tion, we examined the permutation method used for determining the significance
of quantitative trait loci (QTL) hotspots in linkage and association studies (Chapter
3–4).

Furthermore, we applied the GGG strategy to three pilot studies: In the first of
these, we showed that heritable differences in the plastic responses of gene expres-
sion are largely regulated in “trans”. In the second pilot study, we demonstrated that
heritable differences in transcript abundance are highly sensitive to cellular differ-
entiation stage. In the third study, we found that the alternative splicing machinery
exhibits a general genetic robustness in Caenorhabditis elegans and that only a minor
fraction of genes shows heritable variation in splicing forms and relative abundance.
(Chapter 5–7).

Finally, we conclude by discussing various fundamental issues involved in data
preprocessing, QTL mapping, result interpretation and network reconstruction and
suggesting future directions yet to be explored in order to expand the reach of sys-
tems genetics (Chapter 8).





Modified version of: Li Y., Breitling R., and Jansen RC (2008) Generalizing genetical genomics: getting added
value from environmental perturbation Trends in Genetics 24: 518–524

Chapter 1

Introduction: Generalized Genetical Genomics

1.1 Introduction

Genetical genomics (Jansen and Nap 2001) is a useful approach for studying
the effect of genetic perturbations on biological systems at the molecular level.

However, molecular networks depend on the environmental conditions and, thus, a
comprehensive understanding of biological systems requires studying them across
multiple environments. We propose a generalization of genetical genomics, which
combines genetic and sensibly chosen environmental perturbations, to study the
plasticity of molecular networks. This strategy forms a crucial step toward under-
standing why individuals respond differently to drugs, toxins, pathogens, nutrients
and other environmental influences.

1.2 Concepts of generalized genetical genomics

1.2.1 Multifactorial experimentation

Many genetic and environmental factors can influence the functioning of a bio-
logical system. Understanding the interplay between these factors is essential for
making progress in personalized medicine, epidemiology, environmental toxicol-
ogy, breeding and many other fields where genetic and environmental variation
matter. For example, the patient’s response to drug treatment can depend strongly
on his/her genotype, and gene regulatory networks that control important pheno-
types, such as cellular proliferation rate, will depend not only on the genotype but
also on the tissue or cell type under study.

This has important consequences for genetic strategies for studying molecular
networks, including genetical genomics or expression genetics (Jansen and Nap
2001, Jansen 2003, Jansen and Nap 2004, Rockman and Kruglyak 2006, Haley and
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de Koning 2007). Genetical genomics measures molecular phenotypes, such as gene
expression, protein abundance or metabolite levels, in many genetically diverse in-
dividuals and uses classic quantitative trait mapping to identify the underlying reg-
ulatory influences (see Box 1.1 for a brief outline of this concept). However, the re-
sulting molecular network will be specific for a single experimental condition (e.g.
one species, one tissue type or one physical condition).

A generalized genetical genomics approach would study genetic and controlled
environmental perturbations in combination. Like genetical genomics, such a gener-
alized strategy will enable the mapping of quantitative trait loci (QTLs) underlying
molecular traits of interest. Furthermore, it will also detect how QTL effects dif-
fer across multiple environments of interest and how the genotype influences the
response to environmental changes (Figure1.1a). This means that heritable differ-
ences in environmental plasticity can be explored on a genome-wide scale (Gibson
and Weir 2005). Such experiments require careful experimental design, however,
partly because many of the current studies that examine a single environment seem
to operate at the limits of statistical feasibility.

Box 1.1: Genetical genomics: a combination of genetic variation with ge-
nomic profiling to reconstruct molecular networks.

In general, the strategy of genetical genomics contains the following steps.

(i) Select or create a population of genetically different individuals showing a relevant
phenotypic variation in the environment of interest. Experimental populations (e.g.
backcrosses, F2 populations, recombinant inbred lines, doubled haploids) and natural
populations (germplasm collections, cell lines, pedigrees, case-controls, trios, twins) can be
used.

(ii) Use molecular markers to genotype the individuals throughout the genome.

(iii) Determine the molecular profile, such as transcript, protein or metabolite abundance, of
each individual in the population. A variety of molecular levels can be studied, as detailed in
Table 1.1

We recommend not only studying large numbers of genetically different indi-
viduals (more is always better), but also using their marker genotype data to in-
telligently select and distribute individuals within and across environments. This
should maximize the power and resolution of QTL mapping for one or more re-
gions of special interest, such as a previously detected phenotypic QTL or across the
entire genome.
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Table 1.1: Molecular profiling technologies

Genome Microarray-based fingerprinting using thousands to millions of molecular mark-
ers (Blow 2007)

Transcriptome Microarray-based profiling of transcript abundance using tens of thousands of
probes (Hoheisel 2006)

Proteome Gel or mass spectrometry based profiling of protein abundance of thousands of
proteins (Cox and Mann 2007)

Metabolome Untargeted mass spectrometry based profiling of metabolite of thousands of
metabolites (Breitling et al. 2008b)

Kinome Microarray-based profiling of phosphorylation for hundreds of kinase enzymes
(Ptacek et al. 2005)

Epigenome Chromatin immunoprecipitation (ChIP-chip) assays based profiling of thousands
of DNA methylation and chromatin modification pattern (Buck and Lieb 2004)

1.2.2 Environments that matter

Environmental factors of interest for genetical genomics range from levels of drugs
or toxic compounds, to differences in the social, agricultural or ecological setting,
and to cell and tissue types, but they can also include sex differences or genetic
background. All of these factors can be varied to reveal the sensitivity of the molec-
ular network or to demonstrate its stability and robustness in the face of internal
and external perturbation.

A generalized approach to genetical genomics can therefore come in many dif-
ferent flavors. For example, the presence or absence of the Y chromosome can be
considered an (internal) environmental perturbation. When performing a molec-
ular profiling study in humans (Figure1.1b), one might wonder whether it is wise
to include only one sex to reduce unnecessary biological variation or to split the
experiment equally across the sexes (as doubling the study size is usually not an
option). If the ultimate aim is a better understanding of a sex-specific trait, the rele-
vant population should be studied. If, however, general conclusions about human
biology are aimed for, both sexes need to be considered; otherwise one runs the risk
of missing important trait-by-sex interactions. Sex can be included in the analysis
of variance as an additional factor, at no statistical cost, and this is standard practice
in mammalian QTL studies (Solberg et al. 2004). The effects that are shared between
sexes will be detected, as will those that are different, potentially indicating a need
for further in-depth study.

Drug treatment is another example of an (external) environmental perturba-
tion. Different genotypes respond differently to drugs or toxins, and understand-
ing the molecular details of these differences (pharmacogenomics) is becoming in-
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Figure 1.1: Examples of quantitative trait loci-by-environment (QTL×E) interaction.(a) One
of many possible molecular mechanisms underlying QTL×E and (b–e) different QTL×E
cases. The causal gene underlying the QTL has sequence variants actaaGct and actaaAct
in (a) and a white and grey variant in (b–e). All panels show a similar picture of a QTL that
consistently appears in multiple environments, while its effect is modulated by environment.
The different levels of molecular trait are indicated by different shades of brown in (b–e).
(a) QTL×E in a molecular circuitry. A single nucleotide polymorphism (SNP) in the coding
region of a gene can change its function: for example, the actaaGct allele encodes a func-
tional inhibitor protein, whereas the other actaaAct allele encodes a nonfunctional protein.
Therefore, individuals carrying the ctaaGct allele have lower abundance for downstream
transcripts, enzymes and metabolites than individuals carrying the actaaAct allele: the QTL
can be traced back to the SNP. Only environmental up- or downregulation of the actaaGct
allele has functional consequences. As a result, the QTL effect is stronger when the environ-
mental signal is present than when it is absent: the QTL interacts with environment.
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Figure 1.1: (continued)(b) QTL×E in molecular profiling. Even when they share a large
part of their genetic make-up, male and female organisms can differ in their heritable molec-
ular variation. Here, the QTL effect is larger in females than in males. If the studied trait
is a biomarker for disease susceptibility and is used to inform medical treatment strategies,
studying both sexes becomes essential.
(c) QTL×E in a drug dosage experiment in mice. Biological systems are sensitive to external
triggers such as drugs or toxins. One genotype has a molecular circuitry that makes it re-
sponsive to a drug, so that it already responds at a low drug dosage, whereas the other is less
sensitive and requires high levels of the drug (but might be less sensitive to adverse effects).
Detecting this kind of QTL×E interactions is one of the major aims of pharmacogenomics.
(d) QTL×E across tissues. Different tissues, even within a single organ such as the brain,
carry out completely different tasks and will have different molecular circuitries. Studying
them for QTL×E interactions in a single experiment is usually not advisable because many
genes will only be expressed in particular tissues. However, sometimes, as in this example, it
might be particularly informative to identify those QTLs that are shared across several tissues
that together contribute to a phenotype of interest, for example, a behavioral trait controlled
by the integrated action of different brain areas.
(e) QTL×E during the proliferation and differentiation of cells. This panel shows gene ex-
pression dynamics during development. The cells proliferate and differentiate to specialized
cells, which provide different internal environments. Accordingly, their molecular circuitry
has to change, which requires a tightly regulated interaction between genes and development
stage. In many biological studies, it is not initially known if a QTL of interest is modulated
across stages or restricted to a particular stage of differentiation, so collecting samples from
different related stages will provide valuable insights. During the intermediate differentia-
tion stage, there is a strong heritable difference in the expression of a master regulator gene,
which leads to a redirection toward different final cell fates. At earlier and later stages, the
expression QTL is much less prominent. In this example, the QTL affects the gene expression
and the relative numbers of cells.

creasingly important for providing the basis for personalized drug development
(Figure 1.1c). More generally, genotype-by-environment interactions with complex
nongenetic factors, such as lifestyle, have to be considered in any human genetical
genomics study.

However, the cellular environment also changes in a more subtle way without
external intervention. For instance, different tissues have widely different functions
and molecular profiles. One would expect the underlying network structures to
be distinct. Each tissue will have its own susceptibility to genetic polymorphisms.
A mutation in an oncogene could, for example, lead to upregulation of cell prolif-
eration genes in one tissue but not in another. A generalized genetical genomics
approach can determine how variable such heritable differences are across several
tissues (Figure 1.1d).
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Furthermore, molecular networks will also change along differentiation trajec-
tories, and different genotypes will show different dynamics of molecular traits dur-
ing development (Figure 1.1e). One QTL might control stem cell genes during initial
lineage commitment, whereas another QTL might control the same set of genes dur-
ing terminal differentiation.

In all above studies, a wide variety of molecular mechanisms can cause genotype-
by-environment interactions that can be studied using genetical genomics.

1.2.3 Controlled environmental perturbation

What would be the best strategy to design a multifactorial perturbation experiment
for exploring the interaction between genetic and environmental factors? In some
cases, it is possible to replicate genotypes across environments (e.g. using different
mice from the same recombinant inbred strain); in other cases, this is not an option
(e.g. exposing a human subject to several different environments at the same time).
Traditionally, understanding the effect of QTLs across environments has relied on
the first option. This approach was used in some of the first genetical genomics
studies that examined environmental variation of gene expression QTLs (Li et al.
2006b, Smith and Kruglyak 2008). However, as we will show, there are important
advantages to be gained by not replicating the same genotypes, but rather increasing
the genetic diversity of the sample.

For example, suppose that we want to measure gene expression across four envi-
ronments (as shown in Box 1.2 and Figure 1.2a ). We have access to 150 different re-
combinant inbreed lines (RILs), but we can only afford to perform 100 microarrays.
An intuitive way to perform the generalized experiment would be to study only 25
different RILs for all four environments, leaving 125 RILs unused. The alternative
would be to allocate 100 different RILs to the four environments evenly, measur-
ing 25 different RILs in each condition, keeping the microarray cost unchanged and
leaving 50 RILs unused. But which design will produce the best outcome? A few
considerations from classical experimental design theory show that, in most cases,
the latter design is to be recommended. Moreover, we can do much better than
simply choosing and allocating RILs at random.

A careful experimental design is particularly important if the resulting data are
to be maximally informative (Fu and Jansen 2006, Churchill 2002, Yang and Speed
2002). What is the best strategy to obtain an optimal allocation of genetically dif-
ferent samples to different environments (and dyes and arrays)? The aim is to
achieve the most accurate estimate of the quantitative trait loci (QTL) effects and
QTL-by-environment interaction effects of interest either in one or more regions of
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Figure 1.2: Designing a genetical genomics experiment with multiple environmental factors.
(a) The optimal allocation of individuals with different genotypes to environmental condi-
tions is a challenge in genetical genomic experiments. (i) We show 150 recombinant inbred
lines (RILs) as balls, with the colors referring (in a simplified way) to genotypes: the more
similar the colors the more similar the genetic fingerprint of two RILs. Each cell in the ta-
ble represents a combination of different levels of two environmental factors (indicated by
different levels of grey). (ii) The proposed strategy is to allocate 100 different RILs into four
environments evenly, measuring 25 different RILs in each condition, keeping the microarray
effort unchanged and leaving 50 RILs unused.
(b) Simulation results comparing QTL resolution for three different strategies: using 25 lines
in a single condition (green); using the same 25 lines in each of the four conditions (black)
and using a total of 100 lines, 25 different ones in each condition (red). A single QTL at the
10th marker was simulated. The support intervals (1.5 drop-off) are indicated by the bars,
showing that using 100 different lines dramatically improves the mapping resolution.
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Figure 1.2: (continued)(c) Genotype comparison for lines based on random selection (de-
picted by the lighter shades of blue and brown) and our proposed design selection (shown
by the darker colors). The brown and blue colors represent the two different genotypes. One
hundred fifty individuals were simulated with segregation distortion (genotype A:genotype
B = 2:1) caused by a locus at 1 cM on chromosome I, leading to a strongly unbalanced geno-
type difference that impairs QTL mapping in this region. Computer-assisted optimal selec-
tion of individuals focusing on the distorted region removes the genotype imbalance within
and across environments, leading to improved mapping power.

special interest, such as a previously detected phenotypic QTL, or across the entire
genome. We note that by minimizing the sum of the variances of the parameter esti-
mates of interest (A-optimality (Kerr and Churchill 2001, Wit et al. 2005a)) using an
optimization algorithm, such as simulated annealing (Wit and McClure 2004, Kirk-
patrick et al. 1983), an optimal allocation can be found (Fu and Jansen 2006). In
the optimization, the experimenter can, of course, give less weight to parameters of
lesser interest, which will then be estimated with lower accuracy. For example, if
the emphasis is on one or more genome regions of special interest, parameters for
the markers in these regions can be given full weight in the optimization algorithm,
whereas parameters for other markers can be given lesser or even zero weight. As
a result, mapping resolution can improve (Figure 1.2b) and the power for finding
QTLs can be increased (Figure 1.2c).

We suggest starting with a random initial allocation of samples to environments
that can then be improved step-by-step by re-allocating samples (or sample pairs)
from one environment to another or by replacing a sample by an unused sample
(e.g. choosing 100 RILs to be profiled from a sample size of 150 RILs). A prototype
web tool implementing the optimization algorithm for a wide variety of experimen-
tal situations is available online at http://gbic.biol.rug.nl/designGG to highlight
the design issues.

First, the resolution and power of QTL mapping depends on the number of ge-
netically different samples in linkage and association studies. From this point of
view, it would be wise to include as many genetically different samples as pos-
sible and not to replicate them across environments, because more recombination
events will be observed and rare alleles are more likely to be present in the samples
(Darvasi and Soller 1997). Figure 1.2b compares the resolution available from dif-
ferent design strategies: it is obvious that maximizing the genetic diversity leads to
the sharpest QTL peak with tightest support interval and thus implicitly the most
specific list of candidate regulators.
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Box 1.2: Generate your own generalized genetical genomics experiment.

Let us assume there are 150 recombinant inbred lines (RILs) available and 100 single-color
arrays can be used to measure the genome-wide expression level (Figure 1.2a), and that there
are two different environmental factors, such as drug treatment (factor 1) and pathogen
exposure (factor 2). Each factor has two different levels: different amounts of drug and low
versus high pathogen exposure.

A careful experimental design is particularly important if the resulting data are to be
maximally informative (Fu and Jansen 2006, Churchill 2002, Yang and Speed 2002). What is
the best strategy to obtain an optimal allocation of genetically different samples to different
environments (and dyes and arrays)? The aim is to achieve the most accurate estimate of the
quantitative trait loci (QTL) effects and QTL-by-environment interaction effects of interest
either in one or more regions of special interest, such as a previously detected phenotypic
QTL, or across the entire genome. We note that by minimizing the sum of the variances of the
parameter estimates of interest (A-optimality (Kerr and Churchill 2001, Wit et al. 2005a)) using
an optimization algorithm, such as simulated annealing (Wit and McClure 2004, Kirkpatrick
et al. 1983), an optimal allocation can be found (Fu and Jansen 2006). In the optimization, the
experimenter can, of course, give less weight to parameters of lesser interest, which will then
be estimated with lower accuracy. For example, if the emphasis is on one or more genome
regions of special interest, parameters for the markers in these regions can be given full
weight in the optimization algorithm, whereas parameters for other markers can be given
lesser or even zero weight. As a result, mapping resolution can improve (Figure 1.2b) and the
power for finding QTLs can be increased (Figure 1.2c).

We suggest starting with a random initial allocation of samples to environments that can then
be improved step-by-step by re-allocating samples (or sample pairs) from one environment to
another or by replacing a sample by an unused sample (e.g. choosing 100 RILs to be profiled
from a sample size of 150 RILs). A prototype web tool implementing the optimization
algorithm for a wide variety of experimental situations is available online at
http://gbic.biol.rug.nl/designGG to highlight the design issues.

Second, if more genetically different individuals are used, it is less probable that
two genetic unlinked loci will be confounded by chance.

Third, a proper statistical analysis would allow QTLs to be detected with al-
most the same power in an experiment with 100 RILs in a constant environment
as in an experiment with 100 RILs across four environments, if QTLs are modestly
modulated across the environments; the statistical model should include QTL-by-
environment terms to account for the modulation of QTL effect across environments
(Boer et al. 2007). Of course, the conditions to be studied will have to be chosen in a
prudent fashion, because there is little to be gained from extreme perturbations.

Finally, in a population of RILs, the QTL effect at a particular genome location
can be estimated most accurately if 50% of the profiled individuals are homozygous
for one allele and the other 50% are homozygous for another allele at that locus.
This suggests that genotype information should be used to select 100 RILs from the
pool of 150 RILs and to allocate them across treatments. Then it will be possible to
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Figure 1.3: Two examples of confounding environmental factors in generalized genetical ge-
nomics experiments. (a,b) The challenge of synchronization. In this hypothetical example of
a multi-condition genetical genomics experiment, stem cells (white) differentiate into daugh-
ter cells continuously during life. Specific surface proteins (red and blue lollipop shapes) can
be used to purify each of three subsequent differentiation stages (starting, intermediate and
final). At each stage, gene expression levels are measured in a genetically diverse population
(two alleles indicated by grey and white nuclei) and used for expression quantitative trait loci
(eQTL) mapping to investigate genetic differences in the differentiation process. According
to the expressed surface marker, a group of differentiation-related genes shows differential
expression in the intermediate stage (as indicated by different shades of brown in the cytosol)
in a set of genetically different lines and the variation can be mapped to a certain eQTL (grey
versus white allele).
(a) A first and exciting explanation would be that this eQTL is a master regulator of the dif-
ferentiation process. In this case, the two genotypes reach the same final state but through
different differentiation trajectories.
(b) A second, and probably less exciting, interpretation would be that this eQTL only affects
the expression timing of the surface marker used for cell staging. In this case, the two geno-
types not only reach the same final state but also follow the same differentiation trajectory,
and the observed differential expression between two genotypes actually results from sam-
pling at two different stages (as the red double-headed arrow indicates). Thus, the eQTL does
not influence the differentiation process at all and is clearly not a master regulator.
(c) The challenge of batching. In this hypothetical example, a group of crossed plant lines with
different genotypes (as shown by grey versus white flower centers) are collected, and tran-
script abundance is measured (as indicated by the gradient of red flowers petals). It is clear
that genotype correlates with gene expression level, and this can be mapped as an eQTL, in-
dicating that a specific genetic locus plays an important role in deciding the gene expression
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Figure 1.3: (continued) level. However, if on closer examination, the samples were
collected at different times of the day and, accidentally, samples with one genotype at a
particular locus were more common at early and very late time points, this unintentional
correlation of genotype with an uncontrolled external factor (such as daylight) would lead to
a spurious mapping result for those genes that vary in expression in a diurnal fashion. (The
observed expression difference between genotypes is confounded by the effect of daytime on
expression). In many real life cases, the uncontrolled factor is much less obvious than in this
example and will therefore be very hard to detect with sometimes dramatic consequences
(see Ref. (Alberts et al. 2005) for an example of how spurious linkage between batch and
certain genome regions can lead to ghost regulators being detected). Therefore, careful
randomization and statistical consideration of batch effects is essential (Akey et al. 2007).

maximize the number of informative genotype differences at one or more regions of
particular interest, such as a previously detected phenotypic QTL, or to maximize
the number of informative genotype contrasts across the entire genome. Figure 1.2c
compares random and optimal selection. One can see that it is possible to achieve
an almost balanced genotype ratio even in unfavorable circumstances.

However, optimally allocating the different samples (or distant pairs/triples/x-
tuples of samples) to different environments is not straightforward. Allocating the
samples at the same time to multiple dyes and arrays might further complicate the
task. Figure 1.2 presents a computational tool to overcome these challenges.

The concept of allocating samples to optimize the power of an experiment is re-
lated to the ‘distant pair’ design (Fu and Jansen 2006). They allocated genetically
distant individuals to two-color microarrays to maximize the number of informa-
tive genetic contrasts, in a standard genetical genomics experiment without envi-
ronmental perturbation. Consequently this method will not result in a powerful
design for generalized genetical genomics. This is evident in a study on gene ex-
pression plasticity in Caenorhabditis elegans (Li et al. 2006b), where 80 available RILs
were assigned to arrays by distant pairing, and the same set of genotyped lines was
reused in two environmental conditions. A new experiment using 160 selected RILs
would have better mapping power and resolution and make full use of the total
population of not, ∼ 1000 recombinant inbred worm lines that are now available.

1.2.4 Challenges: controlling the uncontrolled

Even if an optimal experiment design has been achieved, uncontrolled factors, such
as the time and the stage at which the biological sample is collected, will still in-
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fluence the interpretation of generalized genetical genomics studies. For example,
if samples are collected at the same developmental stage using a morphological or
molecular selection marker, any unanticipated interaction between genotype and
the selection marker can lead to spurious results (Figure 1.3a,b). To overcome this,
one can include time or stage of sampling in the experimental design as an addi-
tional factor to check for potential interaction patterns. Other hidden factors can
influence the molecular profiling itself. For example, if the samples were profiled
environment-by-environment, any unanticipated interaction between the genotype
and other uncontrolled factors changing during the profiling could also lead to spu-
rious results (Figure 1.3c). Here one might want to include the order of profiling in
the experimental design as an additional factor at multiple levels and use complete
or incomplete block designs to eliminate any imbalance between factors of interest
and the blocks (e.g. based on block-wise profiling of ten samples). In addition, meth-
ods such as surrogate variable analysis (Leek and Storey 2007) can be applied for
detecting such uncontrolled environmental or genetic factors in an ANOVA model.
As in the case for controlled environmental perturbations, including uncontrolled
factors in the QTL model will not lead to a significant loss of QTL mapping power
but will result in more robust interpretations.

1.2.5 Concluding remarks and future perspectives

Many of the most important properties of a living system depend on the interplay
between genetic and environmental variation. Generalized genetical genomics is
a powerful strategy to elucidate that interplay through modeling of quantitative
trait loci (QTL) and QTL-by-environment interactions underlying biomolecular trait
variation. However, there are some caveats: first, if a gene of interest is expressed
only in one environment, all the samples in other environments will not be infor-
mative for QTL mapping, and distributing samples across multiple environments
would reduce resolution and power because effective sample sizes for the gene(s) of
interest would drop to unacceptably small numbers. Such studies have, however,
been valuable as an initial proof of principle, showing that some QTLs are surpris-
ingly robust, for example, those in different tissues (Bystrykh et al. 2005), whereas
others change even in slightly different environments (Li et al. 2006b). Second, our
illustrations in Figure 1.1 and Figure 1.2 are two-category or 2×2 tables, and en-
thusiastic experimentalists might be tempted to try 6×6 comparisons or even more
complex studies. However, we would not recommend these approaches because
the large number of QTL-by-environment parameters would diffuse the informa-
tion on the QTL. Third, it is still a point of contention whether the standing genetic
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depth in our study populations is large enough to cause variation in the traits of in-
terest: mutations affecting essential molecular traits might only occur at extremely
low population frequencies and are therefore likely to be absent in the study pop-
ulation. Finally, it remains to be proven whether detectable heritable variation in
molecular traits (particularly in gene expression) actually has biological relevance
for the major physiological properties of an organism.

Given these concerns, one might claim that one should not complicate QTL map-
ping (and genetical genomics) by including more environments, but the counter-
part of this assertion is that, in the presence of a QTL-by-environment interaction,
any inference about a QTL’s main effect in a single-condition experiment will be
confounded with the interaction effects. This can lead to serious mistakes in drug
dosage and toxicity evaluation, for instance. To overcome the current limitations of
QTL mapping, it will be necessary to use larger populations in a suitable experimen-
tal design, combine measurements at diverse biomolecular levels as discussed in
Box 1.1, and integrate measurements from multiple populations of the same or dif-
ferent type (Li et al. 2005); all of these approaches essentially correspond to an experi-
ment with controlled and uncontrolled environmental perturbations. The minimum
number of samples required differs between traits (some traits might require a more
in-depth study than others), types of population (natural versus experimental), be-
tween organisms (experiments on yeast require hundreds of samples, whereas stud-
ies on humans can need thousands) and between types of molecular data (transcript
data perhaps being more noisy than metabolite data, or vice versa). Applying clas-
sical experimental design theory as outlined in Figure 1.2 will help to obtain the
maximum amount of information within realistic constraints on study size. Here
we have argued that genotyped individuals can be “intelligently” distributed across
multiple environments and that a large population of genotyped individuals can be
a useful resource from which to select a subset of genetically most dissimilar sam-
ples. The same concepts can also be applied to experiments in natural populations,
which are a particularly appealing target for studying gene-by-environment interac-
tion (Gibson and Weir 2005). For example, rather than replicating individuals across
environments, it would be interesting to use independent sets of individuals in each
environment to increase the probability that rare alleles are present in the experi-
ment. The effect of rare alleles of particular interest can be studied most sensitively
when carriers of these interesting rare alleles are oversampled before the molecular
phenotyping is performed, so that the phenotyped groups contain a more balanced
representation of these individuals than the initial population.

We look forward to others enriching their genetical genomics experiments by
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including sensibly chosen environmental variation. Doing so will open up a rich
new area for studying the norms of reaction at the molecular level.

1.3 Thesis contribution and organization

Studying the effect of genetic perturbations on biological systems at the molecular
level has been a hot research area since the completion of the first major genome
projects and the introduction of the genetical genomics strategy (Jansen and Nap
2001). In this thesis, a generalization of genetical genomics which combines genetic
and sensibly chosen environmental perturbations, as described in the Chapter 1,
was developed to study the plasticity of molecular networks. This strategy forms a
crucial step toward gaining a broader picture of the genomic responses to environ-
mental perturbations, which are of interest to biomedical, agricultural, and evolu-
tionary geneticists.

Doing genetical genomics is expensive. In Chapter 2, we show that current (gen-
eralized) genetical genomics studies can be improved significantly by applying a
new experimental design. We developed a designGG R package and web tool for
selecting samples from a population and intelligently allocating them to different
conditions. DesignGG, which allocates individuals with dissimilar genomes to the
same condition, gives more weight to factors of major interest and known regula-
tory loci if desired, and thereby maximizes the power for decomposing expression
variation.

The ambitious goal of generalized genetical genomics experiments is to pro-
vide insight into the structure of regulatory networks underlying complex traits.
In Chapter 3 we discuss several important statistical issues involved in causal net-
work inference for genome-wide linkage/association studies, including the effects
of population size, QTL effect size, allele frequency, sensitivity and positive predic-
tive value. In addition, one of the most interesting observations in genetical ge-
nomics studies are “hotspots”, i.e. genomic regions that influence a large number
of molecular traits. The biological implications and statistical issues involved in
detecting hotspots are discussed in detail in Chapter 4.

Generalized genetical genomcics has already been applied in a number of bio-
logical studies in C. elegans, yeast (Smith and Kruglyak 2008) and mouse. Chapter 5
describes the first genome-wide genetic study of gene expression plasticity by gen-
eralized genetical genomics and investigates whether environment-induced plastic
responses of gene expression show heritable differences. We used recombinant in-
bred lines of the nematode worm C. elegans that were derived from parental lines
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originally collected in Bristol (UK) and Hawaii (USA), and measured genome-wide
gene expression at two different temperatures. Quantitative trait locus mapping un-
covered genes with genetically determined differences in their plastic response to
temperature changes, and a majority of them were found to be regulated by genes
at a different genome position (regulated in trans).

Chapter 6 describes a second application of generalized genetical genomics, this
time in mouse. We analyzed gene expression across four developmentally closely
related blood cell types collected from a large number of genetically different but
related mouse strains. The results show that a large number of eQTLs exhibited a
“dynamic” behavior across cell types, and the sensitivity of eQTLs to cell stage is
largely associated with gene expression changes in target genes. These results stress
the importance of studying gene expression variation in well-defined cell popula-
tions. Only such studies will be able to reveal the important differences in gene
regulation between different cell types.

Chapter 7 describes the first study of genetic variation controlling alternative
splicing patterns (i.e., QTLs affecting the differential expression of transcript iso-
forms) in a large recombinant inbred population of C. elegans, using a new genera-
tion of whole-genome very-high-density oligonucleotide microarrays. Our findings
suggest that the regulatory mechanism of alternative splicing in C. elegans is robust
towards genetic variation at the genome-wide scale. This is in striking contrast to
earlier observations in humans, which showed much less genetic robustness.

Chapter 8 contains the summarizing discussion of this thesis, including the hard
lessons learnt and perspectives for future research.
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Chapter 2

designGG: an
R-package and web tool for the optimal design
of genetical genomics experiments

ABSTRACT

High-dimensional biomolecular profiling of genetically different individuals in one or
more environmental conditions is an increasingly popular strategy for exploring the
functioning of complex biological systems. The optimal design of such genetical genomics
experiments in a cost-efficient and effective way is not trivial. This chapter presents de-
signGG, an R package for designing optimal genetical genomics experiments. A web
implementation for designGG is available at http://gbic.biol.rug.nl/designGG. All soft-
ware, including source code and documentation, is freely available. DesignGG allows
users to intelligently select and allocate individuals to experimental units and conditions
such as drug treatment. The user can maximize the power and resolution of detecting
genetic, environmental and interaction effects in a genome-wide or local mode by giving
more weight to genome regions of special interest, such as previously detected phenotypic
quantitative trait loci. This will help to achieve high power and more accurate estimates
of the effects of interesting factors, and thus yield a more reliable biological interpreta-
tion of data. DesignGG is applicable to linkage analysis of experimental crosses, e.g.
recombinant inbred lines, as well as to association analysis of natural populations.

2.1 Introduction

Genetical genomics (Jansen and Nap 2001) has become a popular strategy for
studying complex biological systems using a combination of classical genetics,

biomolecular profiling and bioinformatics (Bystrykh et al. 2005, Schadt et al. 2005,
Chen et al. 2008, Brem and Kruglyak 2005). By measuring molecular variation, us-
ing transcriptomics, proteomics, metabolomics and related emerging technologies,
in genetically different individuals, genetical genomics has the potential to identify
the functional consequences of natural and induced genetic variation. Recently, ge-
netical genomics has been generalized to achieve a comprehensive understanding of
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the dynamics of molecular networks by combining environmental and genetic per-
turbation (Li et al. 2008, Li et al. 2006b). This type of large scale ‘omics’ study leads to
a better understanding of why individuals of the same species respond differently
to drugs, pathogens, and other environmental factors.

However, most molecular profiling experiments are very costly, and as a con-
sequence most genetical genomics studies are performed at the verge of statistical
feasibility. Therefore, experimental design needs careful consideration to achieve
maximum power from limited resources, such as microarrays and experimental an-
imals (Churchill 2002, Fu and Jansen 2006). But, even in standard scenarios this
requires sophisticated application of statistical concepts to intelligently select genet-
ically different individuals from a population and allocate them to different condi-
tions and experimental units. This topic has motivated classical statistical research
since a long time (Fisher 1947). More recently, the concepts developed there have
been adapted to the high dimensional data sets of post-genomics research (Churchill
2002, Kerr and Churchill 2001, Yang and Speed 2002, Fournier et al. 2007), and use-
ful simplified design strategies have been suggested (Kerr and Churchill 2001, Wit
et al. 2005a). However, to transfer these statistical ideas to the even more complex
context of genetical genomics (Fu and Jansen 2006, Lam et al. 2008, Rosa et al. 2006)
still requires considerable expertise in statistics.

Here we present an online web tool to make these selections and allocations easy
for biologists with little/no statistical training. The program will find the best exper-
imental design to produce the most accurate estimates of the most relevant biologi-
cal parameters, given the number of experimental factors to be varied, the genotype
information on the population, the profiling technology used, and the constraints
on the number of individuals that can be profiled. Advanced users can download
the underlying methods as an R package to adapt the program for a more tailored
design. Without loss of generality, we will illustrate the method using microarrays,
while they apply equally well to other profiling technologies, such as mass spec-
trometry. Also, we will only discuss molecular technologies that profile samples in-
dividually (e.g., single color microarrays) or in pairs (e.g., dual color microarrays),
but an extension of the R scripts to more advanced multiplex technologies would be
straightforward (Woo et al. 2005).

2.2 Implementation

The objective of designGG is to find an optimal allocation of genetically different
samples to different conditions and experimental units (arrays) favoring a precise
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Figure 2.1: Screenshot of the designGG web interface.
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estimate of interesting parameters, such as main genetic effects and interaction ef-
fects between genotype and drug treatment. A simple case with one environmental
factor can be expressed as y = µ + G×E + e, where y is the measurement vector, e
is the error term, and G×E denotes main effect and interaction effects of genotype
and environment. In matrix notation, a model with one or more genotype factors
(quantitative trait loci; QTL) and one or more environmental factors can be written
as: Y = Xβ + E, where X is the design matrix of samples by parameters and β is
the effect of genotype and environmental factors. The least squares estimate of β is b
= (XTX)−1XTY with var(b) = σ2(XTX)−1. The optimal experiment design is de-
fined as the one that minimizes the double sum of the variances of b firstly summed
over all parameters and then summed over all genotypic markers. We use an op-
timization algorithm (simulated annealing (Wit et al. 2005b)) to search the experi-
mental design space of all possible allocations to produce an optimal design matrix
X . During the optimization, the algorithm utilizes the available marker informa-
tion from the individuals to optimize the allocation of individuals to microarrays
and conditions.

In the optimization, the experimenter can, of course, give more weight to pa-
rameters of higher interest, which will then be estimated with higher accuracy. Par-
ticularly, prior knowledge about expected effect sizes of interesting factors can be
incorporated as weight parameters for the algorithm and the weight is inversely
proportional to the expected effect size of the corresponding factors. In addition,
it is also possible to specify the genome regions that are of major interest in a par-
ticular experiment, by specifying a region parameter. For example, if the relevant
phenotype is known to map to certain genome regions, parameters for the mark-
ers in these regions can be given full weight in the optimization algorithm, whereas
parameters for other markers can be given lesser or even zero weight. Thus, map-
ping resolution can improve and the power for finding QTLs in focal regions can be
increased.

DesignGG is a package entirely written in the R language (The R Project for
Statistical Computing, http://www.r-project.org). Every function of the designGG
library is available as a stand-alone R tool and detailed help is available according
to the standard format of R documentation.
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2.3 Results

2.3.1 Web tool

Users can apply this method using a web interface (Figure 2.1) that we have gener-
ated using MOLGENIS (Swertz et al. 2004, Swertz and Jansen 2007):

1. Choose the platform. Select the single- or dual-channel option for one-color or
two-color gene expression microarrays (the dual-channel option is also used
for any other technology profiling pairs of samples).

2. Upload a tab separated value (TXT) file containing the genotype data matrix
(individuals markers). Each cell contains a genotype label (e.g. A or B for the
parental alleles, H for heterozygous loci; NA for missing data).

3. Set parameters. Specify the number of environmental factors, their number of
levels, and the possible values of these levels. Specify either the total number
of slides (assays) or the number of samples allocated within each condition.

4. Use advanced options if only one or a few genome regions or particular fac-
tors are of major interest. It is possible to optimize the experimental design
by focusing on certain regions (e.g. the first 20 markers on chromosome I).
Prior knowledge about expected effect sizes of interesting factors can also be
incorporated as weight parameters for the algorithm.

5. Start the optimization algorithm by clicking on the button Optimize Experi-
mental Design (Figure 2.1).

6. Get results. After the optimization is finished, the optimal experimental de-
sign will be displayed online (in table format), and will be available as text
files for download.

Table 2.1: Example table of genotype data.∗

Strain 1 Strain 2 Strain 3 Strain 4 Strain 5 . . .
C1M1 A B B B A . . .
C1M2 A H A B A . . .
C1M3 A A B H A . . .
. . . . . . . . . . . . . . . . . . . . .

∗ Heterozygous loci are indicated by an H.
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2.3.2 R package

Here we illustrate how to apply the designGG R package using an example: suppose
we are studying the effect of genetic factors (Q), temperature (F1), drug treatment
(F2) and their interaction on gene expression using two-colour microarrays. There
are 100 microarray slides available for this experiment, and we plan to study two
different levels for each environment, which are 16◦C and 24◦C for F1 (temperature),
and 5 µM and 10 µM for F2 (drug treatment). Then the R package can also be used
in command line form as follows:

1. Prepare the input file specifying the genotype of each individual at each marker
position. The file should be formatted as tab separated values (TXT), as illus-
trated in Table 2.1.

2. Load the designGG package by starting the R application and typing the com-
mand:

> library(designGG)

Specify the input arguments (Steps 3–5 correspond to steps 2–4 of using the
web tool. The order of the following commands in steps 3-5 does not matter).

3. Choose the platform of the experiment. In this example, we use two-color
microarray, thus:

> bTwoColorArray <- T # if paired; F otherwise

4. Load the marker data and specify the following required arguments (number
of environmental factors, number of levels per factor, the values of each level,
and the number of available slides):

> data(genotype)

# an example data attached with the designGG package

# The command below can be used to read TXT data

# genotype <- read.table( genotype.txt )

> nEnvFactors <- 2

> nLevels <- c( 2, 2 )

> Level <- list( c(16, 24), c(5, 10) )

> nSlides <- 100; nTuple <- NULL
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An alternative to specifying nSlides is to specify nTuple, the number of strains
to be allocated onto each condition. For example,

> nTuple <- 25 ; nSlides <- NULL

5. In addition to the required arguments specified in step 4, there are some op-
tional ones for a tailored experimental design: e.g., we might be especially
interested in the genome region between 1st marker and 20th marker, where
a known phenotypic QTL from previous study locates. They can then specify
that the optimization algorithm should only take genotypes at markers 1 to 20
into account:

> region <- seq( 1, 20, by=1 )

Additionally, if we want that the estimates of all interaction effects are twice as
accurate as the estimates of the main effects (genotype, temperature and drug
treatment), then we specify weights for the estimates:

> weight <- c( 0.5,0.5,0.5,1,1,1,1 )

Here the order of elements in the weight vector is such that first the main ef-
fects are listed, starting with the genotype, followed by the two environmental
factors in the order used for nLevels and Level, then the one-way interactions,
in the same order, and finally the two-way interaction between all three fac-
tors.

6. The following commands specify the directory where the resulting optimal
design tables are to be stored and the name of the output files (design tables):

> directory <- C:\myproject\design

> fileName <- myDesign

A detailed explanation of the above arguments can also be found in Table 2.2.

7. Run designGG to obtain your optimal design:

> myOutput <- designGG(genotype, nSlides, nTuple,

nEnvFactors, nLevels, Level, region=region,

weight=weight, nIterations=10)
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It should be noted that the number of iteration of the simulated annealing
method (nIterations)is set to 10 here for testing purposes. The default value
(nIterations = 3000) is recommended, but it will result in a longer computing
time.

8. Output can be found in the directory or retrieved with:

> optimalArrayDesign <- myOutput$arrayDesign

> optimalCondDesign <- myOutput$conditionDesign

Example output tables for allocation of strains on arrays and different condi-
tions are shown in Table 2.3 and 2.4, respectively.

9. In addition, users can check the curve of optimization score recorded as the
algorithm iterates using:

> plotAllScores ( myOutput\$plot.obj )

Details of default settings such asmethod (SA: simulated annealing) or nSearch
(equals 2) can be found in the designGG manual or the online help. Example
genotype data and output tables are also provided along with the package.
The R package can be found in Additional file 1 and most up-to-date version
of the software can be downloaded at http://gbic.biol.rug.nl/designGG.

Table 2.3: Example table of the allocation of strains to arrays.∗

Channel 1 Channel 2
array 1 Strain 28 Strain 92
array 2 Strain 70 Strain 47
array 3 Strain 22 Strain 89
. . . . . . . . .

∗ This is applicable for technologies that profile samples in pairs, e.g. two-color microarrays.

2.4 Expected results

Two tables summarize the optimal design: The table pair design is only used for
two-channel experiments and describes how samples are paired together in one as-
say e.g., a two-color microarray chip (Table 2.3). The table environment design lists
how samples are assigned to environments/experimental factors (Table 2.4).
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Table 2.4: Example table of the allocation of strains to experimental conditions.∗

Temperature Drug Selected Strains
condition 1 16 5 Strain 28 Strain 81 Strain 18 Strain 61 . . .
condition 2 24 5 Strain 70 Strain 40 Strain 83 Strain 92 . . .
condition 3 24 10 Strain 14 Strain 3 Strain 89 Strain 22 . . .
. . . . . . . . . . . . . . . . . . . . . . . .

∗ If the number of strains is smaller than the number of combinations of factors, the same strain can be
used multiple times.

2.5 Conclusions

DesignGG, a freely-available R package and web tool presented in this work, repre-
sents a novel tool for the researcher interested in system genetics. Based on the care-
ful experimental design provided by designGG, limited resources, such as arrays
and samples, are maximally exploited, and more accurate estimates of parameters
of interest can be achieved.

2.6 Availability and requirements

Project name: designGG R package and web tool
Project home page: http://gbic.biol.rug.nl/designGG
Programming language: R
Requirement: R statistical software available at http://www.r-project.org/ for the
stand-alone version.
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Chapter 3

Critical reasoning on causal inference in
genome-wide linkage and association studies

ABSTRACT

Genome-wide linkage and association studies of tens of thousands of clinical and molecu-
lar traits are currently under way, offering rich data for inferring causality between traits
and genetic variation. However, the inference process is based on discovering subtle pat-
terns in the correlation between traits and is therefore challenging and could create a
flood of untrustworthy causal inferences. Here we introduce the concerns and show they
are valid already in simple scenarios of two traits linked or associated to the same ge-
nomic region. We argue that more comprehensive analysis and Bayesian reasoning are
needed and can overcome some of these pitfalls, although not in every conceivable case.
We conclude that causal inference methods may still be of use in the iterative process of
mathematical modeling and biological validation.

3.1 Causal inference from genetic data

Understanding how genes, proteins, metabolites and phenotypes connect in net-
works is a key objective in biology. Genes are transcribed and translated into

proteins that can act as enzymes to convert precursor metabolites into product meta-
bolites. These relationships are often depicted informally using graphs with arrows
pointing in the assumed direction of causality, for example, from genes to proteins to
metabolites to classical phenotypes. These diagrams reflect our assumptions about
causality in biological systems and in many cases have been painstakingly validated
in controlled experimental settings. Today, more than ever before, we are faced with
large-scale “post-genomics” data that have the potential to reveal a multitude of yet
unknown but potentially causal relationships.

Methods for causal inference have been introduced as early as the 1920s (Wright
1921) and have been further developed and applied since then in genetic epidemiol-
ogy and other fields (Duffy and Martin 1994, Pearl 2000, Spirtes et al. 1993). Causal
inference is a formal statistical procedure that aims to establish predictive models.
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For example, if a reduction in the level of critical metabolite is the cause of a disease,
then an intervention that increases the metabolite level should alleviate the disease.
By contrast, if the reduced metabolite is a consequence of the disease, then interven-
tion will not have the desired effect. Causal reasoning is thus critical to the process
of target discovery in pharmaceutical research.

Recent genome-wide linkage studies (GWLS) on model organisms (Chen et al.
2008, Zhu et al. 2008, Schadt et al. 2005) and genome-wide association studies (GWAS)
on humans (Emilsson et al. 2008) have successfully connected molecular and classi-
cal traits into networks with arrows indicating inferred causal relationships (Chen
et al. 2007, Aten et al. 2008, Millstein et al. 2009, Chaibub Neto et al. 2008, Rockman
and Kruglyak 2008, Zhu et al. 2004, Bing and Hoeschele 2005, Li et al. 2005, Kulp and
Jagalur 2006). Causality cannot be established from data alone. Some assumptions
about the causal relationships among the variables being modeled are needed. Once
these are established, causal inference can be propagated to additional variables. In
GWLS and GWAS settings it is typical to assume that genomic variation (quanti-
tative trait locus; QTL) acts as a causal anchor from which all arrows are directed
outward. Although this assumption seems quite natural, caution is warranted when
the sample is not random, as in case-control studies.

There are many possible causal networks even in a simple system consisting
of a genomic locus (QTL) and two traits, T1 and T2 (Figure 3.1). Causal inference
in GWLS and GWAS involves, in its simplest form, the identification of pairs of
traits with a common QTL (QTL-trait-trait triads) and determining whether the QTL
directly affects each of two traits (independent), or if the QTL affects only one trait
which in turn affects the other trait (causal or reactive). If none of these situations
apply we assume that the causation is more complex (undecided).

Biological variation in the two traits beyond that induced by the common QTL
is key to distinguishing between the independent and causal scenarios. If there is
a causal link, the biological and QTL variation from T1 will propagate to T2. If the
variation propagates in an approximately linear fashion, we can, with simple lin-
ear regression (Box 3.1), subtract the biological and QTL variation in T1 from T2
and are left with the additional or ’residual’ variation in T2 unrelated to the QTL.
If we attempt the reciprocal analysis, the additional variation in T2 may make the
linear regression fail to subtract all of the QTL variation from T1. As a result the
residual variation in T1 will still relate to the QTL. This reasoning suggests a sim-
ple approach to distinguish among the independent and causal models on the basis
of the outcome of two reciprocal statistical tests: does the residual variation in T1
still relate to the QTL, and does the residual variation in T2 still relate to the QTL.
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Traits are declared independent (yes, yes), causal (yes, no), reactive (no, yes), or
more complex (no, no) in which case no decision is made (see Box 3.1 for the statis-
tical details). While the apparent simplicity of this approach is seductive, here we
highlight some possible pitfalls illustrated by three simple but realistic scenarios,
and discuss avenues to restoring the potential of causal inference.

Figure 3.1: Triad models. Many different causal relationships are possible among a triad of
two traits (T1 and T2) and a QTL (Q). The simplest case (red box) to the left shows no causality,
in which case the QTL and the two traits do not influence each other. In the next set of models
(yellow), at least one trait is not associated with the QTL. All these models are excluded from
consideration based on the assumption that the QTL mapping step has correctly inferred the
QTL-trait associations. The models that remain to be discriminated are highlighted in blue
and green: the procedure to decide in favor of one of the blue causal topologies is outlined in
the text. The three models furthest to the right (green) are extensions of the causal model that
include additional interaction terms, e.g. the QTL may modulate the causal effect of T1 on
T2. Equivalently, these models may be seen as relaxing the assumption of equal covariance
across genotype classes. An extreme scenario is the Simpson’s paradox model in which the
traits show opposite correlations for different genotypes at the QTL. Such complexities are
usually not considered, but may form an important part of actual biological networks. The
brown arrows indicate which of the models are nested and can thus be directly compared by
statistical testing.
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Figure 3.2: Population size required for reliable causal inference. Here we show the required
population size in (a) genome-wide linkage studies (GWLS) and (b) genome-wide association
studies. Each color represents a different population size; the scale is shown in the right
panel. These numbers have been calculated from the equations in Table 3.1 by using a 10%
significance threshold for the t-tests, 90% positive predictive value and 50% sensitivity. We
assume that there is only biologically variation and no measurement error. The x (or y) axis
indicates the percentage of variance explained by a QTL in trait T1 or T2, respectively on a
logarithmic scale ranging from 0.5% to 30%. Allele frequencies of the biallelic QTL are set
equal in GWLS, and 10% and 90% in GWAS. Furthermore we use Bayesian reasoning (Box
3.2): we assume a priori that only 1% (20%) of the QTL-trait-trait connections is truly causal
in GWLS (GWAS).

3.2 Concerns about causal inference

It is compelling to explore how this causal inference method for QTL-trait-trait tri-
ads performs, particularly in GWAS where the majority of QTL identified explain
much less than 5% of the total variance (Visscher et al. 2008). The method will de-
clare certain triads to be independent and others to be causal, but such inferences are
not without error. Of all triads that are truly causal, what proportion can be correctly
identified as such? This proportion is referred in statistics as the ’sensitivity’ of the
method. It is good for a method to be sensitive, but not sufficient to make it of practi-
cal use. Triads with truly independent traits may also have a chance to be identified,
incorrectly, as causal by the method. As a consequence, the potential number of false
causal links arising from, say, 80% independent trait-trait pairs can overwhelm the
number of true causal links arising from the 20% causal trait-trait pairs. The propor-
tion of true causal links amongst those identified as causal is referred to in statistics
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as the ’positive predictive value’. A good method combines a high positive predic-
tive value, say 90%, with an acceptable sensitivity, say 10% or higher (see Box 3.1
for the statistical details). A QTL is a genomic region that can contain multiple can-
didate genes and polymorphisms. Without prior knowledge that two traits sharing
a common QTL are biologically or biochemically related, they are more likely to be
regulated by different genes or polymorphisms within the QTL region. In which
case we would say the traits are independent and that their apparent relationship is
explained by linkage disequilibrium and not by a shared biological pathway. Differ-
ent types of prior knowledge about the (unknown) number of true causal and true
independent relationships can be incorporated into the causal inference (Box 3.2).

Box 3.1: Causal inference with triads.

(A) Decision procedure
The triad analysis is a statistical decision procedure consisting of the following steps:
Step 1. Establish that two traits are linked to the same locus. This rules out the red and yellow
models (Figure 3.1). We are ignoring the green models. So we are now reduced to the four
blue models (independent, causal, reactive, undecided).
Step 2. Regress T2 on T1 and T1 on T2 to obtain residuals of each trait adjusted for the other.
Denote residuals by R2 and R1, respectively.
Step 3. Compute a bivariate t-test for association between the residuals (R1 and R2) and the
QTL. Note that R2 is 100% adjusted for both QTL effect under the causal model only (zero
expected value; Table 3.1). We note that in other implementations of triad analysis one would
compute univariate t-tests of R1 against QTL and R2 against QTL. This ignores the correlation
between these two tests and we have amended it here.
Step 4. Choose a model based on outcomes of the bivariate t-tests using a p-value of, e.g.,
10%: independent if (yes, yes), causal if (yes, no), reactive if (no, yes). If none of these apply
we default to the “undecided” case.

(B) Properties of procedure
We describe two statistical measures and derive implications for population size:
Sensitivity. The sensitivity of the method is the probability of correctly detecting a true
causal relationship. This probability is obtained from the non-central bivariate t-distribution
(QTL effect of residuals determine the non-centrality; Table 3.1).
Positive predictive value. The positive predictive value is probability of a declared causal
connection being true. We incorporate prior knowledge (Box 3.2): P1 is the product of the
prior probability of a link to be causal times the probability to correctly identify a causal link
as such; P2 is the product of the prior probability of a link to be independent times the
probability to incorrectly identify an independent link as causal. Then the positive predictive
value is P1 / (P1+P2).
Required population size. The above process is repeated for all combinations of QTL
variance in the two traits, and for sample size ranging from 200 to 51,200. The minimum
sample size to achieve both 50% sensitivity and 90% positive predictive value is plotted
(Figure 3.2).

We present three different scenarios to illustrate the properties of the method. In
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Table 3.1: Equations for regression parameters in the basic independent and causal model
(first scenario in the main text)a,b

Independent model Causal model

T1 = QTL + e1 T1 = QTL + e1

T2 = QTL + e2 T2 = T1 + e2

Regress T1 on T2 Slope 1 − v2/vt2 1 − v2/vt2

Regress residual QTL effect 2v2/vt2 2v2/vt2

R1 on QTL

Variancec v1 + v2(v2/vt2 − 1)2 v2(v2/vt2 − 1)2 + v1(v2/vt2)2

Regress T2 on T1 Slope 1 − v1/vt1 1

Regress residual QTL effect 2v1/vt1 0
R2 on QTL

Variancec v2 + v1(v1/vt1 − 1)2 v2

Covariation of Covariancec v1(v1/vt1 − 1) v2(v2/vt2 − 1)
QTL effects + v2(v2/vt2 − 1)

a T1 and T2 have mean zero and equal QTL effect; this can always be achieved by subtracting the means
and re-scaling.
b Here, e1 and e2 represent variance in the biological process, not measurement errors; v1 and v2 denote
the variances of e1 and e2; and vt1 and vt2 denote the total variance which is sum of the QTL and the
biological variances. The ratio v1/vt1 is the proportion of total variance that is not explained by the QTL.
c Multiply by (1/nA + 1/nB) in case of two genotypes where nA(nB) is the number of samples with
genotype A (B); multiply by 4n/(n(nA + nB) − (nA − nB)2) in case of three genotypes where n = nA +
nH + nB is the total number of samples. Note that 4n/(n(nA + nB) − (nA − nB)2) = 1/nA + 1/nB if
nH=0.

the first scenario T1 is causal for T2, all QTL and biological variation in T1 is prop-
agated to T2 and, on top of this variation, T2 shows additional variation. This ad-
ditional variation may originate from an independent perturbation such as another
QTL affecting T2 but not T1, or an environmental perturbation affecting T2 but not
T1. The correlation between T1 and T2 is resulting fully from the causal relationship
between the two traits. Exact analytical equations can be used to compute the re-
quired population size to attain desired levels of sensitivity and positive predictive
value (Box 3.1). It requires specifying the size of the QTL effect, the frequency in
the population of the major QTL allele, and the prior believe that the triad is causal
rather than independent. A population size of approximately 200-6,000 (GWLS) to
800-25,000 (GWAS) provides 50% sensitivity and 90% positive predictive value for
causal inference with QTL explaining from 30% down to 0.5% of total variance (Fig-
ure 3.2, with parameters as specified in the legend). Lowering the sensitivity to 10%
would reduce the required population size, but this effect is visible only in the area
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close to the diagonal (Figure 3.2). In this area traits are too tightly correlated and
there is little additional variation in T2, making it difficult to infer the correct causal
direction, i.e. sensitivity is low.

Box 3.2: Bayesian Reasoning.

Bayes rule (Stephens and Balding 2009) is a probability property that allows one to combine
evidence from data with existing knowledge and expertise through the inclusion of priors in
an inference process. The definition of the prior in a causal inference on a QTL-trait-trait triad
is the result of a partly subjective process that can be guided by the following considerations:

QTL confidence interval size. The larger the confidence intervals of the QTL are, the more
likely it is that distinct polymorphisms control the traits. In GWLS, linkage disequilibrium is
pervasive leading to large confidence intervals.

SNP density in the QTL region within the population. The more polymorphic the QTL
region is, the more likely it is that the traits are actually controlled by distinct polymorphisms.
In GWAS, populations are heterogeneous leading to a lot of allelic diversity along the
genome.

Gene density within the confidence interval. Polymorphisms that lie within gene coding
regions are more likely to propagate variation at phenotypic level than polymorphisms in
non-coding regions. The fewer the number of genes within the QTL confidence interval, the
more likely that the two traits are affected by the same polymorphism.

Local or distant eQTL. If a gene expression trait is locally regulated by an eQTL and the other
trait is distantly regulated by the eQTL, then the gene with the local eQTL is more likely to be
causal for the other trait than the other way around (Zhu et al. 2004).

Additional shared QTL. The sharing of multiple additional QTL between the two traits may
be taken as additional evidence that they are connected in the network(Jansen and Nap 2001).
It is more likely that these QTL affect the traits through the same polymorphisms than it is
that locations of multiple distinct polymorphisms coincide by chance.

QTL hotspot. Regions of the genome, known as QTL hotspots, have been reported that
harbor QTL for large numbers of traits. These could be the result of a single major
polymorphism or of many polymorphisms in linkage disequilibrium and each affecting
different traits independently. Further investigation and experience in understanding this
phenomenon is needed to determine which is more likely.

Independent biological knowledge. Biological knowledge about the two traits (for example
if the two genes belong to a same KEGG pathway) can be used as a priori evidence that the
traits are related.

In the second scenario one or more shared hidden factors cause additional corre-
lation between the traits. One can think of undetected QTL with pleiotropic effects
on the traits, structural chromosomal variation leading to co-expression of genes in a
particular region, physiological variation related to daily circadian rhythms, or envi-
ronmental variation due to features of the experimental implementation. In a causal
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model, the effect of the hidden factor acts on T2 in two ways: indirectly through T1,
but also directly. For increasing values of hidden factor correlation (while keeping
QTL and total variance constant), the linear regression will tend to subtract the effect
of the hidden factor and not that of the QTL. As a consequence the causal links will
look more like independent (yes, yes); increasing sample size will not help to attain
the desired levels of sensitivity and positive predictive value. In an independent
model, the effect of the hidden factor acts on T1 and T2 directly, and not indirectly.
As with the causal model, for increasing values of hidden factor correlation (while
keeping QTL and total variance constant), the linear regression will typically tend
to subtract the effect of the hidden factor and not that of the QTL. However, in the
special case of equal slopes for hidden factor and QTL, the linear regression will
be able to subtract hidden factor and QTL effects. A true independent model then
tends to change from correct identification (yes, yes) via either causal (yes, no) or
reactive (no, yes) to undecided (no, no). Increasing sample size will help only when
slopes are still slightly different, not if they are equal. Note that equal slopes cannot
occur in the causal model, because the hidden factor acts directly and indirectly on
T2. Sample size shown in Figure 3.2 is still approximately adequate if the hidden
factor variance is small, i.e. equals at most the QTL variance.

In the third scenario, measurement error comes into play, which is realistic for
most technologies for scoring molecular and classical traits. Note that the use of
surrogate variables, such as RNA expression as a proxy for the causal protein levels,
may also introduce a kind of measurement error. Measurement variation is never
’biologically’ propagated from one trait to another trait, yet it will change (reduce
or increase) the correlation between the two traits, and thus the causal inference
will be affected. Correlated measurement errors are analogous to the hidden factor
scenario described above with one exception. The special case of equal slopes for
hidden factor and QTL can now occur also in the causal model: slopes for corre-
lated measurement error and QTL can be equal. In this case, a true causal model
can change from correct identification (yes, no) to undecided (no, no). Independent
measurement errors will cause the linear regression to fail to subtract the QTL vari-
ation in both reciprocal analyses; therefore the causal model will tend to look more
like independent (yes, yes) if measurement variance increases. However, an actual
causal link from one trait measured with large measurement error to a downstream
trait measured with small measurement error can be reported as reactive (Rockman
and Kruglyak 2008). Again, increasing sample size will not be helpful to attain the
desired levels of sensitivity and positive predictive value.
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Glossary

Allele Frequencies
At a given polymorphic locus, the different alleles may have different predominance within
the studied population. In GWLS using a cross originating from two inbred founders, the
QTL has two alleles in equal frequencies in the population under study. By contrast, in GWAS
due to a combination of random segregation, drift and selection, allele frequencies can be
markedly different from equal. Imbalanced allele frequencies are less optimal for QTL
detection

Causal anchor
Causal anchors are causal relationships that are provided by knowledge external to the data.
Because meiotic recombination is a random process that predates the establishment of
phenotypes, correlation between DNA variation (QTL) and a trait implies causation of the
DNA variation on the trait variation in experimental populations: QTL can therefore be used
as causal anchors. The assumption should be carefully evaluated in natural populations,
which may have hidden structure, or in case-control studies where sampling may indirectly
alter allelic associations.

Causal inference
A process of determining whether variation observed in a trait is a cause or a consequence of
variation observed in another trait. Here we adopt the definition used in (Pearl 2000) that
causality is defined by the effects of intervention in a system. If X is a cause of Y, then we can
predict that an intervention that alters the level of X will result in a change in Y.

Correlation
Correlation is a statistical measure of how much two variables change together. Correlation
best captures linear relationships between variables (on original scale or after a
transformation).

Distant eQTL
A distant (or trans) eQTL is an eQTL which is located far from the gene it controls (for
example on a different chromosome).

eQTL
An expression Quantitative Trait Locus is a region in the genome at which allelic variation
correlates with the mRNA expression level variation of a certain gene.

Genome-wide association studies (GWAS)
A genome wide association study is an experiment in which the genomes of unrelated
individuals is screened for genetic markers (typically millions of single nucleotide
polymorphisms) at which allelic variation correlates with variation in studied traits.

Genome-wide linkage studies (GWLS)
A genome wide association study is an experiment in which the genomes of related
individuals is screened for genetic markers (typically a few hundreds or thousands of single
nucleotide polymorphisms) at which allelic variation correlates with variation in studied
traits. Examples of GWLS include experimental crosses such as recombinant inbred panels,
intercrosses and backcrosses.
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Glossary(continued)

Local eQTL
A local (or cis) eQTL is an eQTL which is located nearby the gene it controls in the genome.
Often a local eQTL will be caused by allelic variation in the regulatory region of the gene or
within the gene itself.

mQTL
A metabolite Quantitative Trait Locus is a region in the genome at which allelic variation
correlates with the abundance variation of a certain metabolite.

pQTL
A protein Quantitative Trait Locus is a region in the genome at which allelic variation
correlates with the abundance variation of a certain protein. Just like eQTL, pQTL can be local
or distant according to the genomic position of the gene encoding for the protein relative to
the QTL.

Prior
A prior (or prior probability) reflects the initial belief in a given proposition (such as “Trait T1
is causal for trait T2”) before observing the data. The application of Bayes’ rule combines the
evidence provided by observed data with the prior to provide a measure of evidence of the
proposition that accounts for previous experience or external knowledge.

QTL confidence interval
QTL mapping identifies regions of the genome in which allelic variation is linked or
associated with a certain trait. The sample size, the density of available genotyped markers
and the extent of recombination in the QTL region within the studied population are among
the factors that influence the size of the confidence interval. Confidence intervals can extend
from only a few hundred kilo base pairs to several mega base pairs complicating the
identification of the actual polymorphism behind the QTL.

QTL mapping A genomic region is said to be a Quantitative Trait Locus for a trait if allelic
variation in this region correlates with trait variation. QTL can be mapped through GWAS or
GWLS.

QTL-trait-trait triads
A set constituted by a QTL and two traits mapping to that QTL. Since a QTL can affect
directly a trait, or indirectly through another intermediary trait, multiple causal scenarios can
explain this triad as illustrated in particular by the blue models in Figure 3.1. This article
discusses our ability to discriminate between those different scenarios.

Regression
Regression is a statistical procedure which evaluates the dependence between a variable (e.g.
a trait) and one or multiple other variables (e.g. another trait, or QTL genotypes).

Residuals
In a regression, residuals are the differences between the observed values and the values
fitted by the regression.

Variance
Variance is a statistical parameter that quantifies the spread in the distribution of a variable.
For phenotypic traits variance originates from both genetic and non-genetic sources and we
can estimate the proportion of trait variance that is contributed by a given QTL.
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3.3 Restoring the potential of causal inference

We have explored causal inference in the simple context of QTL-trait-trait triads us-
ing a statistical decision procedure (Box 3.1) to possibly reject the undecided model
in favor of one of the nested causal, reactive and independent models. This proce-
dure is similar to other implementations of triad analysis (Chen et al. 2008, Schadt
et al. 2005, Chen et al. 2007) which, although not identical, lead to comparable re-
sults (Millstein et al. 2009). Other computational methods for causal inference such
as structural equation modeling (Li et al. 2006a, Liu et al. 2008) or Bayesian network
analysis (Zhu et al. 2007) can operate on larger numbers of traits and QTL. These
methods also rely on the correlation structure in the data and will therefore suffer
from some of the same problems as triad analysis: they require large population
size, and can be confounded by hidden factors or measurement noise. This calls for
several recommendations to restore the potential of causal inference.

Our first recommendation is to use Bayesian reasoning in the causal inference
procedure. Prior belief or knowledge about the number of true causal and true in-
dependent links that might be expected in a typical QTL, depending on the study
design, should be considered to safeguard against high false positive rates (low pos-
itive predictive values). In studies that involve mapping gene expression (eQTL),
protein (pQTL) or metabolite (mQTL) traits, information about co-localization of
QTL and genes that are functionally linked to the trait provides information about
the likelihood of causal links. Lastly, biological annotations such as Gene Ontol-
ogy (Ashburner et al. 2000) or Kyoto Encyclopedia of Genes and Genomes (KEGG)
(Kanehisa and Goto 2000) pathways should also be considered when weighing evi-
dence for causal links. The use of more informative priors (Box 3.2) provides better
prioritizing and filtering of the large numbers of possible triads, and may reduce the
required population size for reliable causal inference to more realistic numbers.

Our second recommendation is to identify and eliminate or account for exper-
imental factors that can induce spurious correlation. It is not usually possible to
measure all relevant factors, yet even some of the most obvious factors such as age
or sex of study subjects are often not taken into account. Any variation in diet, time
since last feeding or time of sample collection, the size of plant seeds or the size of
litter, temperature and light cycles, location in the greenhouse or field, can have pro-
found effects. Such factors can be easily included in the model, but only when they
are recorded (Li et al. 2008, Akey et al. 2007). While it may not be necessary in in-
bred line cross studies, it is critical to consider the impact of population structure in
almost every other setting where genetic variation is present. Methods are available
to estimate kinship and the corresponding structure of the correlation. Combining
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these methods with causal inference can minimize the effects of spurious genetic
correlation (Kang et al. 2008). The effects of hidden factors affecting larger numbers
of traits can be detected and corrected for by dimension reduction methods (Kang
et al. 2008, Dubois et al. 2010, Fehrmann et al. 2008, Leek and Storey 2007, Stegle
et al. 2010). Causal inference can then be applied to the residual data. However,
these multivariate analysis methods also have the potential to remove signals re-
levant for causal inference from data and their application should be considered
carefully.

Our third and final recommendation is to consider a richer set of possible mod-
els than the four blue models in Figure 3.1. For example, fitting a model like the top
right yellow model in Figure 3.1 could provide a powerful case for the causal signal
in the data (Kulp and Jagalur 2006, Li et al. 2006a, Liu et al. 2008). The green models
in Figure 3.1 with more complex correlation structure can also be informative and
have been explored (Kulp and Jagalur 2006). If two traits have multiple QTL in com-
mon, then this may be taken as additional evidence that the two traits are connected
in the network (Jansen and Nap 2001). This allows for the possibility to generalize
the triad analysis to a multiple QTL-trait-trait analysis. A test of the effects of all
QTL that propagate from one trait to another can be obtained by modifying step 3
in the decision procedure (Box 3.1) to assess the combined effect (Sargon 1958).

3.4 Concluding remarks

Many in the scientific community share a healthy skepticism of causal inference
and for good reasons as we have shown. Nevertheless we conclude that causal in-
ference in linkage or association analysis may soon become a feasible strategy given
the rapidly growing prior knowledge of biological networks, the increasing pop-
ulation sizes, the advent of cheaper and more accurate measurement techniques,
and the possibility of coupling causal inference methods with Bayesian reasoning.
Further development of methods that consider the simultaneous effects of multiple
traits and multiple QTL is needed, as well development of techniques that address
the effects of experimental factors, study design and population structure. Reason-
able caution remains warranted and statistical methods of causal inference should
be viewed as a necessary step in an era of high throughput data generation and
discovery.
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3.5 Appendix

This section contains two tables with equations for the hidden factor and measure-
ment error cases. The procedures and definition of parameters in the tables are: we
regress T1 on T2, and T2 on T1; i.e. we fit the model T1 = β 1 × 1 T2 + R1, where
R1 denotes the residual, and the model T2 = β2 × T1 + R2, with residual R2. b1 and
b2 are the least squares estimates of β1 and β2, respectively. They are used to derive
equations for the residuals R1 and R2.

The observed residual QTL effect for R1 can be shown to have expectation µ1

and variance (1/nA + 1/nB)σ2
1 with nA (nB) being the number of samples with

genotype A (B). The estimates of µ1 and σ2
1 are denoted by m1 and s21, respectively,

and specified in tables below.
Here v1 and v2 denote the variances of e1 and e2, and vt1 and vt2 the total vari-

ance (sum of the QTL variance and the error variances).

Table I: Equations for parameters in the independent and causal model with additional covariance by hidden factors

( the hidden factors and the QTL have the different slopes in the regression models)∗.

Independent Causal T1→ T2

Model T1 = QTL + e1 + e0 T1 = QTL + e1 + e0

T2 = QTL + e2 + k × e0 T2 = QTL + e1 + e2 + k × e0

vt1 1 + v1 + d2 1 + v1 + d2

vt2 1 + v2 + k2d2 1 + v1 + v2 + k2d2

b1 1 - (v2 + k2d2 − kd2)/vt2 1 - ( v2 + k2d2 − kd2)/vt2

m1 2(v2 + k2d2 − kd2)/vt2 2(v2 + k2d2 − kd2)/vt2

s21 v1 + v2(X − k)2 + d2(1 + X − k)2 v1X2 + v2(X − 1)2 + d2(X + 1− k)2

b2 1-(v1 + d2 − kd2)/vt1 1 -d2(1− k)/vt1

m2 2(v1 + d2 − kd2)/vt1 2d2(1− k)/vt1
NOTE1

s22 v2 + v1(Y − 1)2 + d2(k + Y − 1)2 v1Z2 + v2 + d2(Z + k− 1)2

s12 v1(Y − 1) + v2(X − 1) v1XZ + v2(X − 1)

+ d2(kX − k + 1)(Y − 1 + k) + d2(kX + 1− k)(Z + k− 1)

NOTE1 The residual of regression from downstream T2 to upstream trait T1 will now correlate to the
QTL for k unequal to 1.
∗ In the table, X = (v2 + k2d2 − kd2)/vt2,Y = (v1 + d2 − kd2)/vt1 and Z = d2(1− k)/vt1.
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Table II. Equations for parameters in the independent and causal model with uncorrelated measurement errors.

Independent Causal T1→ T2

Model T1 = QTL + e1 + e01 T1 = QTL + e1 + e01

T2 = QTL + e2 + e02 T2 = QTL + e1 + e2 + e02

vt1 1 + v1 + d2 1 + v1 + d2

vt2 1 + v2 + d2 1 + v1 + v2 + d2

b1 1 - (v2 + d2)/vt2 1 - (v2 + d2)/vt2

m1 2(v2 + d2)/vt2 2(v2 + d2)/vt2

s21 v1 + d2 + ((v2 + d2)/vt2 − 1)2d2+ d2 + ((v2 + d2)/vt2)2v1 + (((v2 + d2)/vt2)− 1)2d2

(((v2 + d2)/vt2)− 1)2v2 + (((v2 + d2)/vt2)− 1)2v2

b2 1 - (v1 + d2)/vt1 1 - d2/vt1

m2 2(v1 + d2)/vt1 2d2/vt1
NOTE2

s22 v2 + d2 + ((v1 + d2)/vt1 − 1)2d2+ d2 + v2 + (d2/vt1 − 1)2

(((v1 + d2)/vt1)− 1)2v1 d2 + (d2/vt1)2v1

s12 ((v1 + d2)/vt1 − 1)(v1 + d2)+ (v2 + d2)d2/(vt1vt2)v1 + (d2/vt1 − 1)d2+

(((v2 + d2)/vt2)− 1)(v2 + d2) (v2 + d2)/vt2 − 1)d2 + ((v2 + d2)/vt2 − 1)v2

NOTE2 The residual of regression from downstream T2 to upstream trait T1 will now correlate to the
QTL for d > 0.
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Chapter 4

Genetical genomics: spotlight on QTL
hotspots

ABSTRACT

Genetical genomics studies the heritable variation in molecular traits, ranging from gene
expression to metabolite levels. One of its main aims is the identification of “hotspots”,
i.e. genomic regions that influence a large number of molecular traits. Such hotspots have
been found to be surprisingly rare, indicating that most genetic variants are buffered and
do not result in system-wide changes of molecule abundances. A recent study that reports
a much larger number of hotspots turns out to be statistically flawed. The rarity of
hotspots could be due to fundamental constraints on the function of biological systems in
variable environments. This would have important implications for the study of complex
common disorders using a genetical genomics strategy.

4.1 Introduction

Genetical genomics aims at identifying quantitative trait loci (QTLs) for molec-
ular traits such as gene expression or protein levels (eQTL and pQTL, respec-

tively). One of the central concepts in genetical genomics is the existence of hotspots
(Schadt et al. 2003), where a single polymorphism leads to widespread downstream
changes in the expression of distant genes, which are all mapping to the same ge-
nomic locus. Several groups have hypothesized that many genetic polymorphisms—
e.g., in major regulators or transcription factors—would lead to large and consistent
biological effects that would be visible as eQTL hotspots.

4.2 Results/Discussion

Rather surprisingly, however, there have been only very few verified hotspots in
published genetical genomics studies to date. In contrast to local eQTLs, which



44 4. Genetical genomics: spotlight on QTL hotspots
Table

4.1:
eQ

TL
hotspots

reported
in

selected
geneticalgenom

ics
studies. a

Paper
O

rganism
Population

size
N

um
ber

of
localeQ

T
Ls

N
um

ber
of

dis-
tanteQ

T
Ls

T
hreshold

for
eQ

T
Ls

N
um

ber
of

hotspots

Brem
etal.,Science,(2002)

yeast
40

185
385

p
<

5×
1
0
−

5
8

Yvertetal.,N
atG

enet,(2003)
yeast

86
578

1,716
p
<

3.4×
1
0
−

5
13

Schadtetal.,N
ature,(2003)

m
ouse

111
1,022

1,985
LO

D
>

4.3
7

K
irstetal.,PlantPhysiol,(2004)

eucalyptus
91

1
8

experim
ent-w

ise
α

=
0
.1

0
2

M
onks

etal.,A
JH

G
,(2004)

hum
an

15
C

EPH
fam

ilies
(167)

13
20

p
<

5×
1
0
−

5
0

M
orley

etal.,N
ature,(2004)

hum
an

14
C

EPH
fam

ilies
29

118
p
<

4.3×
1
0
−

7
2

C
heung

etal.,N
ature,(2005)

hum
an

57
65

0
p
<

0.001
0

Stranger
etal.,PLoS

G
enet,(2005)

hum
an

60
10-40

3
corrected

p
value

=0.05
0

C
hesler

etal.,N
atG

enet,(2005)
m

ouse
35

83
5

FD
R

=0.05
7

Bystrykh
etal.,N

atG
enet,(2005)

m
ouse

30
478

136
genom

e-w
ide

p
<

0.005
“m

ultiple”

H
ubner

etal.,N
atG

enet,(2005)
rat

259
622

1211
p
<

0.05
2

M
ehrabian

etal.,N
atG

enet,(2005)
m

ouse
111

20107
total

20107
total

LO
D
>

2
1

D
eC

ook
etal.,G

enetics,(2006)
A

rabidopsis
30

3525
total

3525
total

LO
D
>

3.4
5

Lan
etal.,PLoS

G
enet,(2006)

m
ouse

60
723

5293
LO

D
>

3.4
15

W
ang

etal.,PLoS
G

enet,(2006)
m

ouse
312

2118
4556

p
<

5×
1
0
−

5
7

Lietal.,PLoS
G

enet,(2006b)
C

.elegans
80

414
308

p
<

0.001,FD
R

=0.04
1

K
eurentjes

etal.,PN
A

S,(2007)
A

rabidopsis
160

1875
1958

FD
R

=0.05
29

M
cC

lurg
etal.,G

enetics,(2007)
m

ouse
32

N
.A

.
N

.A
.

N
.A

.
25

Em
ilsson

etal.,N
ature,(2008)

hum
an

470
1970

52
FD

R
=0.05

0

Schadtetal.,PLoS
Biol,(2008)

hum
an

427
3210

242
p
<

1
.6
×

1
0
−

1
2,FD

R
=0.04

23

G
hazalpouretal.,PLoS

G
enet,(2008)

m
ouse

110
471

701
FD

R
=0.1

4

W
u

etal.,PLoS
G

enet,(2008)
m

ouse
28

600
885,840

(W
u

&
Su,

unplublished))
p
<

0.003
1659

aT
he

num
bers

are
based

on
the

statistical
procedure

and
threshold

used
in

the
original

publication,
w

hich
can

vary
w

idely
betw

een
papers.

W
here

results
based

on
m

ultiple
thresholds

w
ere

reported,w
e

included
the

m
ost

conservative
one

in
the

table.
(N

.A
.not

reported
in

the
original

paper.FD
R

:false
discovery

rate)



4.2 Results/Discussion 45

coincide with the position of the gene and are presumably acting in cis—e.g., by
polymorphisms in the promoter region—distant eQTLs have been found to be more
elusive. They seem to show smaller effect sizes and are less consistent, perhaps due
to the indirect regulation mechanism, resulting in lower statistical power to detect
them and, consequently, an inability to reliably delimit hotspots (de Koning and
Haley 2005). While there are typically hundreds to thousands of strong local eQTLs
per study, the number of associated hotspots is much lower. For example, a recent
very large association study in about 1,000 humans did not find a single significant
hotspot (Emilsson et al. 2008). Other studies have reported up to about 30 hotspots,
far less than the number of significant local eQTLs (Table 4.1). The molecular basis is
known for less than a handful of cases. An example is the Arabidopsis ERECTA locus,
which leads to a drastic phenotypic change in the plant and has broad pleiotropic
effects on many molecular (and morphological) traits (Keurentjes et al. 2007).

Recently, Wu et al. (Wu et al. 2008) reported the large-scale identification of
hotspots. They studied gene expression in adipose tissue of 28 inbred mouse strains
and performed eQTL analysis by genome-wide association analysis. The paper
reports the identification of over 1,600 candidate hotspots, each with a minimum
hotspot size of 50 target genes. Furthermore, they demonstrated that these hotspots
are biologically coherent by showing that in about 25% of cases, the hotspot tar-
gets are enriched for functional gene sets derived from Gene Ontology, the KEGG
pathways database, and the Ingenuity Pathways Knowledge Base. These findings
suggested that genetic polymorphisms can indeed lead to large and consistent bi-
ological effects that are visible as eQTL hotspots. However, the authors chose a
relatively permissive threshold of p = 0.003 for QTL detection, uncorrected for mul-
tiple testing. In total, 886,440 eQTLs were identified at this threshold, i.e., 134 per
gene. A permutation test (C. Wu and A. I. Su, unpublished data) shows that this re-
sults in a false discovery rate of 64%, largely resulting from multiple testing across
157,000 SNPs and 6,601 probe sets. This relatively permissive threshold was cho-
sen because the focus of the analysis was on patterns of eQTL hotspots and not
on individual eQTL associations. Analysis of eQTL patterns is relatively robust to
individual false positives, and a permissive threshold allows for relatively greater
sensitivity in detecting signal (Wessel et al. 2007). The authors observed an enrich-
ment of specific biological functions among the genes in the reported hotspots. The
study also reported that enriched categories tended to match the annotation of can-
didate regulators. Moreover, one predicted regulator was experimentally validated.
In sum, these data seem to support the hypothesis that hotspots are downstream of a
common master regulator linked to the eQTL. However, we suggest here that these
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observations may also be explained by clusters of genes with highly correlated ex-
pression. If one gene shows a spurious eQTL, many correlated genes will show the
same spurious eQTL, in particular if the false discovery rate for individual eQTLs
is very high (de Koning and Haley 2005, Peng et al. 2007, Perez-Enciso 2004, Wang
et al. 2007). There are many nongenetic mechanisms that can create strongly corre-
lated clusters of functionally related genes. On the one hand, such clusters may be
a result of a concerted response to some uncontrolled environmental factor. On the
other hand, dissected tissue samples can contain slightly varying fractions of indi-
vidual cell types, leading to cell-type-specific gene clusters, which vary in a corre-
lated manner. The resulting correlation patterns represent potentially confounding
effects, both for the correct determination of a significance threshold and for the bi-
ological interpretation of the resulting hotspots. Consequently, a key consideration
in eQTL analysis is in the effective design of a permutation strategy to assess sta-
tistical significance. The approach used in (Wu et al. 2008) permuted the observed
eQTLs among genes (Figure 4.1b). However, this approach has the disadvantage of
ignoring the expression correlation between genes so that their spurious eQTLs no
longer cluster along the genome. This permutation strategy leads to a potentially
severe underestimate of the null distribution of the size of hotspots, when there are
correlated clusters as described above.

An alternative strategy would have been to permute the strain labels as shown
in Figure 4.1a, maintaining the correlation of the expression traits while destroying
any genetic association (Churchill and Doerge 2008, de Koning and Haley 2005).
As discussed above, it is expected that this would result in a more realistic signifi-
cance threshold and a much smaller number of significant hotspots. Reanalysis of
the data from (Wu et al. 2008) confirmed this idea: when permuting the strain labels
(i.e., randomly swapping the genotypes between animals), the average maximum
size of hotspots in the permuted data increases from less than 50 to 986. Conse-
quently, even the largest hotspot in the real data only has a multiple testing cor-
rected p-value of 0.23. This reanalysis demonstrates that expression correlation can
indeed explain a large part of the co-mapping between genes. Such effects may also
underlie some of the higher numbers of hotspots reported by some earlier studies
(Table 4.1), especially where no appropriate permutation tests were applied to deter-
mine the statistical significance of hotspots (de Koning and Haley 2005). Of course,
this does not imply that all hotspots are necessarily false positives. As described
above, about 5% of the co-mapping clusters in (Wu et al. 2008) are not only func-
tionally coherent but also map to a locus that contains a gene of the same functional
class. This number is not statistically significant, but it is still suggestive of an en-
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Figure 4.1: Alternative Permutation Strategies for Determining the Significance of eQTL
Hotspots in Linkage and Association Studies. (A) The top panel shows the original data. The
genotype matrix contains information about the genotype of each strain (S1 . . . Sn) at each
marker position along the genome (M1 . . . Mn). For each strain, the expression of genes G1

. . . Gn is measured. Linkage or association mapping combines these two sources of informa-
tion to yield the eQTL matrix, where each purple entry indicates a significant linkage or asso-
ciation for a gene at a particular locus. The bottom panel illustrates the permutation strategy
advocated here, where the strain labels are permuted, so that each strain is assigned the geno-
type vector of another random strain, while the expression matrix is unchanged. When the
mapping is repeated on these permuted data, the correlation structure of gene expression is
maintained, leading to an accurate estimate of the clustered distribution of false eQTLs along
the genome. (B) shows the permutation strategy used in (Wu et al. 2008), where the original
eQTL matrix is permuted by assigning the same number of eQTLs to genes randomly. The
correlation of gene expression is lost, leading to an underestimate of the clustered pattern of
spurious eQTLs.

richment of functional associations ( p<0.16, false discovery rate = 67%; C. Wu and
A. I. Su, unpublished data). Some of these prioritized hotspots could correspond to
true hotspots, and indeed one of them has been verified experimentally: cyclin H
was validated as a new upstream regulator of cellular oxidative phosphorylation,
as well as a transcriptional regulator of genes composing a hotspot (Wu et al. 2008).

Other studies, which used much stricter thresholds for defining their hotspots,
also demonstrated the potential of interpreting putative hotspots by a closer study
of the associated genetic locus (Zhu et al. 2008, Stylianou et al. 2008). An example
is the recent work (Zhu et al. 2008): by combining eQTL information, transcription
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factor binding sites, and protein–protein interaction data in a Bayesian network ap-
proach, they were able to predict causal regulators for nine out of the 13 hotspots
(69%) originally reported in (Yvert et al. 2003). With integrated methods like these,
it should be possible to identify those hotspots that are more than just clusters of
co-expressed genes. As a result, the number of identified, functionally relevant
hotspots could ultimately increase beyond the small numbers reported in Table 4.1.
This would create new opportunities for gene regulatory network reconstruction. In
any case, for the time being it seems that distant eQTLs and their hotspots are still
scarce and hard to find, and that those that are reported should be interpreted with
caution. This rarity of convincing hotspots in genetical genomics studies is intrigu-
ing. It could be due to the limited power of the initial studies, but it could also have
a more profound reason. For example, it might well be that biological systems are
so robust against subtle genetic perturbations that the majority of heritable gene ex-
pression variation is effectively buffered and does not lead to downstream effects on
other genes, protein, metabolites, or phenotypes (Gibson and Wagner 2000, Carlborg
and Haley 2004, Gibson and Dworkin 2004, Le Rouzic and Carlborg 2008). Experi-
mental evidence for phenotypic buffering of protein coding polymorphisms is well
established (Queitsch et al. 2002, Rutherford and Lindquist 1998). In fact, it has been
shown that phenotypic buffering is a general property of complex gene-regulatory
networks (Bergman and Siegal 2003). Also, if small heritable changes in transcript
levels were transmitted unbuffered throughout the system, there would be a grave
danger that genetic recombination would lead to unhealthy combinations of alle-
les and, consequently, to systems failure. Hotspots with large pleiotropic effects are
thus more likely to be removed by purifying selection. If, as thus expected, com-
mon alleles are predominantly buffered by the robust properties of the system and
hence largely inconsequential for the rest of the molecules in the system, this will
have profound consequences for the design and interpretation of genetical genomics
studies of complex diseases. Most importantly, it could turn out that even so-called
common diseases—like diabetes, asthma, or rheumatoid arthritis—are not neces-
sarily the result of common, small-effect variants in a large number of genes, but
are rather caused by changes at a few crucial fragile points of the system (hotspots),
which cause large, system-wide disturbances (Iyengar and Elston 2007, Bodmer and
Bonilla 2008). Future studies in genetical genomics should aim at further elucidating
the striking rarity of eQTL hotspots.
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Chapter 5

Mapping determinants of gene expression
plasticity by genetical genomics in C. elegans

ABSTRACT

Recent genetical genomics studies have provided intimate views on gene regulatory
networks. Gene expression variations between genetically different individuals have
been mapped to the causal regulatory regions, termed expression quantitative trait loci.
Whether the environment-induced plastic response of gene expression also shows herita-
ble difference has not yet been studied. Here we show that differential expression induced
by temperatures of 16◦C and 24◦C has a strong genetic component in Caenorhabditis
elegans recombinant inbred strains derived from a cross between strains CB4856 (Hawaii)
and N2 (Bristol). No less than 59% of 308 trans-acting genes showed a significant
eQTL-by-environment interaction, here termed plasticity quantitative trait loci. In con-
trast, only 8% of an estimated 188 cis-acting genes showed such interaction. This in-
dicates that heritable differences in plastic responses of gene expression are largely reg-
ulated in trans. This regulation is spread over many different regulators. However, for
one group of trans-genes we found prominent evidence for a common master regulator: a
transband of 66 coregulated genes appeared at 24◦C. Our results suggest widespread ge-
netic variation of differential expression responses to environmental impacts and demon-
strate the potential of genetical genomics for mapping the molecular determinants of
phenotypic plasticity.

5.1 Introduction

Expression quantitative trait loci (eQTLs) are polymorphic genetic loci that cause
heritable differences in mRNA concentration. eQTLs have been used in recent

genetical genomics studies (Jansen and Nap 2001) to infer the structure of genome-
wide gene regulatory networks (Brem et al. 2002, Schadt et al. 2003, Stranger et al.
2005). The definition of eQTLs in these studies is essentially static and does not
consider the highly dynamic nature of gene expression. However, mRNA levels
respond rapidly to variable ambient conditions such as temperature change. This



50 5. Mapping determinants of gene expression plasticity by genetical genomics

has been shown for yeast (Xue et al. 2004), bacteria (Kraus et al. 2004), and C. elegans
(GuhaThakurta et al. 2002) after exposure to heat shock.

In contrast to these short-term exposures to extreme temperatures, populations
under natural conditions are often exposed to longer periods of less extreme tem-
perature changes. The ability to respond to these temperature changes (so-called
phenotypic plasticity) differs among genotypes. Phenotypic plasticity to tempera-
ture plays an important role in the evolution of life histories in a variable climate
(Roff 2002) and is widespread among species. Typical examples are temperature-
induced sex determination in reptiles (Crews et al. 1994) and seasonal polyphenism
in butterflies (Roskam and Brakefield 1996). The detection of temperature-specific
proteins was reported by Madi et al. (Madi et al. 2003), who analyzed proteome
temperature plasticity in wild-type C. elegans.

Insight into the genetic control of plasticity is a key issue for understanding evo-
lutionary trajectories. Recently, we detected specific QTLs underlying plasticity to
temperature in C. elegans life-history traits such as growth and fertility (Gutteling
et al. 2006).

In this chapter we focus on the plasticity of gene expression in C. elegans juve-
niles that have been exposed for their entire life to (different) constant temperatures.
We used a genetical genomics approach for detecting loci controlling such gene ex-
pression plasticity (plasticity quantitative trait loci [pQTL]). It has been shown that
intraspecific evolution of variations in gene expression is to a large extent dominated
by intense stabilizing selection (Denver et al. 2005). This implies that any beneficial
mutation affecting gene expression levels should show its favorable effects selec-
tively in certain environments without disrupting the existing adaptation to other
conditions. This is much more likely the case for pQTLs than for nonplastic eQTLs.
The “genotype-by-environment” interaction characterizing a pQTL is the prereq-
uisite for adaptive evolution in a fluctuating environment (Levins 2004). In fact,
it has been shown that more than half of the regulatory connections in a gene ex-
pression network are unique for specific conditions such as cell cycle, sporulation,
DNA damage, and stress response (Luscombe et al. 2004). Recently, genotype-by-
environment interaction was found for genome-wide gene expression among yeast
strains (Landry et al. 2006).

5.2 Results/Discussion

We used a set of 80 recombinant inbred (RI) strains generated from a cross of N2
(Bristol) and CB4856 (Hawaii), representing two genetic and ecological extremes of
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Figure 5.1: Illustration of Temperature, eQTL, and pQTL (eQTL-by-Temperature Interaction)
Effects Genotype (N2 and CB4856) and temperature (16◦C and 24◦C) are two factors that
might induce differential expression for transcripts. The colors of the animals correspond
to the different gene expression levels. (a) Transcript with differential expression induced
by temperature. The transcript is overexpressed at 24◦C independent of the genotype. (b)
Transcript with strong eQTL effect. At both temperatures, worms with N2 genotype at a locus
of interest show higher expression. (c) Transcript with pQTL effect. At 16◦C, transcripts show
low expression in both genotypes. At 24◦C, only one allele (e.g., CB4856, as shown here)
shows a strong induction of gene expression. If this upregulation is restricted to a specific
tissue (the lower worm), it will be diluted in the total body when average of expression is
measured (the upper worm). Other possible pQTL patterns can easily be conceived based on
this example.

C. elegans (Hodgkin and Doniach 1997, de Bono and Bargmann 1998). Their genetic
distance amounts to about one polymorphism per 873 base pairs (Wicks et al. 2001).
Both strains have contrasting behavioral phenotypes (solitary versus gregarious)
(de Bono and Bargmann 1998) and differ strikingly in their response to a tempera-
ture change (Gutteling et al. 2006). We have exposed the RI strains to 16◦C and 24◦C,
temperatures that are known to strongly affect phenotypic characteristics such as
body size, lifespan, and reproduction (Gutteling et al. 2006). Gene expression pat-
terns were assessed by oligonucleotide microarray hybridization (Genisphere) using
a distant pair design, which pairs the RI strains with the largest genetic difference on
the same array, to maximize the amount of useful signal for the QTL mapping (Fu
and Jansen 2006). The genetic architecture of the 80 RI strains and the description
of a dense single nucleotide polymorphism (SNP) map can be found in Protocol S1
and Tables S1–S3.

5.2.1 Genome-wide detection of expression and plasticity QTLs

Schematic examples of eQTL, temperature, and eQTL-by-temperature interaction
(pQTL) effects are shown in Figure 5.1a–c, respectively. We used a two-step proce-
dure to detect pQTLs. First, we applied a separate eQTL analysis for the expression
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data at either temperature (see Materials and Methods). With a genome-wide signif-
icance threshold of 4.25 (corresponding to an effective p-value of 0.001; throughout
the chapter, thresholds are in units of −log10p) there are 186 transcripts with signif-
icant eQTL effects at 16◦C and 279 at 24◦C, respectively (42 of these are common
for both temperatures), suggesting eQTLs vary significantly between environmen-
tal conditions. To detect how much of this difference is due to pQTLs (plasticity
regulators), we used the eQTL positions from the separate analyses. We postulated
that interaction must happen at positions with eQTL effects and focused on these
positions in a joint statistical analysis of data from both temperatures, thereby in-
creasing the power of the method (see Materials and Methods for details). Differ-
ential expression for a given gene can result from cis-regulation due to variation in
the region of the gene itself or from trans-regulation by other genes. The criterion
used in our analysis is that the putative cis-acting QTL peak is within 2 Mb of the
transcript. It is worthwhile to notice that the cis-QTLs could actually be trans-QTLs,
due to the limited resolution of the mapping. We found 308 transcripts showing sig-
nificant trans-acting eQTL effects (effective p< 0.001) and 182 of these (59%) showed
a significant pQTL effect (eQTL-by-temperature interaction) (Figure 5.2). This indi-
cates that a large part of the observed gene expression dynamics differs consistently
between the two parental alleles at plasticity-controlling loci.

That the temperature shift indeed leads to a drastic change in the gene regula-
tion network is confirmed by the major differential gene expression observed be-
tween the two temperatures (Figure 5.3a). The amount of genes with a significant
eQTL is relatively small (Figure 5.3b), while significant pQTLs are even less com-
mon, despite their relatively large effect size (Figure 5.3c). This justifies our use of
the powerful two-stage statistical analysis outlined above.

5.2.2 Test for genetic assimilation

The parental lines of our RI strains originated from two very different thermal en-
vironments, and even though they have been maintained for many generations in
controlled laboratory conditions, their highly divergent genomes are still expected
to reflect the original allelic differences to a large extent. This gives us a unique
opportunity to test our data for evidence of the controversial concept of genetic as-
similation, whereby originally plastic traits become genetically fixed in a novel envi-
ronment, e.g., because the original selective pressure favoring plasticity is no longer
experienced (Pigliucci et al. 2006). In our case, we predict that genetic assimilation
would be observed for temperature-related traits in the Hawaiian strain: genes that
show strong differential expression in the highly seasonal conditions in Bristol lost
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Figure 5.2: The figures indicate the number of transcripts detected with significant cis- and
trans-eQTL or pQTL effect ( p < 0.001 with FDR of 0.04 after multiple testing correction) in
a full ANOVA model (see Materials and Methods for details). In the first Venn diagram, F.P.
refers to the number of estimated potential false positive eQTLs.

this behavior in the more constant tropical oceanic climate of Hawaii. This behavior
would be reflected in the alleles in our RI strains. However, we find no evidence
that genetic assimilation plays a role in the observed expression patterns. Out of
182 genes with pQTL, equal numbers of genes show strong differential expression
when the plasticity-controlling trans locus carries the Hawaiian allele as when it car-
ries the Bristol allele, and the most extreme differential expression is seen for control
by the Hawaiian allele (p = 0.002, one-sided t-test), exactly the opposite of the pre-
dicted pattern. This result may be due to a lack of adaptation of Hawaiian worm
strains to their specific environment, possibly due to recent population dispersal.

5.2.3 Functional assessment of transband genes

The most prominent case of pQTL in our dataset is found for a group of 66 genes that
map to the same genomic region (Figure 5.4a) and in 63 out of 66 cases have a strong
eQTL only at 24◦C (Figure 5.4b). Of these genes, 41 have a stronger differential ex-
pression for the Hawaii allele ( p = 0.05, one-sided Wilcoxon test) (Figure 5.4c). Such
a temperature-specific transband (TB, or hotspot) seems extremely unlikely, both
statistically ( p � 0.001, hypergeometric test) and biologically, because it has been
demonstrated recently that natural selection leads to the elimination of mutations in
loci that affect many downstream gene expression levels (Denver et al. 2005). To test
that the TB is not an artifact, we applied a permutation test (Materials and Methods).
The results show that the TB does have a strong and significant genetic component (
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Figure 5.3: Volcano Plots for Temperature, eQTL, and pQTL Effect. The temperature (T) (a),
eQTL (b), and pQTL (c) effects for all genes are plotted on the x-axes.(a) Temperature effect
-log10 p-values from intensity-based analysis are plotted on the y-axis. (b and c) eQTL and
pQTL -log10 p-values from full model are plotted on the y-axes. Vertical dashed lines corre-
spond to 2-fold change in expression. The dotted lines indicate the significance thresholds: (a)
FDR 0.01; (b) p = 0.001 for single and two-locus search; (c) p = 0.001 for genomewide (black),
single-locus (green), and two-locus (blue) search.
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p� 0.0001). In addition to three miRNA genes in this region (cel-mir-48, cel-mir-241,
and cel-mir-257), potential plasticity regulators for the transband genes are listed
in Table S4. Additional analysis of the partial correlation coefficients between TB
genes (Materials and Methods) shows that they are only partly controlled by the
plasticity regulator at the cis position. This suggests that these genes are involved
in the same pathway and controlled by a number of shared upstream factors. In
fact, the TB genes form a conspicuous biological unit according to a gene ontology
analysis (Maere et al. 2005), with enrichments in signal transduction ( p = 0.03 after
multiple testing correction) and cell communication ( p = 0.04 after multiple testing
correction).

The expression patterns of TB genes are also significantly correlated in an in-
dependent dataset (Kim dataset) (Kim et al. 2001) as compared with randomly se-
lected genes (one-way Kolmogorov-Smirnov test, p � 0.001) and they are enriched
in the neuronal functional group (coexpression mount 6, p < 7.9 × 10−14) (Kim
et al. 2001). It is particularly interesting to see that the group of 66 TB members
contains one gene for an FMRFamide-related neuropeptide (flp-9) and four for G-
protein coupled receptors (C17H11.1, C48C5.1, C24B5.1, and K10C8.2), all of them
uncharacterized (Fisher’s exact test, p = 0.02). Expression variations of neuropep-
tides of the FMRFamide-related group (flp-1 (Nelson et al. 1998), flp-18, and flp-21
(Rogers et al. 2003)) as well as single amino acid mutations of their G-protein coupled
receptor (npr-1) (Denver et al. 2005) underlie important ecological and behavioral
differences among C. elegans strains (Denver et al. 2005, Nelson et al. 1998, Rogers
et al. 2003). It is therefore tempting to speculate that the TB regulator occurred in two
different alleles in the pedigree of the two parental populations (N2 and CB4856) be-
cause it controls an adaptive phenotypic difference in response to particular thermal
conditions.

Interestingly, we found, in our related study of genotype-by-temperature inter-
action in classical phenotypic traits, that a fertility QTL maps to the immediate vicin-
ity of our transband and shows the same interaction pattern. This suggests that our
TB is possibly involved in fertility regulation or regulated by the same upstream
factor(s).

5.2.4 Estimating the rate of false-positives in cis-QTL effects

In addition to the trans-acting (p)eQTLs, which are the primary focus of the present
chapter, previous studies (Manly et al. 2005, Doss et al. 2005) have also reported nu-
merous cis-acting eQTLs, i.e., QTLs that explain expression variation of genes that
are physically located at the same position as the QTL. However, as shown in Figure



56 5. Mapping determinants of gene expression plasticity by genetical genomics

5.4b, in our data there is a surprisingly high proportion of cis-acting QTLs that show
a negative eQTL effect (p = 1 × 10−9, Fisher’s exact test). One likely explanation is
the confounding effect of SNPs on array hybridization. Under the assumption that
true cis-acting QTLs with positive and negative eQTL effects should occur in equal
proportions, we estimate that there are about 226 false positives among the cis-acting
QTLs (402 total cis-QTLs minus twice the number of 88 cis-QTLs with positive eQTL
effects). Following Hughes et al. (Hughes et al. 2001), we estimate that, on average, a
single mismatch or indel in the ten nucleotides most 5’ in our 60-mer probes would
result in a significant detectable hybridization difference (about 40% decreased sig-
nal). The parental strains, N2 (for which the arrays were designed) and CB4856, dif-
fer in their genome sequence by up to one per 873 bp of aligned sequence. Ignoring,
for simplicity, the unequal distribution of SNPs in coding and noncoding sequences,
we thus estimate the number of genes with one influential SNP to be 238, which cor-
responds closely to the 226 false positives estimated above. This indicates that cis
effects are not only less relevant for regulatory gene expression plasticity (topology
of the gene regulatory network), but also very prone to hybridization artifacts.

5.2.5 Power analysis for plasticity QTLs

TOur ability to detect numerous pQTLs is even more striking when we consider that
our approach is likely to underestimate the extent of environment-specific genotype
effects (pQTLs). This underestimation is due to the fact that such effects have been
diluted by measuring the average abundance of transcripts from all cells of C. elegans
(Figure 5.1c); it is hard to detect a large pQTL effect if such an effect is actually cell-
type specific.

To check that the number of pQTLs is not seriously underestimated due to our
stringent statistical threshold, which might lead to false negatives, we estimated the
detection power of interaction for various QTL effect sizes using simulation (Mate-
rials and Methods). We detected 98% of interactions if the difference in QTL effect
is larger than two at the two temperatures (a pQTL effect of two, Materials and
Methods). This suggests that our detection power is more than sufficient.

5.3 Conclusion

Recently the genetic architecture of gene expression has revealed many epistatic
interactions in a constant environment (Brem et al. 2005). The present results im-
ply that these interactions will change with environmental conditions. In addition,
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Figure 5.4: Temperature-Dependent eQTL Effects
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Figure 5.4: (a) Comparisons of eQTL and transcript positions for trans-regulated genes with
significant eQTL and pQTL effects in the full model. The grey dotted horizontal lines sepa-
rate the genome into different chromosomes. Grey and black circles indicate trans-regulated
transcripts with significant eQTL effect and with significant pQTL effect, respectively, in the
joint analysis. Among the transcripts with significant eQTL effect at both temperatures, a ma-
jority (72%) is cis-regulated (not included in the plot), while most of the transcripts (85%) with
pQTL effect are trans-regulated. A horizontal transband was observed at 77.56 Mb (Chromo-
some V) by joint analysis. The transcripts falling into the region specified by dotted diagonals
have cis-regulated eQTL (2 Mb).
(b) Comparison of eQTL effect for transcripts at two temperatures.
(c) Comparison of temperature-induced differential expression (T effect) for transcripts at two
genotypes.
In (b) and (c), open and closed circles indicate cis-regulated and trans-regulated transcripts,
respectively; grey and black circles are used for genes with significant eQTL and with sig-
nificant pQTL effect, respectively. Trans-regulated transcripts in the 77.56Mb transband are
colored blue.

we show that the plasticity of gene expression in C. elegans is mainly controlled
by trans-acting pQTLs (genotype-by-environment interactions). Our results demon-
strate widespread heritable variation in gene expression responses to environmen-
tal changes, which are used to generate the first comprehensive map of the genetic
polymorphisms underlying differences in expression plasticity.

Future studies of ecological adaptation and evolutionary genetics of gene ex-
pression will benefit from this molecular genetics perspective, when exploring the
plastic patterns of mRNA levels in different cell types, a wider range of environ-
mental conditions, and a larger number of ecotypes.

5.4 Materials and methods

5.4.1 Genetical genomics experiment

Strain culturing

Both N2 and CB parental strains were homozygous. Strains were grown in 9-cm
petri dishes at 15 15◦C or 20◦C on standard nematode growth medium with Es-
cherichia coli strain OP50 as a food source and transferred to new dishes by a chunk
of agar once a week. Recombinant inbred lines (RILs) were constructed by putting,
on each of ten 6-cm dishes, one J4 hermaphrodite of strain N2 with five males of
strain CB4856, and vice versa on each of ten other 6-cm dishes to avoid any mater-
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nal or paternal effects. Mating was considered to be successful if the ratio of males
to hermaphrodites was approximately 1:1 in the F1 hybrids. Approximately 1,500
F1 hermaphrodites were transferred to individual dishes in 24-well multiplates and
allowed to self-fertilize at 20◦C. This was repeated until F20.

DNA isolation

For all lines, liquid cultures in S-basal (100 mM NaCl, 50 mM KH2PO4 [pH 6.0], 5
mg/l cholesterol) were started and allowed to develop for one week in 50-ml tissue-
culture flasks at 20◦C. Cultures were transferred to 10-ml blue caps and centrifuged
for 5 min at 4,000 rpm. Pelleted nematodes were transferred to a 1.5-ml Eppendorf
tube, washed once with 1 ml M9 buffer, and centrifuged for 3 min at 8,000 rpm. Af-
ter removal of the supernatant, 300 µl lysis buffer (20 mM Tris-HCl [pH 8.0], 2 mM
EDTA, 2% Triton X-100) and 5 µl proteinase K (10 mg/ml) were added, and sam-
ples were left for 3 h at 65◦C in a rotary shaker. Samples were washed with 400 µl
phenol:chloroform:isoamylalcohol (25:24:1) and centrifuged for 3 min at 14,000 rpm,
after which the upper layer was transferred to a new tube. This step was repeated
once. Next, 30 µl 3 M sodium acetate (pH 5.0) and 750 µl ice-cold isopropanol was
added and samples were centrifuged for 3 min at 14,000 rpm. The DNA was washed
once with 1 ml 70% ethanol and subsequently dissolved in 100 µl Milli-Q water. 1
µl RNase A was added and samples were incubated for 2-3 h at 37◦C , after which
they were stored at 4◦C.

Genotyping RILs

All markers were selected on the C. elegans SNP data website (http://www.genome.
wustl.edu/genome/celegans/celegans snp.cgi). For Chromosomes I, II, III, IV, and
X, we selected 20 evenly spaced markers, for Chromosome V we selected 21 mark-
ers because this chromosome is larger than the other chromosomes. We selected
easily detectable (i.e., with a common restriction enzyme) SNP markers with high
Psnpvalues (Psnp ≥ 0.7), of which 75 were already confirmed.

PCR was performed on a Biozym MJ Research PTC-200 Peltier thermal cycler in
thin-walled 200-µl reaction tubes under the following conditions: 4 min at 94◦C; 35
cycles of 45 s at 94◦C, 45 s at 56◦C, 45 s at 72◦C; 5 min at 72◦C. Total reaction volume
was 10 µl, with 5 µl 20-fold diluted DNA sample, 1 µl 10 PCR buffer (100 mM Tris-
HCl [pH 9.0], 15 mM MgCl2, 500 mM KCl, 0.1% gelatin, 1% Triton X–100), 0.5 µl 50
mMMgCl2, a final primer concentration (Gibco-BRL, www.invitrogen.com; Isogen,
www.isogen-lifescience.com; or Proligo, http://www.proligo.com) for each of a 0.4
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pmol/µl, a final dNTP (Gibco-BRL) concentration of 0.2 mM, and a final Supertaq
polymerase (HT Biotechnology, http://www.sphaero-q.com/HTbiotechnology.html)
concentration of 0.02 U/µl.

Subsequently, samples were digested by adding 1µl of restriction enzyme buffer
and 3 U of the appropriate restriction enzyme (Boehringer; Invitrogen, http://www.
invitrogen.com; New England Biolabs, http://www.neb.com) directly to the sam-
ple. BSA was added if necessary. Digestions were performed for 3 h at the ap-
propriate temperature, after which samples were loaded on 1.5%–3% agarose gels
(depending on the expected fragment sizes) and run for 1.5 h at 100 V. Suspected
mistypings were checked for a second time.

Marker analysis

The order of markers was not based on a constructed linkage map but on their phys-
ical position in the sequenced genome. Physical and F2-derived genetic positions
were obtained from Wormbase WS106 (http://www.wormbase.org). Marker segre-
gation deviation (segregation distortion) from a 1:1 ratio was analyzed using a χ2

test. To correct for Type I errors, we Bonferroni-corrected the significance level of
these tests downwards with a factor of 12, which equals the estimated number of
independent tests within our dataset: six for the chromosome number multiplied
by two for the theoretical number of independent markers on each chromosome
(the two outermost ones, which show approximately 50% recombination). Genetic
distances between any two neighbouring markers were inferred from recombina-
tion fractions using the Kosambi mapping function. Recombination within one
chromosome between neighbouring and nonneighbouring markers was analyzed
by comparing the observed recombination using a χ2 test in which the expected
recombination was calculated with the inverse Kosambi function from twice the F2-
derived distances between markers to correct for the multiple rounds of meiosis
(Dixon 1993).

Association between any two markers on different chromosomes was analyzed
for significant deviation from neutrality by comparing the overall number of asso-
ciations and nonassociations (analogous to (non) recombinants if the markers were
close to one another on the same chromosome) for any two markers with a calcu-
lated expected number using a χ2 test. To obtain a model describing the expected
fraction of association based on allele frequency, we performed nonlinear regression
on data obtained from a simulation in which we determined the random association
between two unlinked loci, each with two alleles, given a specific allele frequency
for both alleles at both loci. The random association value finally used as input for
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the model was an average based on 1,020 replicates in which for each replicate, 80
marker-to-marker comparisons were randomly selected out of a total of 1,000.

Culturing

All recombinant inbred lines were reared on NGM agar plates seeded with the OP50
strain of E. coli as a food source. Stock cultures of OP50 were stored at −80◦C, and
the bacterial cultures were grown in autoclaved LB medium (10 g peptone, 10 g
yeast extract, 5 g NaCl/l water) for 16 h at 37◦C and shaken at 150 rpm. Populations
were started with only nonmated hermaphrodites and screened regularly to remove
any occurring males.

Synchronization

Experiments were carried out with nematodes belonging to the L3 life stage. To
determine the entry into this stage at 16◦C and 24◦C, the size of the gonads and
vulva were monitored. At 72 h of age, nematodes kept at 16◦C were at the L3 stage,
whereas 40 h of age determined this life stage at 24◦C. Populations of each of the
RILs were bleached (0.5 M NaOH, 1% hypochlorite) to collect synchronized eggs,
which were then inoculated onto fresh dishes. Four replicate dishes of synchronized
eggs for each RIL were kept in each of the two temperatures until L3 was reached.
The nematodes were then collected and frozen in liquid nitrogen.

Probe construction and hybridization

The parental N2 and CB4856 strains differ in their genome sequence by up to one per
873 bp of aligned sequence (Wicks et al. 2001). Koch et al. (Koch et al. 2000) reported
that 85% of the SNPs were found in noncoding DNA. In an attempt to minimize
hybridization differences based on SNPs, 60-mer oligonucleotide microarrays were
used in this study. The frozen nematode samples were ground and RNA was ex-
tracted using the Trizol method, and cleaned up with the RNeasy Micro kit (Qiagen,
http://www1.qiagen.com/). RNA concentration and quality was measured with a
NanoDrop spectrophotometer (http://www.nanodrop.com). cDNA was obtained
using Array 900 HS kit (Genisphere, http://www.genisphere.com) and Superscript
II (Invitrogen). The cDNA samples were hybridized to 60-mer oligo arrays using the
Genisphere Array 900 HS protocol. The probes on the arrays cover genes all over
the genome. These 60-mers (provided by Washington University) were designed to
uniquely represent each gene with proximity to the gene 3’ end and with a mini-
mum of secondary structure potential. All microarray data have been deposited in
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NCBI’s Gene Expression Omnibus (GEO, http://www.ncbi.nlm.nih.gov/geo) and
are accessible through the GEO Series accession number listed under the Accession
Numbers heading in Supporting Information.

Pairwise design

We adopted a novel distant-pair design for the microarray experiments, which was
proposed especially for genetic studies on gene expression (Fu and Jansen 2006).
In this design, the 80 RILs are hybridized directly on 40 arrays, in pairs that are
maximally genetically different.

5.4.2 Data analysis

Full ANOVA model for pQTLs and eQTLs. The expression data of two temperatures
were first analyzed separately by the following ANOVA model (Fu and Jansen 2006)

yi = µ+Qi + ei (5.1)

where yi is the gene’s log ratio at the ith microarray; µ is the mean; Qi is −β, 0,
β, for arrays comparing A/B, A/A or B/B, and B/A, respectively; β is the effect
of differential allele expression between A and B at a regulatory locus (or nearby
marker) under study; letters A and B correspond to N2 and CB4856, respectively;
and ei is the residual error (see (Fu and Jansen 2006) for details).

Then expression data of two temperatures are combined together and analyzed
by a full ANOVA model including T and eQTL*T effects:

yij = µ+Qi + Tj + (QT )ij + eij (5.2)

where yij is the gene’s log ratio at the ith microarray (i = 1,. . .,n) and jth tem-
perature, Tj is the temperature effect for jth temperature, (QT )ij is the interaction
effect (pQTL) between the ith eQTL genotype and jth temperature, and eij is the
residual error. To increase the power of detecting interaction, we not only did a
genome-wide linkage analysis, but also reduced the multiple testing issue by focus-
ing on those three marker positions that show a maximum eQTL in either the full
model or one of the two single temperature models. Interaction was assessed at
these three positions using significance thresholds determined by simulation. The
same strategy was applied for detecting significant eQTL effects.
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Two-stage search for pQTLs

Firstly we did a genome-wide linkage analysis, and then reduced the multiple test-
ing issue by focusing on those three marker positions that show a maximum eQTL in
either the full model or one of the two single temperature models. At the strongest
eQTL genome position SL (single locus), the corresponding pQTL effect for each
transcript was judged to be significant or not. As we expect a pQTL for a gene to
occur at the positions with eQTL at one of the two temperatures, we focus on the
strongest eQTL genome positions (obtained by separate analysis) for each transcript
at 16◦C and 24◦C. These positions we call TL (two loci, one locus per temperature).
At the TL, we checked if the pQTL effect obtained by joint analysis is significant
or not. The thresholds were obtained by simulation. A gene is claimed to have a
significant interaction effect if it passes the corresponding threshold at one of three
positions (SL and TL). The same strategy was applied for detecting significant eQTL
effects.

Determination of genome-wide significance thresholds

To calculate the genome-wide threshold for separate analysis, we performed the
following five steps. (1) We simulated trait data by randomly sampling from a stan-
dard normal distribution (with zero mean and unit variance) 1,000 times under the
null hypothesis of no eQTL. We did this for 16◦C and 24◦C. (2) We carried out a
single marker analysis for all 1,000 runs mimicking 16◦C and then for the 1,000 runs
mimicking 24◦C. (3) At each marker, we obtained the corresponding -log10 p. (4)
We took the maximum overall markers and stored this value. (5) These values were
ordered from low to high over all 1,000 runs, and their 100(1−α) percentile was the
estimated critical value (genome-wide threshold).

For the joint analysis the threshold can be obtained in a similar way. After sim-
ulating the trait data under the null hypothesis of no eQTL for two temperatures,
the joint analysis was applied to the combined data of 16◦C and 24◦C. Then the
genome-wide threshold for eQTL and interaction was obtained at a significant p-
value of 0.001. With the same simulated data, we calculated the (−log)10p of inter-
action effect at SL position or TL positions and stored these values, respectively. At
the significance level of 0.001, the thresholds for single locus and two-locus analysis
can be obtained. The same strategy was applied for the eQTL effect.

In our analysis, we set the genome-wide α to be 0.001 at 16◦C and 24◦C , as well
as in the joint analysis. This implies that-with 20,490 transcripts-we expect only
0.001 × 20, 490 ≈ 20.5 false positives. The threshold of 4.25 was obtained for the
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separate analyses at both temperatures. For the joint analysis, the genome-wide
threshold for eQTL is 4.50 and the single-locus threshold is 4.41. For the interaction
effect, the genomewide threshold is 4.56 while the single-locus threshold and two-
locus threshold are 2.98 and 3.88, respectively.

Estimation of temperature-induced differential expression (T effect) based on in-
tensity data

The intensity-based analysis considers the model

yijkg = µ+Qi + Tj + (QT )ij + Sk +Dg + eijkg (5.3)

where yij is the gene’s log intensity at the ith microarray (i = 1, . . . , n) and jth
temperature; Tj is the temperature effect for the jth temperature; (QT )ij is the in-
teraction effect (pQTL) between the ith eQTL genotype and jth temperature, Sk is
the random spot effect, Dg is the effect of the gth dye, and eijkg is the residual er-
ror. Firstly, the QTL effects of two temperatures estimated from ratio data using
the full model as described in the main text were used to replace the Qi and (QT )ij
terms by constant values in the intensity-based model. Then temperature-induced
differential expression effects were estimated from the remaining model.

Coexpression of transband genes in Kim dataset

The experiments in the Kim dataset (Kim et al. 2001) compare RNA between mutant
and wild-type strains or between worms grown under different conditions. The
dataset consists of expression of 19,738 genes in 553 experiments. 56 out of 66 of
our TB genes are found in the Kim dataset. We calculated all pairwise Pearson
correlation coefficients among these 56 genes. Then we randomly chose the same
number of genes from the Kim dataset 10,000 times and calculated the correlation
coefficients of each pair of them. The resulting distribution is compared with that
among the original TB genes by a one-way Kolmogorov-Smirnov test ( p-value �
10−10).

Permutation test for the transband

We used the real gene expressions of transband genes (i.e., the structure of cor-
relation is kept unchanged), but reassigned different genomes to the different TB
randomly to disturb the association between trait and genotype. From 10,000 per-
mutations, the maximum genome-wide number of QTL for each permutation is
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stored and the 99.9 percentile corresponding to a −log10p of 6 was obtained. The
results show that the TB does have a strong and significant genetic component (
p� 0.0001).

cis-factor test for transband

Pearson correlation coefficients (zero order) were first calculated for the trait data
of transband genes at 24◦C. Then first order partial correlation coefficients condi-
tioning on the genotype of the transband position (marker 97th) were calculated
according to the following formula:

rx,y,z =
rxy − rxzryz√
1− r2xz1− r2yz

(5.4)

where rxy , rxz , and ryz are the Pearson correlation coefficient of gene expression
between x and y, x and z, and y and z, respectively. We simulated random trait
data for the same number of genes as in the TB and calculated corresponding zero
and first order correlation coefficients. The results show that the first order partial
correlation coefficient on genotype for TB genes decreases significantly from zero
order coefficients. However, they are still larger than those for random traits. This
indicates that the TB genes are only partly controlled by the master regulator at the
QTL position and that these genes are involved in the same pathway and controlled
by a number of shared upstream factors.

Power of detection for pQTL by full model

ompared with the total number of transcripts, only about 0.8% of 20,000 genes had
a detectable pQTL effect, i.e., a surprisingly low proportion of regulatory connec-
tions seem to respond differentially to the major environmental change in the two
genotypes. To check that this is not due to our stringent threshold, which might
lead to false negatives, we estimated the detection power of pQTL for various eQTL
effect sizes using simulation. We simulated the expression data for 1,000 genes with
an eQTL effect size of B but opposite sign at two temperatures. Then the strategy
of searching for pQTL used in real data was applied for the simulated data. The
detected proportion of genes with significant pQTL indicates the power of our two-
stage search method. With varying B between 0 and 5 with interval 0.25, the power
of detection for pQTLs can be estimated. We detect 98% of interactions if the eQTL
effect is larger than 1 and has opposite signs at the two temperatures, which corre-
sponds to a pQTL effect of 2. This suggests that our detection power is more than
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sufficient.

Master regulator for transband searching

There are 66 genes with significant pQTL at 77.56 Mb (Chromosome V). It is likely
that there is a cis-acting master regulator at the QTL position. We first averaged
the pQTL profiles for the transband genes and then took a 1.5 dropoff (−log10p)
to obtain genome region 75.91 – 79.33 Mb as the searching region. There are 1,180
potential candidates in total with a physical location in this region (819 potential
candidates had a measured expression level in our dataset). We divided them into
different groups according to their eQTL and pQTL effect and their annotation (see
Table S4). The top candidates might be the genes that themselves have a significant
pQTL effect (e.g., Y75B12B.3), and eQTL effect, ( e.g., nhr-54 and nhr-116) involved
in transcription factor activity, and map in cis; i.e., have a possible regulatory poly-
morphism in their promoter region.

URLs

This supporting information of this chapters is in http://www.plosgenetics.org/article
/info%3Adoi%2F10.1371%2Fjournal.pgen.0020222#s4
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Chapter 6

Expression quantitative trait loci are highly
sensitive to cellular differentiation state

ABSTRACT

Genetical genomics is a strategy for mapping gene expression variation to expression
quantitative trait loci (eQTLs). We performed a genetical genomics experiment in four
functionally distinct but developmentally closely related hematopoietic cell populations
isolated from the BXD panel of recombinant inbred mouse strains. This analysis allowed
us to analyze eQTL robustness/sensitivity across different cellular differentiation states.
Although we have identified a large number (365) of “static” eQTLs that were consis-
tently active in all four cell types, we found a much larger number (1283) of “dynamic”
eQTLs showing cell-type-dependence, and out of which 140, 45, 531, and 295 eQTLs
were preferentially active in stem, progenitor, erythroid and myeloid cells, respectively.
A detailed investigation of those dynamic eQTLs showed that in many cases the eQTL
specificity was associated with expression changes in the target gene. We found no evi-
dence for target genes that were regulated by distinct eQTLs in different cell types, sug-
gesting that large-scale changes within functional regulatory networks are uncommon.
Our results demonstrate that heritable differences in gene expression are highly sensitive
to the developmental stage of the cell population under study. Therefore, future genet-
ical genomics studies should aim at studying multiple well-defined and highly-purified
cell types in order to construct as comprehensive a picture of the changing functional
regulatory relationships as possible.

6.1 Introduction

Genetical genomics uses quantitative genetics on a panel of densely genotyped
individuals to map genomic loci that modulate gene expression (Jansen and

Nap 2001). The quantitative trait loci identified in this manner are referred to as
expression quantitative trait loci, or eQTLs (Schadt et al. 2003). Most genetical ge-
nomics studies that have thus far been reported have analyzed single cell types or
compared developmentally unrelated and distant cell types (Bystrykh et al. 2005,
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Chesler et al. 2005, Hubner et al. 2005, Petretto et al. 2006, Monks et al. 2004, Mor-
ley et al. 2004). Here, we report the first application of genetical genomics to study
eQTL dynamics across closely related cell types during cellular development. We
show results that discriminate between eQTLs that are consistently active or “static”
and those that are cell-type-dependent or “dynamic”.

We used the hematopoietic system as a model to analyze how the genome of a
single stem cell is able to generate a large variety of morphologically and function-
ally distinct differentiated cells. Differentiation of hematopoietic stem cells towards
mature, lineage-committed blood cells is associated with profound changes in gene
expression patterns. The search for differentially expressed genes, most notably
for those transcripts exclusively present in stem cells and not in their more differ-
entiated offspring, has been successful and has provided valuable insight into the
molecular nature of stem cell self-renewal (Ivanova et al. 2002, Chambers et al. 2007,
Kiel et al. 2005, Forsberg et al. 2005). Yet, complementary approaches were needed
to elucidate the dynamic regulatory pathways that are underlying the robust differ-
entiation program leading to blood cell production.

We describe a genetic analysis of variation in gene expression across four func-
tionally distinct, but developmentally related hematopoietic cell populations. Our
data reveal complex cell-stage specific patterns of heritable variation in transcript
abundance, demonstrating the plasticity of gene regulation during hematopoietic
cell differentiation.

6.2 Results

6.2.1 Genetic regulation of gene expression

We evaluated genome-wide RNA transcript expression levels in purified Lin−Sca-
1+c-Kit+ multi-lineage cells, committed Lin−Sca-1−c-Kit+ progenitor cells, erythroid
TER-119+ cells, and myeloid Gr-1+ cells, isolated from the bone marrow of ∼25
genetically related and fully genotyped BXD – C57BL/6 (B6) X DBA/2 (D2) – re-
combinant inbred mouse strains (Peirce et al. 2004). In this study, we exploit the
fact that the purified cell populations are closely related, sometimes just a few cell
divisions apart on the hematopoietic trajectory. The Lin−Sca-1+c-Kit+ cell popu-
lation contains all stem cells with long-term repopulating ability, but also includes
multipotent progenitors that still have lymphoid potential. Although long-term re-
populating stem cells are known to only make up a fraction of the Lin−Sca-1+c-
Kit+ population, for simplicity we will refer to this population as stem cells. The
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Lin−Sca-1−c-Kit+ cell population does not contain stem cells and lymphoid precur-
sors, but does include common progenitors of the myeloid and erythroid lineages
(Bryder et al. 2006). Finally, TER-119+ cells and Gr-1+ cells are fully committed to
the erythroid and myeloid lineages, respectively. Unsupervised clustering of the
most varying transcripts demonstrated that each of the four cell populations could
easily be recognized based on expression patterns across all four cell types (Figure
6.1 and Table S1).

Figure 6.1: Mean expression levels for all probes in the four cell types. Unsupervised clus-
tering including all probes for the 96 RNA samples follows cell-type (top hierarchical tree),
while clustering of the 876 most varying probes reveals distinct categories of genes that show
cell-type-specific expression (left hierarchical tree). The heat map shows the expression pat-
terns of those probes and selected enriched gene categories in each major cluster. Discrimina-
tory genes are enriched in various functional classes, including SH2/SH3 domain containing
transcription factors for stem cells, mitochondrial genes for progenitor cells, genes involved
in DNA replication and zinc fingers for erythroid cells, and immunoglobulin type genes for
myeloid cells (all p-values < 0.05). For genes that belong to each of these clusters, see Table
S1.
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We observed strong and biologically significant variation in gene expression dur-
ing hematopoietic differentiation, independent of mouse strain. However, the ge-
netical genomics strategy, in which we focus on inter-strain gene expression differ-
ences, allows for a far more comprehensive understanding of the genetic regulatory
links underlying this variation. QTL mapping of gene expression traits allows us to
identify eQTLs; genomic regions that have a regulatory effect on those expression
traits. Two types of eQTLs can be distinguished, i.e., those that map near (less than
10 Mb from) the gene which encodes the transcript (local) and those that map else-
where in the genome (distant) (Rockman and Kruglyak 2006). Together, local and dis-
tant eQTLs constitute a genome-wide overview of the gene regulatory networks that
are active in the cell type under study. The strongest eQTLs were found for genes
that were expressed only in mouse strains carrying one specific parental allele, sug-
gesting that local regulatory elements are distinct between the two alleles. Cases of
such allele-specific expression included H2-Ob and Apobec3. These transcripts were
only detectable in strains that carried the B6 allele of the gene (see Figures S1a-b).
A global view of heritable variation in gene expression indicated that the strongest
eQTLs are not associated with the most highly expressed genes, and that for most
probes the expression difference between the B6 and D2 alleles is small (see Figures
S1c-d).

Since the focus of this project is to study the influence of cellular differentiation
state on regulatory links, we used ANOVA to distinguish between “static” eQTLs
that show consistent genetic effects across the four cell types and “dynamic” eQTLs
that are sensitive to cellular state (i.e., eQTLs that have a statistically significant
genotype-by-cell-type interaction). We further partitioned dynamic eQTLs into dif-
ferent categories on the basis of their dynamics along the differentiation trajectory.

6.2.2 Cell-type-independent static eQTLs

The first eQTL category comprises genes that have static eQTLs across all four cell
types under study. Variation in Lxn expression is shown as a representative example
(Figure 6.2a, left panel). Lxn expression has previously been shown to be higher in
B6 stem cells compared to D2 stem cells, and to be negatively correlated with stem
cell numbers (Liang et al. 2007). In our dataset Lxn showed clear expression dy-
namics (it was most highly expressed in stem cells), and was indeed more strongly
expressed in cells carrying the B6 allele, but the expression difference between mice
carrying the B6 or D2 allele remained constant across all cell types.

In total, we identified 365 probes that displayed a static eQTL at threshold p <
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Figure 6.2: Identification of static and dynamic eQTLs.
(A) Genome-wide identification of cell-type-independent static eQTLs. (Left panel) Lxn
mRNA levels were analyzed in all 4 cell types. Each circle represents an individual sam-
ple (strain). The yellow line shows mean expression levels across all strains. The red and blue
lines indicate mean Lxn expression levels in strains that carry the B6 or D2 Lxn allele, respec-
tively. The genetic effect of parental alleles on Lxn expression levels was consistent in all cell
types. (Right panel) Individual probes that detected a transcript that was consistently con-
trolled by the same eQTL in all 4 cell types. The y-axis indicates the physical position of the
encoding gene, the x-axis provides the genomic position of the marker with strongest linkage
statistics. Vertical gray and white bandings indicate different chromosomes, ranging from
chromosome 1 to X. The size of each symbol reflects the strength of the genetic association:
eQTLs with p-values < 10−8 are represented by the largest crosses, p-values between 10−6

and 10−8 are shown with medium crosses, while small crosses refer to eQTLs with p-values
between 10−4 and 10−6. The color coding (red and blue) indicates the parental allele of the
eQTL that caused a higher gene expression (B6 is red and D2 is blue).
(B-E) Genome-wide identification of transcripts that are controlled by cell-type-specific
eQTLs. (Left panels) Expression data for some transcripts that were affected by cell-type-
specific eQTLs (B: Slit2 in stem cells, C: Snrpn in progenitor cells, D: Hbb-bh1 in erythroid cells
and E: Foxd4 in myeloid cells). (Right panels) Genome-wide distribution of eQTLs that were
preferentially/uniquely detected in each of the four cell populations.
(F) Transcripts that were controlled by eQTLs in both stem and progenitor cells. An exam-
ple is Rpo1-2. Full lists of all genes belonging to the eQTL (sub)categories shown here are
provided in Table S2.
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10−6 (FDR = 0.02). Among the 268 locally-regulated probes in this category was H2-
D1. The histocompatibility gene H2-D1 is known to be polymorphic between B6
and D2 mice, and would therefore be expected to be in the static eQTL category.
The remaining 97 probes mapped to distant eQTLs, i.e., their heritable expression
variation was affected by the same distant locus in all four cell types (Table 6.1).

Table 6.1: Overview of static and dynamic eQTLs (p < 10−6): number of probes and the
number of associated markers.

eQTL category eQTL subcategory #probes #markers #probes/#markers

Static All Local 268 161 1.66

Distant 97 76 1.28

Total 365 213 1.71

Dynamic All Local 642 282 2.88

Distant 641 276 2.32

Total 1283 445 2.88

Stem-specific Local 87 66 1.32

Distant 53 42 1.26

Total 140 105 1.33

Progenitor-specific Local 32 27 1.19

Distant 13 12 1.08

Total 45 39 1.15

Erythroid-specific Local 131 90 1.46

Distant 400 164 2.44

Total 531 223 2.38

Myeloid-specific Local 163 121 1.35

Distant 132 72 1.83

Total 295 179 1.65

All probes that belonged to the static eQTL category are graphically depicted in
an eQTL dot plot displaying the genomic positions of the eQTLs compared to the
genomic positions of the genes by which the variably expressed transcripts were
encoded (Figure 6.2a, right panel). Whereas in this plot local eQTLs appear on the
diagonal, distant eQTLs appear elsewhere. In general, as has been reported before in
eQTL studies, transcripts that were locally regulated showed strong linkage statis-
tics. Not surprisingly, the statistical association between genotype and variation in
transcript abundance for those transcripts that were controlled by distant loci was
weaker. These genes are likely to be controlled by multiple loci, each contributing
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only partially to the phenotype, thereby limiting their detection and validation in
the current experimental sample size. A list of all transcripts with significant static
eQTLs is provided in Table S2.

6.2.3 Cell-type-dependent dynamic eQTLs

The second eQTL category comprises genes that have dynamic eQTLs across all
four cell types under study. In total, we identified 1283 eQTLs (p < 10−6, FDR =
0.021) that showed different genetic effects in different cell types, indicating that
eQTLs are highly sensitive to cellular differentiation state (Table 6.1). Within this
dynamic eQTL category, the first four subcategories are composed of eQTLs that
were preferentially active in only one of the four cell types we analyzed (Figures
6.2b-e).

For example, Slit2 mapped to a strong eQTL that was active only in stem cells.
Slit2 mRNA was only detected in the most primitive hematopoietic cell compart-
ment in those BXD strains that carried the D2 allele at rs13478235, a SNP that mapped
629 kb away from the Slit2 gene (Figure 6.2b, left panel). Slit2 encodes an excreted
chemorepellent molecule that is known to be expressed in embryonic stem cells
(Katoh and Katoh 2005), to be involved in neurogenesis (Wang et al. 1999) and an-
giogenesis (Wang et al. 2003a) , and to inhibit leukocyte chemotaxis (Wu et al. 2001).
We found a total of 140 genes that have eQTLs that are preferentially/selectively
active in stem cells (Figure 6.2b, right panel, largest symbols, Table 6.1). These 140
genes included well-known candidate stem cell genes such as Angpt1, Ephb2, Ephb4,
Foxa3, Fzd6, and Hoxb5. Interestingly, many transcripts with as yet unknown (stem
cell) function were transcriptionally affected by stem-cell-specific eQTLs. Candidate
novel stem cell genes include Msh5, and Trim47, in addition to a large collection of
completely unannotated transcripts.

A total of 45, 531, and 295 eQTLs were found to be preferentially/selectively ac-
tive in progenitors, erythroid cells, and myeloid cells, respectively (Table 6.1). Very
distinct patterns of cell-type-specific gene regulation emerged when these eQTLs
were visualized in genome-wide dot plots (Figures 6.2c-e). Using genome-wide
p-value thresholds of p < 10−6, we identified 53 distantly-regulated transcripts in
stem cells, 13 in progenitor cells, 400 in erythroid cells, and 132 in myeloid cells.
In erythroid and myeloid cells most of these transcripts mapped to relatively few
genomic loci; these trans-bands are statistically significant, as assessed by a permu-
tation approach taking expression correlation into account (see Methods) (Breitling
et al. 2008a). Typically, transcripts mapping to a common marker showed a direc-
tional bias towards either B6 or D2 expression patterns.
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In addition to the relatively simple eQTL dynamics that we have thus far il-
lustrated, more complex eQTL dynamics were also detected using this approach.
For example, Rpo1-2 is a transcript that shows a strong local eQTL in the two non-
committed lineages included in our study, but shows a much weaker genetic effect
in erythroid and myeloid cells (Figure 6.2f). Whereas in mice carrying the B6 allele
of Rpo1-2 the overall expression of the gene decreased substantially during differ-
entiation of progenitor to erythroid cells, in mice carrying the D2 allele expression
slightly increased. This observation hints at complex regulatory mechanisms un-
derlying the expression of this gene. Full lists of genes in each dynamic eQTL sub-
category described thus far are supplied in Table S2. Additional subcategories and
their exact definitions are explained more extensively in the Methods section, and
complete results of all dynamic eQTLs are available in Table S3.

6.2.4 Detailed analysis of static and dynamic eQTLs

eQTL dynamics can be caused by transcription factors being switched on/off upon
cellular differentiation, or by a transcription factor showing changed specificity due
to variations in regulatory input. We found that most (>75%) of the dynamic eQTLs
are active in only one of the four cell types under study (Figure 6.3a). A more
detailed analysis revealed that in the majority of cases the genes with a cell-type-
specific eQTL were also most highly expressed in that particular cell type (Figure
6.3b). Next, we explored whether we could find transcripts that were regulated by
distinct eQTLs in different cell types (see Methods). Such eQTL “swapping” would
indicate major changes in transcriptional regulation networks. We could find no
evidence for such cases. However, given our limited population size we have a
low power to detect multiple eQTLs, so swapping eQTLs may still exist but remain
undetected in our experimental setting.

It has been described that not all local eQTLs in genetical genomics experiments
reflect actual expression differences between mouse strains, but rather indicate dif-
ferential hybridization caused by polymorphisms in the sequences recognized by
the probes (Alberts et al. 2007). For this reason, we divided both the static and
dynamic eQTL categories in local and distant eQTLs, and indicated the number of
probes that hybridized to sequences that are known to contain polymorphisms (Fig-
ure 6.3c). As expected, the static eQTL category contained a higher number of such
potential false local eQTLs. If these false positive eQTLs could be removed, the rela-
tive abundance of dynamic eQTLs would be higher, indicating that our study may
even conservatively underestimate the level of eQTL dynamics.
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Figure 6.3: Quantitative overview of static and dynamic eQTLs. (A) Pie charts presenting all
365 static and 1283 dynamic eQTLs that were detected with p < 10−6. Dynamic eQTLs are
subdivided in all 14 categories of interaction eQTLs. (B) Matrix showing the four cell-type-
dependent dynamic eQTL categories and the cell type in which the gene was expressed most
highly. (C) All static and dynamic eQTLs are subdivided in local and distant eQTLs. Shown
is which number of eQTLs was detected by Illumina probes that hybridize to sequences that
are known to contain polymorphisms (SNPs) between the two parental strains.
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6.3 Discussion

We found that many eQTLs are highly sensitive to the developmental state of the
cell population under study. Even when the purified cells were only separated by
a few cell divisions, eQTLs demonstrated a remarkable plasticity. Furthermore, we
provide evidence that the cell-stage-sensitivity of eQTLs is often intertwined with
gene expression variation during development. We did not identify target genes
that were regulated by distinct eQTLs in different cell types, suggesting that large-
scale changes within transcriptional regulation networks are not common.

The fact that eQTLs appear to be highly cell-type-dependent highlights the im-
portance of using well-characterized purified cell types in eQTL studies. In partic-
ular, eQTL studies of physiological or disease processes (Schadt et al. 2005, Goring
et al. 2007, Emilsson et al. 2008, Chen et al. 2008) should target the relevant cell type
as precisely as possible, i.e. they should use cells or tissues directly involved in
the patho-physiological process. This could even mean that several different cell
types need to be separately studied, in particular if developmental trajectories are
affected (Li et al. 2008). Using unfractionated bone marrow cells, we would have
missed many of the diverse and dynamic patterns that we uncovered here, both at
the expression level and at the genetic regulatory level. Even so, the four cell popu-
lations that we studied are still heterogeneous and further subfractionation of these
populations based on different sets of markers would have resulted in even more
precise regulatory maps.

Many genetical genomics experiments have used highly heterogeneous samples,
in which mRNA from a variety of different cell types was pooled (Chesler et al. 2005,
Hubner et al. 2005, Li et al. 2006b, West et al. 2006, Keurentjes et al. 2007, Whiteley
et al. 2008). In such mixed samples it is usually impossible to ensure that the contri-
bution of individual cell types to the mixture is the same across samples. As a result,
important parts of the variation in gene expression could arise from different sample
compositions. For example, if in whole brain samples a heritable morphological or
developmental trait leads to an increased size of some brain regions, this can cause
apparent hotspots for transcripts that are specific for those particular regions. Our
data provide a valuable tool for studying the exact consequences of sample hetero-
geneity on eQTL mapping: a further study could simulate a collection of samples
made of computed mixtures of different hematopoietic cells in defined proportions.
Clearly, cell purification strategies are essential to identify those cell-type-specific
eQTLs that would otherwise be “masked” in heterogeneous cell populations. There-
fore, future genetical genomics studies should be realized on as many cell types or
cellular differentiation states as possible, and ideally even on the scale of individual
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cells.
All data presented in this chapter were deposited in the online database GeneNet-

work (www.genenetwork.org), an open web resource that contains genotypic, gene
expression, and phenotypic data from several genetic reference populations of mul-
tiple species (e.g. mouse, rat and human) and various cell types and tissues (Chesler
et al. 2004, Wang et al. 2003b). It provides a valuable tool to integrate gene networks
and phenotypic traits, and also allows cross-cell type and cross-species comparative
gene expression and eQTL analyses. Our data can aid in the identification of can-
didate modulators of gene expression and/or phenotypic traits (Gerrits et al. 2008),
and as such can serve as a starting point for hypothesis-driven research in the fields
of stem cell biology and hematology.

6.4 Materials and methods

6.4.1 Ethics statement

All animal experiments were approved by the Groningen University Animal Care
Committee.

6.4.2 Recombinant inbred mice

Female BXD recombinant inbred mice were originally purchased from The Jackson
Laboratory and housed under clean conventional conditions. Mice were used be-
tween 3 and 4 months of age.

6.4.3 Cell purification

Bone marrow cells were flushed from the femurs and tibias of three mice and pooled.
After standard erythrocyte lysis, nucleated cells were stained with either a panel of
biotin-conjugated lineage-specific antibodies (containing antibodies to CD3e, CD11b
(Mac1), CD45R/ B220, Gr-1 (Ly-6G and Ly-6C) and TER-119 (Ly-76)), fluorescein
isothiocyanate (FITC)-conjugated antibody to Sca-1 and allophycocyanin (APC)-
conjugated antibody to c-Kit, or with biotin-conjugated TER-119 antibody and FITC-
conjugated antibody to Gr-1. After being washed, cells were incubated with strep-
tavidin-phycoerythrin (PE) (all antibodies were purchased from Pharmingen). Cells
were purified using a MoFlo flowcytometer (BeckmanCoulter) and were immedi-
ately collected in RNA lysis buffer. Lineage-depleted (Lin-) bone marrow cells were
defined as the 5% of cells showing the least PE intensity.
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6.4.4 RNA isolation and Illumina microarrays

Total RNA was isolated using the RNeasy Mini kit (Qiagen) in accordance with
the manufacturer’s protocol. RNA concentration was measured using a Nanodrop
ND-1000 spectrophotometer (Nanodrop Technologies). The RNA quality and in-
tegrity was determined using Lab-on-Chip analysis on an Agilent 2100 Bioanalyzer
(Agilent Technologies). Biotinylated cRNA was prepared using the Illumina Total-
Prep RNA Amplification Kit (Ambion) according to the manufacturer’s specifica-
tions starting with 100 ng total RNA. Per sample, 1.5 µg of cRNA was used to hy-
bridize to Sentrix Mouse-6 BeadChips (Illumina). Hybridization and washing were
performed by ServiceXS according to the Illumina standard assay procedures. Scan-
ning was carried out on the Illumina BeadStation 500. Image analysis and extraction
of raw expression data were performed with Illumina Beadstudio v2.3 Gene Expres-
sion software with default settings and no normalization. The raw expression data
from all four cell types were first log2 transformed and then quantile normalized as
a single group.

6.4.5 Clustering of genes

For cluster analysis we retained only genes having a minimal fold change of 2 (dif-
ference of 1 in log2 scale) in either direction in mean expression on the transition
from Lin−Sca-1+c-Kit+ to Lin−Sca-1−c-Kit+ and on the transition from Lin−Sca-
1−c-Kit+ to TER-119+ or to Gr-1+. This filter reduced the dataset to 876 probes. We
then computed the distance matrix for this group of probes, using the absolute Pear-
son correlation. Using this distance matrix, we applied the hierarchical clustering
algorithm. From the resulting tree, 8 different clusters emerged from a manually
chosen threshold. We then submitted each of these clusters to DAVID to identify
enriched functional annotations (Dennis et al. 2003).

6.4.6 Full ANOVA model for eQTL mapping

The expression data of the four cell types were firstly corrected for batch effect and
then analyzed separately by the following ANOVA model: yi = µ + Qi + ei where
yi is the gene’s log intensity on the ith microarray; is the mean; Qi is the genotype
effect under study; and ei is the residual error.

Next, expression data of the four cell types were combined and analyzed by a
full ANOVA model including the cell type effect (CT) and the eQTL CT interaction
effect: yij = µ+CTj+Qi+(Q×CT )ij+eij where yij is the gene’s log intensity at the
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ith microarray (i= 1,. . .,n) and jth cell type; CTj is the jth cell type effect; (Q×CT )ij
is the interaction effect between the ith eQTL genotype and jth cell type, and eij
is the residual error. The batch effect was included as one of the factors. For each
probe, we performed a genome-wide linkage analysis to identify the two markers
that showed the most significant main QTL effect and interaction effect, respectively.

6.4.7 Local and distant eQTLs

We defined an eQTL as local if it was located within less than 10 Mb from the gene.
All other eQTLs were considered distant.

6.4.8 Classification of eQTLs

The ANOVA yields significance p-values for the main QTL effect Qi and the inter-
action effect (Q × CT )ij for each probe at each marker. A small p-value for the
interaction effect indicates that the eQTL effect is different between the cell types.
This significant difference can be due to very diverse patterns, with different biolog-
ical interpretations. It is therefore necessary to classify interaction eQTLs based on
these patterns. To achieve this classification, for every interaction eQTL we evalu-
ated the strength of the effect in each cell type by calculating the difference between
the mean expression of both genotypes. The cell type for which the effect was the
strongest was labeled “High”. The cell type whose effect was most different from
the strongest effect was labeled “Low”. The remaining two cell types were assigned
to the group they resembled most closely. This classification allowed us to define 14
categories of interaction eQTLs. Additionally, we identified eQTLs that have a con-
sistent effect across all four cell types. This category of consistent eQTLs consists of
all probes satisfying the following three conditions: the gene has a significant main
effect Qi at marker m; for the same marker m, the interaction (Q × CT )ij is not sig-
nificant; the mean eQTL effect across cell types has a coefficient of variation smaller
than 0.3.

6.4.9 Estimating the FDR for the main QTL effect

We permuted the strain labels in the genotype data 100 times, maintaining the cor-
relation of expression traits while destroying any genetic association. Then we ap-
plied the full ANOVA model and stored the genome-wide minimum p-value for
each transcript. Based on the resulting empirical distribution of p-values, we esti-
mated that a threshold of −log10p = 6 corresponds to a false discovery rate (Storey
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and Tibshirani 2003) of 0.02 for the main QTL effect. The 99.9th percentile of the
number of significant eQTLs per marker (i.e., the minimum size of statistically sig-
nificant “eQTL hotspots”) is 28.

6.4.10 Estimating the FDR for interaction QTL effect

We estimated the residuals of the full ANOVA model after fitting all factors up to the
main QTL effect at each marker for each transcript (Anderson and ter Braak 2003).
Then we permuted the strain labels and applied the ANOVA model yij = Qi +
CTj + Q × CTij + eij to the permuted residuals at each marker for each transcript
and stored the genome-wide minimum p-value. Based on 100 permutations and the
resulting empirical distribution of p-values, we estimated that a threshold of−log10p
= 6 corresponds to a false discovery rate of 0.021 for interacting QTL effect. The
99.9th percentile of the number of significant eQTLs per marker (i.e., the minimum
size of statistically significant “interaction hotspots”) is 8.

6.4.11 Detection of swapping eQTLs

Swapping eQTLs are those transcripts that show one eQTL in one cell type, but an-
other eQTL in another cell type. From the full model mapping described above,
we obtained 1283 transcripts with a significant interaction effect between genotype
(first marker) and cell type. After taking into account the genetic and interaction
effects of the first marker, we scanned the genome excluding the region of the first
marker (window size = 30cM) and tested if there was a significant interaction ef-
fect between genotype and cell type and whether this new interaction effect was
classified in a different cell type category (see above Classification of eQTLs), which
would indicate a swapping eQTL.

This means, for each transcript, a two-marker full model mapping was applied
using the following model:
yij = µ+ CTj +Q∗i + (Q∗ × CT )ij +Qi + (Q× CT )ij +Q∗iQi + eij
where yij is the gene’s log intensity at the ith microarray (i = 1,. . .,n) and jth cell
type; CTj is the jth cell type effect; Q∗ and (Q∗CT )ij are the main genotype effect at
first marker and interaction effect between cell type and the genotype effect at this
marker, where the first marker is defined as the marker with maximal interaction
effect from previous one-marker full model mapping; Qi is the genotype effect of
the second marker; (Q×CT )ij is the interaction effect between the ith genotype and
jth cell type, Q∗iQi is the epistasis effect and eij is the residual error.
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Chapter 7

Global genetic robustness of the alternative
splicing machinery in C. elegans

ABSTRACT

Alternative splicing is considered a major mechanism for creating multicellular diver-
sity from a limited repertoire of genes. Different isoforms can be produced at the same
time in the same cell type and their ratios can be the same or different between divergent
genotypes. Here, we performed the first study of genetic variation controlling alterna-
tive splicing patterns by comprehensively identifying quantitative trait loci affecting the
differential expression of transcript isoforms in a large recombinant inbred population of
C. elegans, using a new generation of whole-genome very-high-density oligonucleotide
microarrays. These arrays provide 3 million measured intensity values for each sample,
which allowed us to detect heritable differences in gene expression with exquisite sensi-
tivity and resolution. Using 60 experimental lines, we were able to detect 435 genes with
substantial heritable variation for at least one exon, of which 36% were regulated at a
distance (in trans). Nonetheless, we find only a very small number of examples of herita-
ble variation in alternative splicing (22 transcripts), and most of these genes co-localize
with the associated genomic loci. Our findings suggest that the regulatory mechanism of
alternative splicing in C. elegans is robust towards genetic variation at the genome-wide
scale. This is in striking contrast to earlier observations in humans, which showed much
less genetic robustness.

7.1 Introduction

Alternative splicing of pre-mRNAs is part of gene regulation and a major mech-
anism for increasing the protein repertoire and the resulting phenotypic di-

versity. Recently, in individual cases variations in number and ratio of splice vari-
ants have also been found in C. elegans in different developmental stages (Barberan-
Soler and Zahler 2008b), tissues (Kuroyanagi et al. 2007) and genotypes (Fischer et al.
2008). However, the much smaller number of alternative splicing (Kim et al. 2007),
and the strong evolutionary conservation of splicing events in C. elegans (Barberan-
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Soler and Zahler 2008a) have been interpreted as signifying a fundamental differ-
ence in the way that worms and vertebrates generate diversity from their genetic
information. The relative rarity of splicing and high degree of stabilizing selection
are seen as having parallels in the limited cellular complexity and highly conserved,
rigid developmental programs (Zhao et al. 2008) in worms compared to humans.
If this is a general trend, and not restricted to just individual cases of splicing, the
conservation of splicing patterns should be reflected at the whole-genome level.

In this chapter we explore this question by extending the genetical genomics
strategy (Jansen and Nap 2001) to the characterization of the genetic factors con-
tributing to variations in alternative splicing in 60 recombinant inbred (RI) C. elegans
strains. This powerful new strategy, also known as expression genetics (Schadt
et al. 2003), has emerged in recent years as a versatile tool to study the genetic basis
of gene expression by integrating transcriptomics and classical quantitative genet-
ics (Mackay et al. 2009). In this approach, molecular profiling on a large popula-
tion of densely genotyped individuals is used to map genomic loci that modulate
gene expression. This leads to the identification of expression quantitative trait loci
(eQTLs), i.e. polymorphic genetic loci that cause heritable differences in mRNA con-
centration. eQTLs that are found in close vicinity of the transcript-encoding gene are
called local or cis eQTL, while influential loci elsewhere in the genome are known
as distant or trans eQTL. Using high-resolution tiling microarray we were able to
extend this concept to the detection of genetic determinants of alternative splicing,
so-called asQTLs, and to the detailed quantification of the genetic robustness of the
alternative splicing machinery in C. elegans on a genome-wide scale.

7.2 Results

Here, we performed the first genome-wide analysis of genetic variation of alterna-
tive splicing in C. elegans using a comprehensive tiling microarray. We used 60 re-
combinant inbred lines of a cross between two very diverse strains, Bristol (N2) and
Hawaii (CB4856), which have been genotyped using 121 markers (Li et al. 2006b). By
using tiling array data, with multiple probes targeting every exon of each gene, we
obtained a more comprehensive and sensitive picture of heritable variation of gene
expression than possible with previous technologies. It also allows us to dissect the
genetic component for differences in isoform-specific gene expression. Thus we can
detect alternative splicing quantitative trait loci (asQTL), the genome region con-
trolling variation in isoform-specific expression. Two categories of asQTLs can be
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Figure 7.1: Mapping location (a) and type (b) of heritable variation in gene expression.
(a) Each dot in the figure represents a single transcript. The physical position of each tran-
script is indicated on the y-axis, and the position of the locus that is most strongly associated
with variation of the corresponding transcript level is shown on the x-axis. Transcripts on
and off the diagonal are locally- and distantly-regulated, respectively. The different sym-
bols/colors discriminate lthe parental allele of the eQTL that caused a higher expression (N2
is indicated by a red cross and CB4856 by a blue dot). Transcripts that overlap with an-
other gene on the genome according to the WormBase genome annotation are shown in pink
((N2>CB4856)) and light blue (N2<CB4856).
(b) The same eQTL with a different coloring scheme: colors discriminate consistent eQTL
(brown) and asQTL(purple). The relative rarity of the latter category is clearly visible. The
few cases that are observed are mostly restricted to the cis diagonal, i.e. they are caused by
local variation of the gene sequence close to the affected splice site. Variation in trans-acting
splicing factors seems to be extremely rare. Transcripts with revised gene definition are indi-
cated in green. Genes with complex and heterogeneous eQTL patterns are shown in black.

distinguished, i.e. those that map in close vicinity to the gene itself (local) and those
that map elsewhere in the genome (distant). Local-activity can be explained, for ex-
ample, by altered functional motifs in exonic splicing enhancers that will affect the
splicing activity. The mechanism of distant regulation is often more complicated and
can possibly be explained by a polymorphism in an auxiliary splicing factor (e.g. SR
protein) that modulate the activity of the spliceosome. In this case we would ex-
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pect to see a genetic master regulator at the locus of the splicing factor controlling
isoform ratios for large groups of transcripts.

Figure 7.2: Classification of genes showing heritable expression variation (eQTL)
The 435 transcripts were classified into different groups according to their eQTL pattern:
Consistent eQTLs (brown) lead to consistent expression differences in all exons of a gene,
non-consistent ones are indicating the need for revised gene annotations (green; 8.7%) or po-
tential heritable differences in splicing (i.e. transcripts with alternative splicing QTL)(Kwan
et al. 2008). The latter (purple) are subdivided in three classes according to the position of the
alternatively spliced exon; they comprise a total of 5% of all cases, compared to 55% out of
total 324 transcripts with significant eQTL that showed heritable isoform changes in humans
(Kwan et al. 2008). Complex cases (black) contain indications for multiple event types, e.g.
various exons with different patterns of heritable difference. Some cases (10.6%) show very
heterogeneous eQTL patterns across probes and exons.

Using a nonparametric effect size testing, corrected for genotype imbalance (Ma-
terials and Methods) and corresponding to a p-value of 0.001 (Wilcoxon’s test), we
detected 435 genes with substantial heritable variation for at least one exon. The
comparison of gene position and associated polymorphisms shows that most eQTLs
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map in close proximity to the affected gene (local eQTL; 277 genes or 64%; Figure
7.1). There are 158 eQTLs mapping to another chromosome (distant eQTL). 267
genes show higher expression in carriers of the N2 allele than in CB4856 carriers, in-
cluding 53 cases of known gene deletions in the CB4856 strain (Maydan et al. 2007).

A large majority of eQTLs (319, or 70.4%) lead to a consistent differential expres-
sion across all exons of the affected gene. Interestingly, the genetic effects (eQTL
size) of these consistent eQTLs shows a strong correlation (Spearman’s ρ = 0.78)
with a previous experiment using cDNA micorarrays (Li et al. 2006b). As shown
in Figure 7.2, 8.7% of cases show evidence for a necessary refinement of existing
gene definitions, predominantly by expanding known exons (plotted results for all
genes are available at www.wormplot.org for detailed examination). In contrast, we
find only 22 genes that show evidence for genetic variation of alternative splicing,
i.e. an exon-specific asQTL (Figure 7.3). This genome-wide evidence for the genetic
robustness of the alternative splicing machinery is consistent with the earlier indica-
tion that individual alternative splicing events in C. elegans are highly conserved and
hardly tolerate genetic variation. Note, however, that variation in alternative splic-
ing events restricted to a specific cell or tissue type can be diluted in measurements
on whole-worm mRNA. In addition, 77% of asQTL were found to be locally reg-
ulated. This agrees with recent findings that alternative splicing can be regulated
without involvement of an auxiliary splicing factor, by cis-acting RNA sequences
that can function as splicing silencer (Yu et al. 2008).

Our results show that most of the reported asQTLs have strong genetic effects
(qualitative on-off patterns). We found only few cases of subtle quantitative effects
on alternative splicing. Despite the large population used in this study, technical
noise and biological variation might limit our ability to detect subtle shifts in iso-
form proportions. In order to detect more quantitative effects (Figure 7.4), more
precise technology such as deep-sequencing would be required. Even then, reliable
detection of changes in isoform proportions will depend on extremely large read
numbers.

7.3 Conclusions

Our genome-wide study provides the first genome-wide evidence supporting ear-
lier hypotheses that in C. elegans the alternative splicing machinery exhibits a gen-
eral genetic robustness, and only a minor fraction of genes shows heritable variation
in splicing forms and relative abundance. This observation points to a profound dif-
ference in the regulation of the alternative splicing machinery compared to humans,
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Figure 7.3: Expression intensity and eQTL effect per probe along the genome for selected
genes
(a) Detecting consistent heritable differences in gene expression with high resolution. Nearly
300 probes cover the area of this gene, Y87G2A.5. Exon probes show consistently high ex-
pression (median intensity=9.64), compared to intron probes. However, there is huge vari-
ation between probes, which makes the clear delimitation of exon boundaries challenging.
In contrast, there is a clear and highly consistent differential expression between carriers of
different alleles (N2 and CB4856). This so-called eQTL effect, indicated by red bars, is highly
reproducible across all exon probes within the gene. In this example, the average expression
difference between the two alleles is approximately 2.4-fold. In total, there are 306 genes with
similar consistent expression differences. It should be noted that a majority of genes show
consistently lower intensity (and thus lower eQTL effect) in the 3’ untranslated region (UTR)
indicating the decaying end of transcript (Kolmogorov-Smirnov test, p value < 2.2× 10−16 ).
(b) Refining existing genome annotations. The exon probes within gene T21E8.1 show consis-
tently higher expression for individuals carrying the N2 allele than the CB4856 allele. Addi-
tionally, several adjacent probes within the sixth intron show the same differential expression
pattern, suggesting that this intron contains a previously unannotated additional exon. This
would not have been detectable based on the absolute expression levels, due to the high inter-
probe variability. We find a total of 41 genes which require refined annotation according to
the eQTL pattern, mostly extensions of known exons and redefinitions of the transcript start
and end sites.
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Figure 7.3: (c) and (d) Detecting heritable variation in alternative splicing. These genes do
not show heritable expression differences in general, but individual exons show consistently
lower signal for carriers of the CB4856 allele. This suggests that these exons are specifically re-
moved by alternative splicing in one of the two alleles. In both cases, this alternative splicing
variation is determined by a local sequence variation (QTL mapping in cis). The first example
(Y69H2.3) has been confirmed experimentally(Barberan-Soler and Zahler 2008a). We find 22
comparable instances of heritable differences in splicing patterns.

which parallels the differences in cellular diversity and developmental flexibility
in the two species and has important consequences for interpreting future studies
using C. elegans as a model organism for metazoan splicing.

7.4 Materials and methods

7.4.1 Worm samples, genotyping and Affymetrix GeneChips

C. elegans recombinant inbred lines were generated and genotyped as described in
(Li et al. 2006b). mRNA was isolated from 60 RILs reared under standard condi-
tion and hybridized to Affymetrix 1.0 C. elegans tiling arrays. The hybridization was
done by ServiceXS (Leiden, The Netherlands).Since polymorphisms in the probe
region can lead to spurious local eQTLs (Alberts et al. 2007), 80903 probes (out of
2.9 × 106 probes on each array) with known SNP (including predicted SNP) were
removed for the subsequent analysis. Each probe is annotated as exonic, intronic,
or intergenic, when the entire probe of 25bp falls in one of the three regions, respec-
tively. Probes spanning exon-intron boundaries are labeled as boundary probes.

7.4.2 Data analysis

Preprocessing of raw data

The raw gene expression data from 60 microarrays (one RIL per array) were log
transformed and quantile normalized. Subsequently, the normalized intensity data
were corrected for batch effects using the following linear model: yi = µ + Bi + ei
where yi is the genes intensity on the ith microarray (i = 1,. . .,60); µ is the mean; Bi
is the batch effect defined as the date of hybridization and measurement and treated
as a categorical variable; and ei is the residual error.



90 7. Global genetic robustness of C. elegans alternative splicing machinery

Figure 7.4: Schematic illustration (a) and power of detection (b) for quantitative changes in
alternative splicing.
(a) We consider a transcript with two alternative splicing forms: the second exon is included
in isoform 1 but excluded in isoform 2 (cassette exon). Under allele A, x% of the entire tran-
script amount are of isoform 1, while isoform 2 is expressed at (1-x)%. Similarly, under allele
B, the isoform 1 is expressed at y%, and isoform 2 at (1-y)%. Without loss of generality, we
assume that the total transcript amount is 1, thus the detected signal for the 2nd exon is x
and y under allele 1 and 2, respectively. The difference between these signals (x-y) will be
detected as our asQTL effect.
(b) The asQTL effect size changes for different combinations of x and y. The white dotted line
corresponds to our QTL threshold; changes in transcript isoform ratios outside the dotted
line are reliably detectable for the population size used.

Differential expression between genotypes (eQTL)

We used a robust and powerful statistical approach to associate microarray probe
intensity and genotype data in the face of widely different hybridization properties
of individual probes. Instead of computing significance of a statistical test, we eval-
uated a non-parametric effect size (Cliff’s delta(Cliff 1996)) for all 3 million probes
at each genomic marker. To increase the robustness of the procedure, the median
effect size of probes within each exon was taken as expression QTL effect size of this
exon.
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The raw gene expression data were quantile normalized and corrected for batch
effects using a linear model. For each probe on the array we compute the eQTL ef-
fect size using Cliff’s non-parametric Delta statistic:

∆ =
#(Xi1 > Xi2)−#(Xi1 < Xi2)

n1 × n2
(7.1)

where n1 and n2 are the number of carriers of the N2 and CB4856 allele, and #(Xi1 >

Xi2) is the number of possible pair-wise comparisons where the expression level of
gene i in an N2 carrier is larger than in a CB4856 carrier.The genotype information
of the 60 RILs was previously described (Li et al. 2006b). For an individual probe,
a value of ∆ = 0.45 corresponds to a p-value = 0.001 in a Wilcoxon rank sum test.
As several positions in the genome show a strongly imbalanced genotype ratio (i.e.
the number RILs carrying the N2 allele is far larger than the number of RILs carry-
ingthe CB4856 allele at a particular locus), the corresponding threshold (p-value) for
each marker at significance level = 0.001 was obtained first, taking the locus-specific
imbalance into account. The thresholds of distorted genome regions are expected
to be larger than those of balanced marker positions. Subsequently these marker-
dependent thresholds were applied to identify significant eQTL.

Summarizing the eQTL effect for exons

To increase the robustness of the procedure, the median effect size of probes within
each exon was taken as representing the expression QTL effect size of this exon for
each genomic marker. Subsequently, the eQTL profile at the marker with maximal
summarized eQTL effect was obtained. To achieve a reliable estimate of eQTL effect
size, only exons covered by more than 3 probes were considered here. Transcripts
with a summarized eQTL effect larger than the threshold for at least one exon were
declared as having a significant eQTL and were used for further analysis.

7.4.3 Classification of eQTLs pattern

There are 435 transcripts with a significant eQTL for at least one exon were exam-
ined in greater details and manually classified as shown in Figure 7.1. By visualizing
the intensity level and eQTL size of the entire transcript, we firstly classified tran-
scripts as consistent eQTL if there is an association of majority of probes significant
at threshold of ∆ = 0.45. Consistent eQTLs lead to consistent expression differ-
ences in all exons of a gene, non-consistent ones are indicating the need for revised
gene annotations or potential heritable differences in splicing (i.e. transcripts with
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alternative splicing QTL) (Kwan et al. 2008). The former are subdivided into five
subcategories: new exons, new introns, intron inclusions, exon extensions and in-
tron extensions. The latter are subdivided in three classes according to the position
of the alternatively spliced exon: cassette exon, alternative initiation and alternative
termination. Transcripts showing evidence for multiple types of variation, e.g. hav-
ing various exons with different patterns of heritable difference, were classified as
complex cases. Heterogeneous cases contain transcripts showing very diverse eQTL
patterns across probes and exons and belonging to none of the above-mentioned
categories.

To validate the classification procedure, all classifications were performed in-
dependently by two researchers, and inconsistent cases checked in more detail.
A complete list of classifications and the corresponding plots is available in the
Supplementary Table 1 and the corresponding plots for all genes are available at
www.wormplot.org.

7.4.4 Permutation

A permutation approach was used to estimate the empirical false discovery rates
for the detection of genetically regulated alternative splicing. We permute sam-
ple labels in the genotype matrix and keep the correlation structure between traits
and the correlation structure between markers; this makes this empirical procedure
perfectly suited to a non-biased estimation of the significance under the multiple
dependence properties of the data (Breitling et al. 2008a). The permuted data were
reanalyzed for all genes at chromosome IV to keep the computational burden within
reasonable limits: we repeated the QTL detection and classification as we did for the
real data. Based on a total of 67,000 permuted instances of genes, we estimated the
false discovery rate for genetically regulated alternative splicing case being <1%.

7.4.5 Deleted genes

We validated our ability to detect heritable expression differences by examining
published gene deletions in CB4856 worms (Maydan et al. 2007). These genes should
show consistently variable expression according to the local genotype. Of 531 CB4856-
deleted genes, about 10% (53 genes) are detected as expressed in our experiment. All
of these genes show consistent eQTL across all probes with larger expression in N2
allele, well above our threshold. This confirms the sensitivity of our approach.
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7.4.6 Comparison with previous experiment

As a further validation step, we compared the detected eQTL to those observed in
an earlier study using cDNA microarrays (Li et al. 2006b). Nearly half of the top-500
highly expressed genes (231 genes) are shared in the two experiments. The eQTL
effect size also shows strong correlation (locally regulated QTL: r = 0.72, distantly
regulated: r = 0.48). Several strong distant eQTL were found in both experiments in-
cluding ZK488.6, F10D2.9 (fat-7), 56H6.5 (gmd-2), C38D9.2, T21E8.1 (pgp-6), C05A9.1
(pgp-5), F15D4.5.

7.4.7 Power to detect quantitative changes in alternative splicing

Generally, the genetic effect on the abundance of transcript isoforms can be quan-
titative rather qualitative (shifts in isoform ratios, rather than on-off effects). We
calculated the expected effect size for all possible shifts of isoform ratio, assuming
that two isoforms differ only by the presence or absence of one exon, and that there
is no overall expression difference (Figure 7.2). It turns out that the difference in
abundance of transcript isoforms should be at least about 1.86-fold to be picked up
in our study. This means that our method has sufficient power to identify quanti-
tative changes in isoform ratio like 90:10 (allele 1)→20:80 (allele 2) or 60:40 (allele
1)→12:88 (allele 2).

7.4.8 Supporting information

The NCBI Gene Expression omnibus (GEO, http://www.ncbi.nlm.nih.gov/geo) ac-
cession number for the tiling data discussed in the chapter is GSE15778.
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Chapter 8

Summarizing discussion

ABSTRACT

Genetical genomics integrates data from multiple molecular levels such as the transcrip-
tome, proteome and metabolome by mapping their variation in a population to polymor-
phic genetic loci. This systems genetics approach is increasingly used to identify molecu-
lar traits involved in the pathology of diseases and to elucidate the networks underlying
complex phenotypes. Recent studies have pushed the genetical genomics concept fur-
ther towards data integration and interpretation within and across molecular levels, and
have also revealed remaining challenges. The focus of this chapter is to discuss these
challenges and their possible solutions in the following three following areas: (1) ex-
perimental design, (2) setting significance thresholds, and (3) defining gene and QTL
networks. Finally, we explore how future genetical genomics studies might benefit from
the advent of new methods that aim at removing large pervasive variation components
that are caused by uncontrolled factors in omics datasets.

8.1 Introduction

Genetical genomics (Jansen 2003, Jansen and Nap 2001) uses classical genetics
approaches of Quantitative Trait Locus (QTL) mapping to link or associate

the variation in traits from multiple molecular levels (such as transcriptomics, pro-
teomics and metabolomics) to genetic loci harboring genotypic polymorphisms.
Genetical genomics has become a popular systems genetics strategy (Sieberts and
Schadt 2007) for unraveling molecular regulatory networks: a PubMed search on
relevant keywords currently yields 191 scientific publications (webCite 2010), 39%
of which were published in 2009/10. Pioneering experiments have demonstrated
the high heritability of an extensive range of molecular traits (mainly mRNAs but
also protein and metabolite abundance as measured with mass spectrometry or nu-
clear magnetic resonance, see Box 8.1 for a summary of special features of molecu-
lar traits) in numerous model species (including yeasts, plants, worms, flies, mice,
rats and humans) (Brem et al. 2002, Bystrykh et al. 2005, Chesler et al. 2005, DeCook
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et al. 2006, Petretto et al. 2006, Ruden et al. 2009, Schadt et al. 2003), and they have ex-
posed the plasticity of the QTLs that control those traits with respect to environmen-
tal condition, tissue type or cellular context (Dimas et al. 2009, Ge et al. 2009, Gerrits
et al. 2009, Li et al. 2006b, Smith and Kruglyak 2008). Genetical genomics studies
that integrate ‘classical’ phenotypes (such as height or disease susceptibility) with
multiple traits from molecular levels have improved our understanding of how ge-
netic variation propagates through biological systems (Fu et al. 2009) and have sug-
gested molecular pathways through which some genetic variants can cause diseases
(Emilsson et al. 2008, Moffatt et al. 2007, Schadt et al. 2008). While scaling up classi-
cal quantitative genetics approaches to the study of thousands of omics traits opens
new avenues for the dissection of molecular mechanisms that regulate biological
systems, it is also accompanied by a whole new range of specific challenges. These
challenges are intrinsic to the high-throughput nature of the measurements, to tech-
nical aspects of the profiling technologies used, to the statistical issues introduced
by the untargeted multifactorial perturbation that underlies the approach, and to
the complexity of the molecular networks under study. In this review, we inspect
important issues that arise at each step (Figure 8.1) of a genetical genomics study
from experimental design to result interpretation. We provide accordingly recom-
mendations allowing a reliable and efficient use of the power of genetical genomics.
This review will focus primarily on gene expression profiling, but many of the issues
raised are also applicable to other “omics” technologies.

BOX 8.1: Special features of molecular traits

Many types of molecular traits studied in genetical genomics experiments have specific
properties that can be helpful in the analysis and interpretation of the data. For example, the
location of the genes coding for the transcripts or the proteins studied is usually known. This
extra information compared to classical non-molecular phenotypes can be used to gain a
deeper insight into the mechanistic details of the underlying biological processes.

Isoforms and modifications
Molecular traits can often be observed in different forms. For example, transcripts are spliced
into different variants. It was shown that this alternative splicing could itself be mapped to
genetic variation (Kwan et al. 2008, Li et al. 2010a). On a 2D-gel, the same protein often
migrates to more than one spot. This can be explained by post-translational modifications
such as phosphorylation, and mapping the genetic basis for variations in the
phosphoproteome and kinome is an exciting prospect. Similarly with mass spectrometry
techniques, different forms of the same protein will yield different sets of peaks. Moreover, in
order to remove the multiple testing induced by the observation of the same protein through
multiple mass peaks, statistical methods that automatically connect those peaks can
advantageously be used (Dijkstra and Jansen 2009).
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BOX 8.1(continued): Special features of molecular traits

Local and distant QTLs
Protein and mRNA eQTLs can be classified into Local and distant QTLs depending on the
relative location of the QTL and the gene coding for the measured mRNA or protein. The
identification of distant QTLs tends to be less reliable than that of local QTLs: this can be
attributed to two main reasons. First, the effects of distant QTLs are biologically more indirect
and therefore harder to pick up. Second, when one tests for a distant QTL, the loci tested are
genome wide, as opposed to just the gene’s locus in the case of a local effect, therefore the
power to detect distant QTLs is much lower than the power to detect local QTLs. This is
consistent with the fact that distant QTLs tend to be more difficult to replicate than local QTLs
(Peirce et al. 2006).

False local QTLs
Frequently, strong local linkage affecting transcripts reported intensity is actually the result of
a technical artifact rather than a biological differential expression. Microarray probes are most
often designed following reference assemblies that are based on “mainstream” laboratory
strains (in the case of model organisms) or a few individuals (in the case of humans). As a
result of this, the hybridization efficiency of these probes can vary from one individual to
another when the probe’s target sequence is polymorphic (Alberts et al. 2007). In this case, the
differential intensity between the two alleles will reflect a difference in hybridization
efficiency rather than a difference in true gene expression signal. It is therefore necessary to
mask all probes containing known sequence polymorphisms between the parental strains
studied. Alternatively, for short-oligonucleotide arrays, which typically contain multiple
probes per gene, Alberts et al. suggest to include probe effects in the statistical model, which
can potentially separate “true” differential mRNA expression from “ghost” effects caused by
polymorphisms (Alberts et al. 2005).

8.2 Designing a genetic experiment for thousands of
phenotypes

Many of the considerations that apply to the experimental design of a classical ge-
netic study also apply to genetical genomics. However, because the number of traits
studied in a genetical genomics experiments is of a much higher magnitude (tens of
thousands typically), a few specific issues need to be taken into account when decid-
ing the population type, the sample size, and the assignment of samples to different
treatments or conditions. In this section, we address the consequences of these de-
cisions, and we introduce approaches for optimizing the power and resolution in
genetical genomics experiments.
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Figure 8.1: Genetical genomics as a systems genetics strategy. Genetical genomics integrates
data from multiple molecular levels (middle box) and classical phenotypes (upper box) by re-
lating their variation to common multifactorial perturbations (a combination of (epi)genetic
and environmental factors as shown in the lower box). Methods to form undirected associa-
tion networks within a molecular level (e.g. coexpression network) or to draw directed edges
between phenotypes use QTL information and allow relating classical phenotypes such as
obesity to relevant genes, metabolites or proteins.

8.2.1 Population

Just as in any genetic study, the first critical step in designing a genetical genomics
experiment is the choice of a population to be studied, which will determine the
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ensuing mapping strategy: linkage or association mapping. In genetical genomics
studies, multiple testing caused by the mapping of large numbers of phenotypes re-
duces the available statistical power. Linkage mapping on an inbred population
such as recombinant inbred lines (RILs), F2 intercrosses or backcrosses provides
enough power to perform eQTL studies with relatively small sample sizes. Fully
inbred populations (immortal lines) allow collecting different types of phenotypes
on distinct but genetically identical individuals, which is a valuable advantage in
systems biology experiment where invasive procedures are needed to collect vari-
ous phenotypes. However, linkage genetical genomics studies in general provide
a relatively poor resolution, i.e. the confidence intervals surrounding a QTL span
large genome regions of typically several million base pairs. This results in addi-
tional efforts needed to identify the actual polymorphism causing the QTL, for in-
stance using independent information such as gene annotation (Franke et al. 2006),
or generating congenic strains. RILs can be generated from more than two parental
strains; for example, the mouse collaborative cross (Churchill et al. 2004) and the
Multiparent Advanced Generation Inter-Cross (MAGIC) for Arabidopsis thaliana
(Kover et al. 2009) use 8 and 19 founder lines, respectively. Other types of crosses,
such as Advanced Intercross Lines (AIL) (Darvasi and Soller 1995, Rockman and
Kruglyak 2008) or Heterogeneous Stock (HS) for rat (Hansen and Spuhler 1984),
introduce more recombinations and therefore have improved resolution. Associa-
tion studies performed on natural or outbred populations on the other hand, have
less power because a much larger number of smaller genomic regions are tested
for QTL, leading to a drop in statistical significance caused by increased multiple
testing and because of the large imbalance of the allele frequencies of genotypes.
Since association studies allow for a much finer mapping of the QTL than that ob-
tained with linkage analysis, there is a trade-off to consider between power and
resolution when choosing the mapping strategy. Genome-wide association studies
(GWAS) have naturally been used to perform genetical genomics studies in humans
(Dubois et al. 2010, Emilsson et al. 2008, Goring et al. 2007, Heap et al. 2009, Stranger
et al. 2005) and are emerging in model organisms studies using outbred populations
(Ghazalpour et al. 2008).

8.2.2 Combining studies

Combining information from different studies can further increase the power and
resolution in eQTL mapping. Meta-analysis of multiple datasets is a strategy widely
used in GWAS of classical traits but is only starting to be explored in the context of
genetical genomics (Dubois et al. 2010, Heap et al. 2009). Meta-analyses use sta-
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tistical methods for combining p-values (Whitlock 2005), because combining di-
rectly data from different experiments is hampered by heterogeneity issues (e.g.
different microarray platforms). As a result the power increases: combining their
own peripheral blood dataset with the HapMap B-cell dataset, Heap et al. report
close to 40% additional eQTLs that were not detected in the individual eQTL scans.
Also, the combination of association and linkage mapping, a procedure commonly
used in classical genetics studies, has recently been applied to eQTL studies (Gatti
et al. 2009). A linkage study is first performed to identify eQTL regions with satis-
factory power; an association study is then performed to refine the eQTL found by
the linkage study. This association step can be performed using a relaxed statistical
significance threshold since only the regions identified in the linkage step are tested.

8.2.3 Sample assignment for molecular profiling

After the choice of a population to be studied, molecular profiling can be conducted
using high-throughput technologies. In this step, random assignment of experi-
mental units is a fundamental principle of experimental design which ensures that
a treatment of interest is not confounded with other factors (Fisher 1951, Wit and
McClure 2004). While the genotypes are naturally randomized in the process of
meiotic recombination and segregation, randomization must be enforced for other
relevant factors during the design of genetical genomics experiments. In order to
optimize the design for statistical power, the best way is to increase the sample size;
but a smart assignment of samples to experimental units can further maximize the
information that can be extracted from the data without any additional costs. For ex-
ample, it was suggested to pair the most genetically distant individuals on two-color
microarrays so as to maximize the number of informative genetic contrasts (Fu and
Jansen 2006, Lam et al. 2008). Two-color arrays are no longer widely used, but the
basic idea can be elegantly generalized: in genetical genomics experiments studying
environmental perturbation, one aims at achieving the most accurate estimate of the
QTL effects and QTL-by-environment interaction effects of interest, either in one or
more regions of special interest, such as a previously detected phenotypic QTL, or
across the entire genome. In this case, genotyped individuals can be ’intelligently’
selected and distributed across multiple environments using an optimization algo-
rithm to minimize the sum of variance of the parameter estimates of interest (Lam
et al. 2008, Li et al. 2008, Li et al. 2009).
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8.3 Significance thresholds for eQTL detection

The large number of molecular traits (tens of thousands) and markers (from 100s to
millions) that are tested in a genetical genomics study requires the significance level
for linkage or association to be rigorously adjusted to control the number of false
positive results. Bonferroni correction in this context tends to be too conservative ,
and in genetical genomics studies, it is more appropriate to control false discovery
rate (FDR) (Benjamini and Hochberg 1995). In practice, the approaches for calcu-
lating the significance thresholds accounting for multiple testing used in genetical
genomics are mostly relying on permutations (Breitling et al. 2008a, Churchill and
Doerge 1994), since standard approaches (Storey and Tibshirani 2003) work under
the assumption that there is relatively mild dependence of the tests, which is not the
case in genetical genomics where important correlations exist between traits and be-
tween neighboring markers. Permuting aims at breaking the biological relationship
between genotypes and traits so that any QTL detected in the permuted dataset is
a false positive, which allows estimating the FDR by providing an estimate of the
number of false positives to be expected in the original data. By permuting only the
sample labels in the genotype data, both the correlation structure between traits and
the correlation structure between markers is conserved, which makes this empirical
procedure perfectly suited to a non-biased estimation of the significance under the
multiple dependences present in the data. If a major correlation structure is caus-
ing large groups of genes to be associated with the genotypes at random genomic
loci, forming spurious hotspots of eQTLs, such permutations would also be likely
to lead to hotspots being mapped by chance and therefore identify the hotspots as
not significant (Breitling et al. 2008a). Thousands of permutations are usually re-
quired to ensure accuracy of the FDR estimates, but methods approximating the tail
of the distribution may allow for extrapolation from a smaller number of permu-
tations and reduce the computational burden (Knijnenburg et al. 2009). When the
statistical models used for mapping contain genetic, environmental and interact-
ing factors, the appropriate permutation strategy may be difficult to determine as
certain situations require different permutation procedures to be used for individ-
ual terms in the ANOVA model, including restricted permutation, permutation of
whole groups of units, permutation of some forms of residuals or some combination
of these (Anderson and ter Braak 2003).

Special situations require some additional adjustments to the significance thresh-
old used. Firstly, testing for a local eQTL effect (a QTL affecting a gene lying in a
nearby locus on the same chromosome) involves testing the genotypes at only one
restricted genome region as opposed to the whole genome when scanning for dis-
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tant genetic effects. Therefore detection of local eQTLs is affected to a much lesser
extent to multiple testing and it is advisable to use a relaxed threshold for the de-
tection of local QTLs. Secondly, in the presence of imbalanced allele frequencies
(occurring randomly or caused by segregation distortion) in an experimental popu-
lation, one of the genotype group may have a very limited size yielding unreliable
estimate of mean within that group, which in turn may influence the accuracy of the
p-value estimates. The same issue is usually avoided in association studies where
SNPs with very low minor allele frequency (e.g. below 5%) are simply excluded, at
the risk of missing important biological phenomena (Dickson et al. 2010).

8.4 Defining gene and QTL networks

In addition to the genetic dissection of phenotypic variation using QTL mapping
techniques, systems geneticists are interested in reconstructing the biological net-
works that connect genes, proteins and other traits based on their observed genetic
(co-)variation. In this context, biological networks are often defined by graphical
models that are composed of nodes representing traits such as gene expression lev-
els and edges representing (causal, correlational or mechanistic) relationships be-
tween these nodes. In current genetical genomics studies, there are two main types
of approaches for the inference of such networks (i) methods for identifying coex-
pression networks on the basis of (partial) correlations between traits; (ii) methods
for identifying QTL networks on the basis of QTL underlying variation and coex-
pression.

8.4.1 Correlation-based networks

Coexpression networks are undirected networks in which edges connect genes that
have correlated expression behaviors over a set of samples. In the genetical ge-
nomics context, these samples come from genetically diverse individuals, possibly
observed over multiple conditions. The coexpression similarity between genes can
be measured using different metrics, the most commonly used being Pearson’s cor-
relation. Coexpression of two genes does not prove a causal relationship; however
under the principle of “guilt by association”, it can be used to predict similar gene
functions and is indicative of possible co-regulation.

Coexpression methods can be divided between unweighted and weighted ap-
proaches. Unweighted approaches use cutoffs to define a minimum level of corre-
lation (or of another coexpression metric) required to draw an edge between two
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genes. Those cutoffs are typically determined using permutations (Butte et al. 2000,
Carter et al. 2004). Weighted approaches on the other hand consider all genes to be
interconnected albeit with different strengths (weights) (Zhang and Horvath 2005).
Weighted approaches typically transform the correlation (e.g. with a power func-
tion) to emphasize the weight of higher correlations, a practice known as “soft
thresholding”. A natural step following the generation of the global network in a co-
expression analysis is to identify modules of coexpressed genes, i.e. find communi-
ties of highly interconnected nodes within the graph. Such coexpressed modules can
then be studied as putative functional units, thereby considerably reducing the di-
mensionality of the data. Different approaches have been proposed, many of which
are inspired by social network research. Chesler et al. choose to focus on sets of
genes in which all nodes are interconnected; such sets are termed “cliques” (Chesler
et al. 2005). Searching for cliques in a network containing thousands of nodes poses
a serious computational burden and several algorithms have been designed to al-
leviate it (Baldwin et al. 2005). An alternative is the use of the topological overlap
measure (TOM): this metric allows grouping together genes that share the same
neighbors in the correlation graph (Ravasz et al. 2002, Zhang and Horvath 2005),
but without the strong constraint imposed by cliqueness.

One strategy to identify important genes within coexpressed modules has been
to focus on highly connected genes. Connectivity (also known as degree) represents
the amount of edges reaching a gene in the coexpression network in the unweighted
case, or the sum of the correlation strength with all other genes (correlations) in the
weighted case. Genes with high connectivity, termed “hubs”, have been claimed to
be enriched for essential genes (Carter et al. 2004). Connectivity is therefore used to
prioritize between genes belonging to modules of interest.

Similar correlation-based approaches can be used to study metabolites (Kose
et al. 2001). Steuer discussed the important differences existing in the correlation
structure of metabolites compared to that of genes because of the specific biochem-
ical characteristics of metabolic networks, in which molecules rather than infor-
mation is flowing along pathways (Steuer 2006). A promising perspective is the
profiling of multiple classes of macromolecules in the same samples in order to
form correlation networks integrating genes, metabolites, and possibly proteins (Fu
et al. 2009).

By using partial correlations, i.e. conditioning on selected other nodes in the net-
work, it is possible to remove indirect edges from the network (Bing and Hoeschele
2005, de la Fuente et al. 2004, Keurentjes et al. 2006). Since large scale changes in
coexpression may indicate rewiring of the transcriptional network, recent work has
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focused on the identification of such changes between different conditions in what
is known as differential coexpression analysis (Choi and Kendziorski 2009, Tesson
et al. 2010). One limitation of correlation-based networks is that they are undirected
and do not use explicitly the genotypic variation, therefore lacking the causal infor-
mation that is needed to identify the drivers of biological processes.

8.4.2 QTL-based networks

The interest of using multiple QTL co-localization information for the reconstruc-
tion of trait networks has been noted early on (Jansen and Nap 2001). The basic
idea is that QTLs from upstream regulators should also be QTLs of the associated
downstream traits, providing a simple means to order traits from causal to reac-
tive. Moreover, when two genes map to the same eQTL, one locally and one dis-
tantly, the gene with the local eQTL is likely to regulate the gene with a distanteQTL
(Jansen 2003). In practice, the application of these ideas has been hampered by two
limitations of most available datasets. Firstly, the lack of power of current genetical
genomics experiments does not allow for deconvolution of traits into multiple QTL
(one or two QTL per trait are detected at best, and discrimination between a weak
but existing QTL and absence of any QTL effect is difficult). Secondly, in experi-
ments with low mapping resolution, it is often impossible to discriminate between
two distinct neighbouring QTLs, and one shared QTL (statistical methods provide
’parsimonious’ models, but this does not exclude that reality is more complex).

Building on the aforementioned fundamental principles, Bayesian modeling con-
cepts for causal inference have been adapted to assist in the extraction of regulatory
evidence from genetical genomics data. If a trait T1 regulates a trait T2, then varia-
tion in T1 will be propagated to T2. When some of T1’s variation can be accounted
for by a QTL, this QTL will also explain some of the variation in T2. The regres-
sion of T2 on T1 corrects T2 for the variation propagated from T1, including the
QTL variation: this independence of T2 and the QTL conditional on T1 is used as
evidence for the fact that T1 is causal for (regulates) T2. Different statistical test-
ing frameworks have been proposed to use this conditional independence property.
For example, model selection approaches have been used to identify the causal re-
lationship among traits that is best supported by the data (Li et al. 2006a, Schadt
et al. 2005). Chen et al. provided a method to quantify the likelihood of each causal
link (Chen et al. 2007). Recently, Millstein et al. further formularize a similar idea
into a hypothesis test which results in a quantitative estimation of significance in
terms of p-value (Millstein et al. 2009). Chaibub Neto et al. propose a likelihood-
based method to compare graph configurations in which the non-propagated vari-
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ation present in the downstream trait is explicitly modeled by non-shared QTL(s)
(Chaibub Neto et al. 2008). The performances of those methods in terms of power,
false positive and false negative rates are strongly dependent on sample size, QTL
effect sizes, genotype frequencies and measurement errors (Li et al. 2010b).

Some attempts have been made to combine co-expression networks with QTL-
based causal inference: either by orienting undirected edges of coexpression net-
works (Aten et al. 2008, Chaibub Neto et al. 2008) or by inferring causal relationships
between entire modules and clinical traits by studying the eigengenes represent-
ing those modules or selected genes from those modules (Chen et al. 2008, Plaisier
et al. 2009).

8.4.3 Hotspots

A particular case of QTL-based networks is that of QTL hotspots: specific loci that
control a large number of genes distantly. Hotspots may be the consequence of one
single polymorphism with major direct effects: for example, a polymorphic tran-
scription factor affecting multiple targets. Hotspots could also be the result of the
indirect downstream effects of a single polymorphism. A handful of such eQTL
hotspots have been biologically validated. For example, using a small interfering
RNA (siRNA) knockdown of selected candidate genes, Wu et al. were able to ob-
serve a phenotypic change consistent with the predicted function of the hotspot
genes in mouse (Wu et al. 2008). Also, a variant in the ERECTA gene was found
to cause variation in a number of molecular traits (transcripts, proteins and meta-
bolites) as well as classical phenotypes (Fu et al. 2009). Another possible hotspot
cause is the co-localization of multiple polymorphisms with unrelated effects: the
hotspot QTL would then typically lie within a SNP dense region or a gene rich re-
gion and this can be tested.

If the hotspot is the result of a single polymorphism, one might expect that genes
whose expression is affected by this polymorphism should belong to a common
biological pathway or process, at least if the effect is reasonably direct. For that
reason, one of the first tests performed on the genes affected by a hotspot is often
a gene annotation enrichment analysis such as GSEA (Backes et al. 2007, Dennis
et al. 2003) or iGA (Breitling et al. 2004). It is, however, important to remember
that this annotation enrichment alone does not prove the validity of the hotspots:
as detailed in Box 8.2 with the tissue purity scenario, spurious hotspots would be
expected to contain biologically related genes as well.

The search for a “master regulator” within the hotspot QTL interval is challeng-
ing since typically many candidate genes lie in the QTL confidence interval due
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to the lack of resolution in most genetical genomics linkage studies (see also the
earlier section). Interestingly, loci harboring eQTL hotspots were not found to be
enriched for transcription factors in a yeast study (Yvert et al. 2003), and the major-
ity of hotspots turns out to be due to very indirect effects on gene expression. In
order to prioritize genes within the list of candidate regulators, multiple indepen-
dent sources of information can be utilized (Franke et al. 2006). Statistical evidence
such as correlation of the hotspot genes with the candidate regulator or the presence
of a local eQTL for the regulator can be integrated with biological evidence such as
the relevance of the functional annotations associated with the candidate gene. Se-
quence information can also be used. Is the candidate gene polymorphic between
the two parental strains? Is there evidence of enrichment of certain transcription
factor binding sites within the hotspot target genes that would provide clues on the
involvement of a certain regulator? Finally, it is important to remember that the
regulators underlying the QTL may not be protein-coding genes but could also be
miRNAs, or structural or epigenetic mechanisms. For integrating these different
pieces of information, the rank product method can be applied to prioritize the can-
didate regulators by multiplication across the ranks positions of candidate genes in
each prioritization step (Breitling et al. 2004, Keurentjes et al. 2007).

Regulatory links derived from the above-mentioned approaches should only be
considered as putative and should be experimentally validated. Experimental val-
idation techniques include gene knockouts, transgenic animals, RNA interference-
based knockdowns and chemical perturbations.

8.4.4 Non-genetic variation

The aim of genetical genomics studies is to dissect genetic variation and trace its
propagation from DNA to molecular and classical traits shedding some light onto
biological pathways and processes. However, previous studies have shown that
many non-genetic factors contribute to variation in the data (Churchill 2002). For ex-
ample, hybridization batches, population stratification, the preparation of samples
by different technicians, variations in sample composition and purity can introduce
strong expression changes in large groups of genes, creating a pervasive correlation
structure. When those factors are known, there effects can be corrected (by includ-
ing them in a regression), as is routinely done with controlled factors such as sex or
age. Unfortunately, in many cases, the relevant factors are “hidden” (e.g. varying
physiological state or tissue purity in the samples), and failure to account for them
will have a crucial influence at many levels of a genetical genomics study.
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BOX 8.2: Confounding factors for eQTL hotspots.

Known confounding factors
Many uncontrolled factors, such as hybridization batches, can results in highly correlated
traits and clusters of QTLs. These non-biological sources of variation can be introduced
during the preparation of samples, the hybridization and the measurements. Known batch
effects can be filtered out from the data using a batch correction method, such as a linear
regression. In some cases, however, the confounding factors are unknown and this strategy
cannot be applied. When applying a genetical genomics strategy to multiple
tissues/conditions, the scale of the experiment is usually doubled or tripled. It is almost
impossible to conduct the whole experiment at once. The resulting batch differences become
influential and it should be noted that this effect can be different in multiple
tissues/conditions. In such cases, a batch-by-condition interaction effect should be considered
in order to properly remove the unwanted variation caused by batches (Mead 1988).

Unknown confounding factors
Even if all known batch effects induced by sample processing have been explicitly corrected
for, some variation arising from other untraceable factors will always remain. One example of
a parameter difficult to trace is cellular state when studying the dynamics of gene expression
during differentiation. When samples from a given cell differentiation stage are collected
using certain markers (e.g. cell surface markers), the variation affecting those markers may
have important consequences on QTL detection. Dissected tissue samples can contain slightly
varying fractions of individual cell types, leading to cell-type specific gene clusters that vary
in a correlated manner. If the fraction of a certain cell-type in the tissues happens to correlate
with the genotype at a particular marker, all those cell-type specific genes will erroneously
map to this maker. Therefore, it is suggested to perform genetical genomics experiments on
samples from highly purified tissues or even at a single cell level (Gerrits et al. 2009); however,
this would come with an inherent cost in terms of additional experimental and biological
noise (Ozbudak et al. 2002).

Firstly, the presence of large non-genetic variation components in traits reduces
the proportion of variance explained by genetic factors, thereby limiting the power
for QTL detection.

Secondly, the large scale correlation induced by non-genetic variation can be
dominant and cause coexpression methods to fail to capture the correlation stem-
ming from genetic variation. Indeed, the impact of genetic variation on the corre-
lation structure has been observed to be weak. For example, Ayroles et al. noted
that the heritability of gene expression traits and connectivity are negatively corre-
lated among a panel of D. melanogaster inbred lines (Ayroles et al. 2009), and sug-
gested that hub genes are protected against genetic variation by purifying selection
so that genetic variation does not have widespread effects within the coexpression
network. Instead, it is likely that the global correlation structure observed in most
experiments stems from variation in non-genetic factors such as sex, tissue compo-
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sition, physiological state or experimental conditions. Eliminating such sources of
correlation is at least as crucial to QTL based causal inference as it is to coexpres-
sion analyses, since correlated error terms are known to confuse causal inference
methods (Li et al. 2010b).

Thirdly, several studies have suggested that most hotspots are likely to be spuri-
ous (Breitling et al. 2008a, de Koning and Haley 2005) and may be a mere statistical
consequence of the correlation structure induced by hidden factors inherent to the
data. If, by chance, one of those hidden factors correlates (even moderately) with
the genotype distribution at one of the markers, a QTL hotspot containing most of
these genes will be spuriously detected at this marker. In Box 8.2, several scenarios
leading to such wrong interpretations of the data are detailed.

Since this confounding variation is usually not completely resolved by random-
ization of the experimental design (Churchill 2002) or through low-level normaliza-
tion techniques (Yang et al. 2002), unsupervised methods to identify and control the
variation associated with hidden factors have recently been proposed. For example,
surrogate variable analysis (SVA) identifies the variables representing consistent ex-
pression signatures due to sources other than the factors of interest and these can be
included in subsequent analyses as covariates to reduce dependency across genes,
stabilize false discovery rate estimates, and improve the reproducibility of the anal-
ysis (Leek and Storey 2007). Kang et al. proposed inter-sample correlation emended
(ICE) eQTL mapping which estimates the total correlation between samples and
incorporates it into a linear mixed model as a variance component accounting for
a random effect (Kang et al. 2008). These methods result in the removal of most
hotspots and in a more sensitive detection of local QTL signals. From the simulations
results by Kang et al., ICE is able to correct for a mixture of strong and moderate
confounding effects while SVA is able to correct only for a number of strong con-
founding factors. However, as Kang et al. acknowledge, true regulatory hotspots
may affect a large number of genes and cause inter-sample correlation. Therefore,
when correcting for this inter-sample correlation, one risks removing true hotspots
as well. Finally, Dubois et al. identified large scale effects via Principal Component
Analysis (PCA) on a comprehensive collection of unrelated datasets spanning multi-
ple tissues and conditions, and used these principal components (termed transcrip-
tional components) to correct for variation in their own independent data, resulting
in improved power to detect QTLs (Dubois et al. 2010).

Importantly, even some of the correlation induced by genetic variation may falsely
suggest a pathway relationship. For example, in an inbred genetic panel such as an
F2 or RILs, large fractions of the genome are under strong linkage disequilibrium as
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few recombination events are present within the studied population. Consequently,
all genes under local genetic control within those areas are linked to a common geno-
type and therefore are (somewhat) correlated but this correlation between neighbor-
ing genes does not reflect membership to a common functional group. It is possible
to remove such linkage disequilibrium-induced correlation by working with expres-
sion data corrected for local genotypes (Heap et al. 2009).

8.5 Conclusions

The adaptation of old concepts from classical genetics and epidemiology to the new
postgenomic fields is establishing itself as a major research area with the potential to
elucidate the biological processes leading to complex phenotypes. As standard good
practices are adopted by the community for the design, statistical analysis and bio-
logical interpretation of genetical genomics experiments, the trend of these genetic
studies will be to go deeper (integrating more molecular levels (Ferrara et al. 2008, Fu
et al. 2009, Johannes et al. 2008) and broader (larger sample sizes, combining genetic
perturbation with other factors such as environmental factors) (Jansen et al. 2009, Li
et al. 2008). The pervasive correlation structure stemming from (mainly poorly un-
derstood) physiological and technical factors within genomics datasets is appearing
as the main challenge slowing down the path towards new discovery. Promising
new approaches that tackle this confounding variation (Dubois et al. 2010, Kang
et al. 2008, Leek and Storey 2007) are emerging and already proving to be benefi-
cial as they improve the power to detect QTL while eliminating spurious findings.
The application of these new approaches to network reconstruction (Chaibub Neto
et al. 2008, Chen et al. 2007, Schadt et al. 2005, Zhang and Horvath 2005) promises to
be accompanied by new breakthroughs by removing one of the major obstacles on
the way towards reliable network inference (Li et al. 2010b).
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Samenvatting

Generalized genetical genomics (GGG) is een methode op het gebied van de sys-
teemgenetica. Het combineert de analyse van genetische variatie met variatie in
moleculaire eigenschappen op populatieniveau, in verschillende omgevingen, met
als doel inzicht te krijgen in de interacties tussen genotype en omgevingsinvloeden.

Dit proefschrift begint met het uiteenzetten van het GGG principe (Hoofdstuk
1). Daarna presenteren wij een nieuw computer programma, designGG, voor het zo
goed mogelijk ontwerpen van GGG experimenten (Hoofdstuk 2).

In het vervolg gaan wij in op de meest geopperde kritieken op methoden voor
het bepalen van causale relaties met genetische data. Verder hebben we verschil-
lende permutatiemethodieken (voor het bepalen van significantie van ’quantitative
trait loci’ (QTL) en QTL hotspots) onderzocht (Hoofdstuk 3–4).

Verder hebben we de GGG methode toegepast tijdens drie pilootstudies: In de
eerste studie laten we zien dat erfelijke verschillen in de plasticiteit van genexpressie
grotendeels gereguleerd worden door genetische factoren in trans. In de tweede
studie laten we zien dat erfelijke verschillen in genexpressie erg gevoelig zijn ten
aanzien van het cellulaire ontwikkelingsstadium. In de derde studie, met behulp
van genoom-brede tiling arrays, vonden wij dat de alternative splicing mechanisme
in C. elegans in het algemeen genetisch robuust lijkt te zijn en dat slechts een fractie
van de genen erfelijke variatie in hun splice patronen laat zien. (Hoofdstuk 5–7).

Ten slotte discussiëren wij enkele fundamentele uitdagingen met betrekking tot
databewerking, QTL mapping, en netwerkreconstructie. Hier doen wij ook sug-
gesties voor vervolgonderzoek om de reikwijdte van de systeemgenetica verder te
vergroten (Hoofstuk 8).
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