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Abstract. A spring-pendulum in resonance is a time-independent Hamiltonian model system
for formal reduction to one degree of freedom, where some symmetry (reversibility) is
maintained. The reduction is handled by equivariant singularity theory with a distinguished
parameter, yielding an integrable approximation of the Poincaré map. This makes a concise
description of certain bifurcations possible. The computation of reparametrizations from normal
form to the actual system is performed by Gröbner basis techniques.

PACS number: 0320

1. Introduction

In the study of Hamiltonian systems, normal form theory is often used to distil dynamical
information. In this paper we develop a two-stage normalization process to gain insight
into the global organization of (part of) the phase space, the associated dynamics and
some bifurcations. The first stage involves the standard Birkhoff normal form. It yields
a rotational symmetry enabling a formal reduction to one degree of freedom. The second
stage involves equivariant singularity theory with a distinguished parameter.

As a model system we consider aspring-pendulum(see section 2) in 1 : 2 resonance,
where some of the mechanical constants serve as parameters. This enables us to use intuitive
descriptions of trajectories in terms of mechanical motions. As a starting-point for the
calculations a generic 1 : 2 resonant system is used, validating conclusions for all these
systems. Many authors have contributed to this and related problems, see for instance
[7, 16, 30–32, 34].

The present method gives an integrable approximation of the iso-energetic Poincaré map,
namely a planar Hamiltonian vector field, to any order in both phase space variables and
parameters. A simple‡ normal form is obtained, and we keep track of all transformations
and reparametrizations. In this way we get quantitative information on certain bifurcations.

The planar Hamiltonian is simplified by applying equivariant singularity theory, as we
look for normal forms under a suitable left–right equivalence. It turns out that the hyperbolic
umbilic (D+4 in Arnol’d’s classification [1]) plays a key role here. This part of the normal
form computation involves repeatedly solving theinfinitesimal stability equation, where
techniques from Gr̈obner basis theory are used.

† Corresponding author: E-mail: Gerton@math.rug.nl
‡ Polynomial in the phase variables.
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(a) (b)

(c) (d)

Figure 1. Orbits of iso-energetic Poincaré map ofH 0 near 1 : 2 resonance, for various values
of detuning parameter 1− 2a1 (see proposition 5). (a) a1 = 0.40, (b) a1 = 0.50 (c) a1 = 0.68,
(d) a1 = 0.70. For these pictures we useda2 = 0.07, a3 = 0.001, other coefficients zero and
H 0 = 0.2.

Although we analyse the example system in some detail, the main emphasis lies on the
method, which is applicable to many more systems. Therefore the theory is presented in
greater generality than is needed for the present example. Sections 6, 8 and 9 provide tools
applicable in the context of general (compact) symmetry groups, even though theZ2 group
occuring in the example is simple enough to be handled byad hocmethods.

1.1. Sketch of the results

The spring-pendulum lives in a four-dimensional phase space. It is customary to restrict to
energy level sets, thereby reducing the dimension to three. A Poincaré section subsequently
reduces the associated vector field to a planar symplectic map. Figure 1 shows a number
of Poincaŕe map orbits. Coefficients are chosen such that the harmonic truncations of the
constituting oscillators are in approximate 1 : 2 resonance. Our aim is to understand its
structure, and to predict the parameter values for which bifurcations take place.

Using the Birkhoff normal form procedure we find an integrable vector field
approximation to the Poincaré map. The associated planar Hamiltonian has a central
singularity equivalent to the (symmetric) hyperbolic umbilicx(x2 + y2), in the case of the
1 : 2 resonance. A versal deformation of this singularity, with corresponding bifurcation
diagram, is shown in figure 2. The underlying question of this research is: How are figure 1
and 2 related?
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Figure 2. Bifurcation diagram ofx(x2 + y2) +
u1x + u2y

2. Across the bifurcation lines saddle-
centre bifurcations occur. Across the parabola
u1 + 3u2

2 = 0 Hamiltonian pitchfork bifurcations
occur due toZ2 symmetry.

Figure 3. Bifurcation diagram of the planar
reduced systemHr . Grey areas denote portions
of phase or parameter space that do not
correspond to phase points of the original
system.

Figure 3 graphically presents a partial answer. It shows which parts of the parameter
space(u1, u2) and phase space, are actually visited by the system. By purely topological
arguments, it isa priori clear that some parts of phase and parameter space do not correspond
to physical states or configurations. This is reflected in the normalizing transformations we
compute.

We in fact obtain a quantitative answer, in the small-energy region, in the form of
bifurcation equations in the original parameters. These results are checked against numerical
estimates, with good agreement.

1.2. Overview of the reduction with distinguished parameters

One problem occurs in the naive application of equivariant singularity theory. The (formal)
rotational symmetry of the Birkhoff normal form gives rise to a formal integralλ in the planar
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Table 1. Overview of reductions and normalizations.

Section 2 3 3.2 4 5 6

Birkhoff Planar Central Versal BCKV
Context Original normal form reduction normal form deformation normal form
System H 0 Hn Hr Hc Hu HB

Phase space R4 R4 D2 R2 R2 R2

Coefficients ai , i > 1 bi , i > 2 bi , i > 2 di — ai
Parameters — b1 b1, λ ci , λ u1, u2 λ, b1

Symmetry Z2 × Z2 Z2 × S1 Z2 Z2 Z2 Z2

system. This parameter isdistinguished, in the sense that it is a function on the original phase
space. It is natural not to allow reparametrizations to depend on this distinguished parameter,
in contrast to ordinary equivariant singularity theory; see also remark 2. Second, the variable
λ, which can be interpreted as anangular momentumvariable, is always positive. This gives
special significance to the valueλ = 0, which we also want to preserve. Transformations
respecting both the distinguished nature as the zero level ofλ are calledBCKV-restricted
reparametrizations[6, 10].

Theorem 9 implements this restriction, and yields a versal deformation of the normalized
system via BCKV-restricted reparametrizations:

x(x2+ y2)+ (λ1+ u1)x + (λ2+ u2)y
2.

Hereλi andui are distinguished and ordinary parameters, respectively. One consequence
of the theorem is that a versal deformation requires at least two distinguished parameters,
but we have only one at our disposal. This problem can be attacked by the path formalism.
The resulting normal form, presented in theorem 13, involves coefficients that are functions
of the available parameters. They describe the path traced out by the system through the
parameter space of the versal deformation.

The BCKV normal form is built on the normal form in the ordinary context, together
with the reparametrizations connecting it to the original system. See theorem 7 for these
reparametrizations. The formal calculations involved make essential use of Gröbner basis
techniques, and are a main focus of the present paper. It is dealt with in sections 8 and 9.

1.3. Outline of the procedure

To clarify the various contexts, phase spaces and systems from the outset, we give here
a concise but detailed outline of the procedure leading to the BCKV normal form. This
section is summarized in table 1.

The starting-point is the two degree-of-freedom HamiltonianH 0 with aZ2×Z2 spatio-
temporal symmetry, depending on several coefficientsai .

After Birkhoff normalizing, the system is renamedHn and has acquired a formalS1

symmetry. It contains one of theZ2 symmetries as a subgroup, resulting in aZ2 × S1

symmetry. Also, this step singles out adetuning parameter, measuring the deviation from
the 1 : 2 resonance, around which the Birkhoff procedure is performed. This parameter
is called b1, and can be controlled by changing, for example, the spring constant. For
notational convenience, the other coefficients are renamedbi , i > 2.

Hn has two independent integrals of motion:Hn itself, and the formal integralλ, the
variable conjugate to theS1 symmetry. Trajectories lie on level sets ofHn, which, close to
the elliptic equilibrium, are 3-spheres inR4.
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After dividing out theS1 symmetry, on a section withλ nonzero and fixed, we getS2

(see section 7.1), which we represent by a disk with boundary. The boundary is an artefact
of the singular coordinate transformation. It is the image of a single point, and is called
the singular circle. The formally reduced system obtained is denoted byHr . It has oneZ2

symmetry left.
From here on we forget about the boundary introduced by the coordinate transformation,

and consider the system in a full neighbourhood of the origin inR2. The system is now
subjected to a transformation bringing the central singularity into a simple form: theZ2-
symmetric hyperbolic umbilic. We are left with a deformationHc of this singularity, in
terms of the parametersb1 andλ.

There exists a versal deformation of the hyperbolic umbilic with only two parameters.
(In the nonequivariant case one finds three.) This deformation is denoted byHu. In section 5
we find the reparametrizations that induceHc from Hu. This step is computationally
involved, indeed the second half of this paper is largely devoted to it. In this step we
employ Gr̈obner basis techniques to efficiently compute the required morphisms.

Finally, we use the reparametrizations of section 5 to compute the BCKV-restricted
normal formHB of our system.

1.4. Formal aspects: a perturbation problem

The transformations performed on the system are all either conjugacies or equivalences (i.e.
conjugacies modulo time scalings), except for one: the Birkhoff transformation. It provides
a formal conjugacy.

By theorems of Borel and Schwarz (see [5, 21, 16]), this formal conjugacy can be lifted
to a C∞ transformationφ, uniquely defined modulo a flat perturbation. The normalized
HamiltonianH 0 ◦ φ is therefore also defined up to a flat perturbation. This perturbation is
generally notS1 symmetric, so thatH 0 ◦ φ only respects the acquiredS1 symmetry up to
flat terms.

These flat terms account for the differences between the integrable approximation
(figure 3) and the numerical pictures (figure 1). Normalization reveals the dynamical
skeletonof the iso-energetic Poincaré map, describing the actual system accurately for
small energy, but disregarding details like transversality of stable and unstable manifolds
(and chaos), and subharmonics. Subharmonics can be found by similar means though; see
[9]. For more remarks on this flat perturbation problem, see [6, 8, 10].

1.5. Notation

Parameters and coefficients. The dynamical systems we investigate depend on a number of
variables. Certain variables are supposed to be constant during the evolution of the system,
for example the mass of a pendulum. Throughout, we reserve the namecoefficientfor a
‘constant variable’ that can take on arbitrary values, except possibly a few isolated ones that
are excluded by nondegeneracy conditions. The nameparameteris reserved for ‘constant
variables’ that aresmall; for our system these are the distinguished parameterλ and the
detuning parameterb1 = 1− 2a1.

Hamiltonian contexts. The Hamiltonian systemH we consider appears in many
incarnations, depending on the context. We denote the appropriate context by a superscript,
e.g.H 0 for the original Hamiltonian,Hn for the Birkhoff normal form.

Big-oh notation. We use the notation O(|x, y|n) to denote terms of total ordern and
higher inx andy. In standard notation, this would be O(|x|n+|y|n) = O((|x|+|y|)n). Also,
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Figure 4. The spring-pendulum with its symmetry-axis.

e.g. O(|ci, λ|n) stands for O(|c1|n + |c2|n + · · · + |λ|n), whenc is a vector of coefficients.
This will be clear from the context.

2. The spring-pendulum system

This section introduces the system that is used as a leading example: a planar pendulum
suspended by a spring constrained to move along the vertical axis. It is a typical two degree-
of-freedom Hamiltonian system with aZ2 × Z2 (time-reversal and reflection) symmetry.
Introducing this specific example allows us to describe the dynamics in terms of mechanical
motion. The results obtained are more generally valid, however. This will be made precise;
see also the remarks about proposition 1.

We now describe the system. Masses are attached to both ends of the rod, while both rod
and spring are massless. The configuration is given by the displacement of the suspension
point and the angle of the pendulum with the vertical axis, denoted byx1 and x2. The
potential energy isU(x1, x2) = −m2gl cosx2 + 1

2a
2x2

1 when the origin is suitably chosen.
The mi denote masses,M2 = m1 + m2, g the gravitational acceleration,l the length of
the pendulum anda2 the spring coefficient. The Hamiltonian of the system, expressed in
configuration coordinatesxi and their conjugatesyi reads

H(x, y) = 1

2
a2x2

1 −m2gl cosx2+ l
2m2y

2
1 +M2y2

2 − 2lm2y1y2 sinx2

m2l2(2M2+m2[cos(2x2)− 1])
. (2.1)

This Hamiltonian exhibits twoZ2-symmetries: a time-reversible symmetry denoted byT ,
and reflection symmetry in the vertical axis, denoted byS. Here

T : (x1, x2, y1, y2) 7→ (x1, x2,−y1,−y2)

S : (x1, x2, y1, y2) 7→ (x1,−x2, y1,−y2).
(2.2)

In the following, we use Cartesian canonical coordinatesxi, yi as well as complex variables
zi, z̄i and Hamiltonian polar coordinatesLi, φi . The relations between those coordinates
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and the symmetry maps are as follows:

zi = xi + iyi =
√

2Lie
iφi z̄i = xi − iyi =

√
2Lie

−iφi

φi = 1

2i
log

zi

z̄i
= arctan

yi

xi
Li = 1

2
zi z̄i = 1

2
(x2
i + y2

i )

xi =
√

2Li cosφi = 1

2
(zi + z̄i ) yi =

√
2Li sinφi = 1

2i
(zi − z̄i )

T : (z1, z̄1, z2, z̄2) 7→ (z̄1, z1, z̄2, z2) (L1, φ1, L2, φ2) 7→ (L1,−φ1, L2,−φ2)

S : (z1, z̄1, z2, z̄2) 7→ (z1, z̄1,−z2,−z̄2) (L1, φ1, L2, φ2) 7→ (L1, φ1, L2, φ2+ π).

(2.3)

We now writeH as a Taylor series in thexi and yi variables, and apply a rescaling of
variables and time to tidy up the quadratic terms.

Proposition 1. Provided thatm2 6= 0 and a 6= 0, by a rescaling of variables and time we
can bring the Hamiltonian (2.1) into the form

H 0(x, y) := x2
1 + y2

1

2
+ a1

x2
2 + y2

2

2
− 8a2x2y1y2− 16a3x

4
2 + 16a4x

2
2y

2
1 + 16a5x

2
2y

2
2

+32a6x
3
2y1y2+ 64a7x

6
2 + 64a8x

4
2y

2
1 + 64a9x

4
2y

2
2 (2.4)

moduloO(|x, y|7) terms, with symplectic formdx ∧ dy. Herea1 =
√
gM

a
√
l

anda2 = 1
8al , and

H 0 is invariant underS andT .

From now on, (2.4) is used as a starting point, with no conditions on the coefficients
ai . This system has the same qualitative form as the spring-pendulum system, in fact, for a
proper choice of the coefficientsai the latter is a high-order perturbation of (2.4) (modulo
a rescaling).

The physical origin of the system imposes some constraints on the coefficients, for
examplea1 > 0 and a2 > 0. We will not use these. Instead, we keep an eye on the
nondegeneracy conditions encountered during the calculations, allowing theai to otherwise
take arbitrary values. Some of these conditions are implied by the physical constraints.

3. Formal normalization and reduction to one degree of freedom

This section discusses the application of the Birkhoff normal form procedure to theZ2×Z2

symmetric HamiltonianH 0 (see (2.4)) around the 1 : 2 resonance. Then we discuss the
subsequent reduction of normalized HamiltonianHn to a one degree-of-freedom (i.e. planar)
systemHr , depending on an extra, distinguished, parameter.

For introductions to the Birkhoff normal form procedure, see e.g. [7, appendix 7,
25, chapter VII]. For a historical overview see [34, section 3.5]. It is well known how to
implement Birkhoff normal form computations in a computer [14, 15, 23] and we do not
discuss this here, we only present a concise overview.

The normal form computation is done in the ring of formal power series; see section 1.4
for relevant remarks.

3.1. The normal form procedure for a general two degree-of-freedom system

Here we treat the Birkhoff normal form for general two degree-of-freedom Hamiltonian
systems, with semisimple quadratic part, near resonance. After this we specialize toZ2×Z2

spatio-temporal symmetric systems.
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Assume that a HamiltonianH has a critical point at 0, and letH2 denote its quadratic
part. The adjoint action ofH2 is defined in terms of the Poisson bracket, namely
adH2 := {·, H2}. If the adjoint action is semisimple (which it is in the cases we consider), the
Birkhoff normal form is in ker adH2, implying thatH2 is conserved by the flow generated
by the normalized HamiltonianHn. The kernel is an algebra with respect to ordinary
addition and multiplication of formal power series, as adH2 is a derivation. A minimal set
of generators for this algebra is called aHilbert-basis.

Hn ∈ ker adH2 also means thatHn is invariant under theS1-action generated byH2,
which is Aξ : (z1, z2) 7→ (eq iξ z1, epiξ z2), ξ ∈ S1 = R/2πZ. The Hilbert basis just
mentioned is precisely the set of basic invariant polynomials for this action. If the group
action acts diagonally there existmonomialgenerators.

Proposition 2. LetH2 = iz1z̄1+ iωz2z̄2, whereω > 0, then a Hilbert-basis for the algebra
ker adH2 is given by:

(1) z1z̄1, z2z̄2, if ω 6∈ Q,
(2) z1z̄1, z2z̄2, zp1 z̄

q

2, z̄p1z
q

2, if ω = p

q
, p, q > 0, gcd(p, q) = 1.

In our case, theZ2× Z2 spatio-temporal symmetries lead to a smaller kernel.

Proposition 3 (Birkhoff normal form). Let H 0 be a Hamiltonian onR4 with vanishing
linear part, invariant underS and T as defined in (2.2). LetH 0

2 = iz1z̄1 + iωz2z̄2 be
its quadratic part, and assume thatω = P

Q
= p

q
with Q even,P,Q,p, q > 0 and

gcd(P,Q/2) = gcd(p, q) = 1. Then there exists a formal symplecticS- andT -equivariant
coordinate transformationφ such that

Hn := H 0 ◦ φ = H 0
2 + f0(z1z̄1, z2z̄2, z

P
1 z̄

Q

2 + z̄P1 zQ2 ),
where the Taylor series off0(ζ1, ζ2, ζ3) starts off asαζ3 + h.o.t. The quadratic partH 0

2 is
conserved under the flow ofHn, i.e.Hn is invariant under theS1-actionAξ : (z1, z2) 7→
(eq iξ z1, epiξ z2). This action is nondegenerate except on the axesz1 = 0 andz2 = 0 on which
points have isotropy subgroup (stabilizor)Zp andZq respectively.

(In general the problem of finding basic invariant polynomials for a given group action is
a difficult one; see e.g. [33].)

Proof. By proposition 2, a general element of ker adH2 can be written in the form
f = g1+zp1 z̄q2g2+ z̄p1zq2g3, wheregi = gi(z1z̄1, z2z̄2, z

P
1 z̄

Q

2 + z̄P1 zQ2 , zP1 z̄Q2 − z̄P1 zQ2 ). Suppose
f is invariant underS andT . If q is even,Q = q, and we can chooseg2 = g3 = 0. On
the other hand, ifq is odd, invariance off implies thatg2 = g3 = 0, by invariance of the
gi underS; see (2.3).

Invariance ofg1 under T implies that g1 depends on the square of the argument
zP1 z̄

Q

2 − z̄P1 zQ2 , which equals(zP1 z̄
Q

2 + z̄P1 zQ2 )2 − 4(z1z̄1)
P (z2z̄2)

Q. This proves thatz1z̄1,
z2z̄2 andzP1 z̄

Q

2 + z̄P1 zQ2 generate theS- andT -invariant part of ker adH2. �

The resonance of the system in the proposition above is referred to as theP : Q resonance.
In particular we refer to the 2 : 2 resonance instead of 1 : 1.

3.2. Reduction to one degree of freedom

The system, in the incarnationHn, now has acquired an additional (formal)S1-symmetry,
with action (z1, z2) 7→ (eipξ z1, eiqξ z2) for ξ ∈ S1 = R/2πZ, and corresponding conserved
quantityH 0

2 = z1z̄1+ωz2z̄2. This symmetry enables us to formally reduce to a one degree-
of-freedom system.
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We first express the normalized system in Hamiltonian polar coordinatesLi, φi ; see
(2.3):

Hn(L, φ) = L1+ ωL2+ f1(L1, L2, L
P/2
1 L

Q/2
2 cos(Pφ1−Qφ2)). (3.1)

Here, and elsewhere in this section, the functionsfi are of the same form asf0 in
proposition 3, differing only by innocent linear changes of variables. Letp = P/ gcd(P,Q),
q = Q/ gcd(P,Q), and letr, s be integers such thatpr − qs = 1. Consider the following
symplectic coordinate change:(

L̃1

L̃2

)
=
(
r s

q p

)(
L1

L2

) (
φ̃1

φ̃2

)
=
(
p −q
−s r

)(
φ1

φ2

)
.

The transformed system and symmetries now read:

Hn(L̃, φ̃) = 1

q
L̃2+ f2(L̃1, L̃2, (pL̃1− sL̃2)

P/2(−qL̃1+ rL̃2)
Q/2 cos(gcd(P,Q)φ̃1)),

T : (φ̃1, φ̃2) 7→ (−φ̃1,−φ̃2),

S : (φ̃1, φ̃2) 7→ (φ̃1+ qπ, φ̃2+ rπ),
S1-action :(φ̃1, φ̃2) 7→ (φ̃1, φ̃2+ ξ/q),
from which it is manifest that̃L2 is conserved (since the conjugate variableφ̃2 is cyclic);
indeed,L̃2 = qH 0

2 . We now reduce to a planar system by dividing out theS1-symmetry
generated bỹL2, viewing L̃2 as adistinguished parameterWe denote the planar reduction
of Hn we get in this way byHr . Calling L̃2 a parameter is justified if we consider only
small deviations from the system’s lower equilibrium, for then the system has little energy,
soHn, and thereforeL̃2, is small; see also remark 2. From here on, we writeλ for the
parameterL̃2.

Next, we apply the translation̄L1 = L̃1 − s
p
λ, φ̄1 = φ̃1. This is a symplectic

transformation in the current planar context. The Hamiltonian becomesHr = λ
q
+

f3(L̄1, λ, L̄
P/2
1 (L̄1− λ

pq
)Q/2 cos(gcd(P,Q)φ̄1)).

Finally, we return to Cartesian coordinates. Dropping the constant and hence
dynamically irrelevant termλ/q, we get the following.

Proposition 4. Under the assumptions of proposition 3, letHn be a Hamiltonian in Birkhoff
normal form. There exist coordinatesx, y, λ, φ on R4 such thatλ is constant on orbits of
Hn, and the projections of those orbits onto the(x, y)-plane coincide with those of a planar
Hamiltonian systemHr(x, y), with parameterλ and independent ofφ, of the form

P even:Hr = f4

(
x2+ y2, λ, (x2+ y2)

P
2−1(x2− y2)

(
x2+ y2− 2λ

pq

)Q/2)
;

P odd: Hr = f4

(
x2+ y2, λ, (x2+ y2)

P−1
2 x

(
x2+ y2− 2λ

pq

)Q/2)
,

wheref4(ζ1, ζ2, ζ3) = b1ζ3+ h.o.t.

Remark 1 (singular circle). The coordinate transformation to Hamiltonian polar coordi-
nates used in (3.1) is singular at the coordinate axesL1 = 0 andL2 = 0. These axes
becomepL̃1 − sL̃2 = 0 and−qL̃1 + rL̃2 = 0 in the transformed coordinates, and af-
ter translationL̄1 = 0 and L̄1 = λ/pq. The first singularity is removed by returning to
Cartesian coordinates in the plane. The second singularity is called thesingular circle.
At this circle L2 = 0 implying that the coordinateφ2 is ill-defined, and therefore so is
φ̄1 = pφ1− qφ2. In particular this implies thatHr is constant there; see also section 7.1.1.
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Remark 2 (the parameterλ). The adjectivedistinguishedrefers to the fact thatλ stems
from the phase space ofHn, not from the coefficientsai . If we are interested in the
organization of level sets ofHn in R4 (i.e. includingλ and its cyclic conjugate to the planar
reduced phase space), we may not let reparametrizations of ordinary parameters depend
on the distinguished parameter, see section 6. This should be contrasted to the point of
view taken in section 5, where we merely classify the organization of level sets inR2, and
where it is permissible to treatλ as an ordinary parameter. Note that in either setting we
do not allow reparametrizations ofλ to depend on phase variables, i.e. we regard it as a
true parameter.

Remark 3 (symmetries).When q is even, the acquiredS1 normal form symmetry group
contains the reflectionZ2-symmetryS as a subgroup. Before reduction the symmetry group
is thereforeS1× Z2× Z2 or S1× Z2, depending on the parity ofq, leading to a symmetry
groupZ2 or Z2× Z2 for the reduced system.

3.3. Planar reduction ofHn around1 : 2 resonance

We now present the results of the normal form computations starting from the Hamiltonian
(2.4) for the 1 : 2 resonance.

The coordinate transformation in Hamiltonian polar coordinates takes the form

L̄1 = L1, λ = 2L1+ L2, φ̄1 = φ1− 2φ2, φ̃2 = φ2

with singularities atL̄1 = 0 and L̄1 = λ/2, whereλ is the distinguished parameter.
Geometrically, the new coordinatēφ1 becomes constant in the unperturbed (ω = 1

2) linear
flow. In complex coordinates, the transformation reads

z1 = z′1
z′2
z̄′2
, z2 = z′2

√
1− 2

z′1z̄
′
1

z′2z̄
′
2

(3.2)

where zi are the old complex coordinates. The singular circle in these coordinates is
z′1z̄
′
1 = 1

2z
′
2z̄
′
2.

Proposition 5 (planar reduction). After Birkhoff normalization and reduction to one degree
of freedom, for the1 : 2 resonance (a1 around 1

2), up toO(|zi, z̄i |7) terms, the Hamiltonian
(2.4) takes the form

Hr = b1ζ1+ b2ζ2+ 1

b3
3

ζ3+ b4ζ
2
1 + b5ζ1ζ2+ b6ζ

2
2

+b7ζ1ζ3+ b8ζ2ζ3+ b9ζ
3
1 + b10ζ

2
1 ζ2+ b11ζ1ζ

2
2 + b12ζ

3
2 + b13ζ

2
3

whereζ1 = x2 + y2, ζ2 = λ, ζ3 = x(x2 + y2 − λ), and the coefficients for the terms up to
order four in the original phase coordinates are given by

b1 = 1

2
− a1; b2 = a1; b3 = 1

3
√
a2
;

b4 = 8

(
a2

2

1+ 2a1
− 3a3− a4+ a5

)
; b5 = 8(6a3+ a4− 2a5);

b6 = −8

(
a2

2

1+ 2a1
+ 3a3− a5

)
.
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The special form for the coefficient ofζ3 was chosen for notational convenience, as will
become apparent below. The coefficientb1 vanishes at resonance (a1 = 1

2). It is considered
small throughout, and is referred to asdetuning parameter, measuring the deviation from
the resonant frequency.

Remark 4. The first nondegeneracy condition is 1+ 2a1 6= 0. If we continue to normalize
to higher orders, more conditions of the forma1 6= p/q are found, wherep/q ∈ Q.

4. Normalization using singularity theory

We have reduced the original system near 1 : 2 resonance to a planar Hamiltonian
Hr depending on several coefficientsbi , a detuning parameterb1 and one distinguished
parameterλ. Because it is planar now, we may use general (Z2-symmetric) planar
morphisms (as opposed to symplectic ones) to further normalize our system. The resulting
normal form is not dynamically conjugate, butequivalentto the original system, that is,
conjugate modulo a state-dependent reparametrization of time; see [10, 6] and in particular
[8] for more details on this method.

The central singularity is defined by the parameter valuesb1 = 0 (resonance) andλ = 0.
At this central singularity the Hamiltonian still depends on the coefficientsbi , i > 1. In this
section we bring the central singularity in the normal formx(x2+y2), which is independent
of the bi . This singularity is theZ2-invariant hyperbolic umbilic (see [29]), in Arnol’d’s
classification denoted byD+4 .

First, by a simple scaling transformationφ1 we can achieve that the Hamiltonian takes
the formHr ′ := Hr

b1=λ=0 ◦ φ1 = x(x2+ y2)+ h.o.t.

Remark 5 (nondegeneracy conditions).This is possible provided that the coefficient of
the third-order terms (inx, y) are nonzero. This translates into the conditiona2 6= 0; see
proposition 5.

Next, we look for a near-identity planar morphismφ removing the h.o.t. fromHr ′.
This morphism should respect theZ2-symmetry(x, y) 7→ (x,−y). By a generalization
of [24, theorem III.5.2] that incorporates the symmetry group,Hr ′ is isomorphic, by a
Z2-equivariant morphism, tox(x2+ y2); for details see appendix A.

Now that existence ofφ is guaranteed, how do wecomputeit? We employ the following
iterative approach. Setφ1(x) = x, and assume that

Hr ′ ◦ φk = x(x2+ y2)+O(|x, y|k+3) (4.1)

for somek. To findφk′ with k′ = k+1 we setφk′ = φk+
∑
αiti , where{ti} span the space

of Z2-equivariant terms inx, y of degreek′, andαi the coefficients to be determined. In
the present case, equation (4.1) fork = k′ is then satisfied for terms of degreek′ + 2 and
lower, and for degreek′ + 3 it forms a, generally underdetermined, set of linear equations
for theαi . (The scaling transformation—replacingφ1—can be found analogously, but then
the equations are nonlinear.) Summarizing we have the following proposition.

Proposition 6. There exists a coordinate transformationφ : R2 → R2 such thatHc :=
Hr ◦ φ is of the form

Hc = (1+ c1)x(x
2+ y2)+ c2(x

2+ y2)+ c3x
4+ c4x

2y2+ c5y
4

+λ(d1x + d2x
2+ d3y

2+ d4x
3+ d5xy

2+ d6x
4+ d7x

2y2+ d8y
4)

+λ2(d12x + d13x
2+ d14y

2)
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modulo terms ofO(|x, y|5), O(|ci, λ|3) and O(|x, y|3|c, λ|2). Here di = di(bj ) are
coefficients, andci = ci(bj ) are parameters, all of them polynomial expressions in thebi .
Theci vanish atb1 = 0.

Proof. See appendix A.1. �

We say thatHc is in central singularity reduced form, i.e. at the central singularity
b1 = λ = 0 it reduces to the normal formx(x2+ y2).

Remark 6 (dependence ofφ on coefficients).We considerφ in the above proposition to
be fixed, i.e. independent of parameters. It does depend on the coefficientsb2, b3, . . .

however, sinceHr |λ=b1=0 also depends on those.

Some leading order parameters and coefficients are:

c1 = − 1

96
b1b

6
3b4, c2 = b1b

2
3

4
,

d1 = − 1

b2
3

, d2 = 1

3
b2

3(b4+ 3b5), d3 = b2
3(b4+ b5).

5. Inducing H from a universal deformation

This section forms the core of the paper, in which we achieve our goal, namely finding the
normalizing transformations explicitly. At this point our systemH 0 is reduced toHc, a
deformation of the central singularityx(x2+y2), depending on parametersλ andci , and on
a number of coefficientsdi . This singularity is of codimension two, with versal deformation
Hu := x(x2 + y2) + u1x + u2y

2; see figure 2. We are to find transformations that induce
Hc from the modelHu.

For the moment we disregard the distinguished nature ofλ, treating it, like theci , as an
ordinary parameter; see remark 2. The results of this section are used in section 6, whereλ

is treated as a distinguished parameter. For notational convenience we writeλ = c0 here.
In appendix C we show thatHu(x, y, u1, u2) := x(x2+ y2)+u1x+u2y

2 is a universal
Z2-equivariant† deformation of the singularity(x, y) 7→ x(x2+ y2); see [26, 4]. It follows
that there exists a pair of morphisms (transformations)(φ, ρ), whereφ : R2×Rc×Rd → R2

is a parameter-dependent coordinate transformation, andρ : Rc × Rd → R2 is a
reparametrization from(ci, dj ) to (u1, u2), such that

Hu(φ(x, y, ci, di), ρ(ci, di)) = Hc(x, y, ci, di).

These morphisms obey the following additional constraints:φ is Z2-equivariant, and both
φ andρ are trivial at the central singularity, i.e.φ(x, y,0, di) = (x, y) andρ(0, di) = 0.

In appendix C we give a necessary and sufficient condition for versality of a deformation.
This is the well knowninfinitesimal stabilityequation‡ adapted to our equivariant context.
For the particular case ofHu this condition boils down to: for everyZ2-invariant germg
vanishing at the origin there should existZ2-invariant germsαi(x, y), i = 1, 2, 3 and real
numbersβ1, β2 such that

α1(x, y)x
∂f

∂x
+ α2(x, y)y

2∂f

∂x
+ α3(x, y)y

∂f

∂y
+ β1x + β2y

2 = g(x, y). (5.1)

† Recall that theZ2-symmetry is given by(x, y) 7→ (x,−y).
‡ See [19]. Necessity of this condition is immediate by considering deformations of the formHu(x, y,0, 0) +
c1g(x, y) for general (Z2-invariant)g; see [24, proposition IV.3.2].
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Here f is the central singularityx(x2 + y2). For thisf the condition is indeed satisfied
(see appendix C.1). Starting from the infinitesimal stability condition, versality is proved
by invoking the Mather–Malgrange preparation theorem [24, 28].

We are, however, interested not so much in existence but rather in actuallycomputing
the morphismsφ and ρ, up to a certain degree. There exists a rather straightforward
algorithm to do so [22], which repeatedly uses the fact that we can solve equations of the
form (5.1). The solutionsαi andβi form the building blocks ofφ andρ. This algorithm
is presented in section 8. It can be regarded as a constructive proof of the existence of a
formal solution forφ andρ.

Our ability to computeφ andρ now rests on our ability to compute solutions to (5.1).
This can be done efficiently using ideas from Gröbner basis theory. In section 9 we present
the algorithm. Here we give the results.

Proposition 7. LetHc be a planar Hamiltonian depending on parametersci and coefficients
di , with central singularityx(x2 + y2) at c0 = c1 = · · · = 0, symmetric under theZ2-
action (x, y) 7→ (x,−y). A versal deformation of this central singularity is given by
Hu := x(x2+ y2)+ u1x + u2y

2, so that there existφ andρ such that

Hc = Hu(φ(x, y, ci, di), ρ1(ci, di), ρ2(ci, di)) (5.2)

with φ(x, y,0, di) = (x, y), ρ(0, di) = (0, 0). To compute;
(a) φ moduloO(|x, y|A) + O(|ci |B), it is sufficient to knowHc moduloO(|x, y|A+2) +

O(|ci |B);
(b) ρ moduloO(|ci |B), it is sufficient to knowHc moduloO(|ci |B)+O(|x, y|3).
For systemHc of proposition 6, moduloO(|ci, λ|3) terms, and writingλ instead ofc0

again, the reparametrizationρ reads

u1 = (− 1
3c

2
2 +O(c3

i ))+ λ(d1− 1
3c1d1− 2

3c2d2+O(c2
i ))

+λ2(d12− 1
3d

2
2 − 1

3d1d4+O(ci))+O(λ3)

u2 = ( 2
3c2− 4

9c2c1+O(c3
i ))+ λ(− 1

3d2+ d3+ 1
9c3d1− c5d1+ 2

9c1d2− 2
3c1d3

+ 5
9c2d4− c2d5+O(c2

i ))+ λ2(− 1
3d13+ d14+ 2

9d2d4+ 1
3d3d4− d3d5

+ 1
9d1d6− d1d8+O(ci))+O(λ3).

The coordinate transformationφ, moduloO(|x, y|3)+O(|ci, λ|2) terms, reads

x 7→ 1
3c2− 1

3d2λ+ (1+ 1
3c1+ 1

3d4λ)x + ( 1
3c3− 1

3d6λ)x
2+ (c5+ d8λ)y

2

y 7→ (1− 1
6d4λ+ 1

2d5λ+ 1
3c1)y + ( 1

2c4− 3
2c5− 1

6c3+ 1
2d7λ− 3

2d8λ− 1
6d6λ)xy.

Remark 7 (relevant degree forHn). To computeρ up to second order, it suffices to know
Hc modulo O(|ci, λ|3) + O(|x, y|3) terms. In turn, for this,Hn modulo O(|x, y|7) terms
suffices, asλ is a quadratic polynomial on the phase space ofHn. To computeφ up to
terms given in proposition 7, it suffices to knowHc modulo O(|x, y|5)+O(|ci, λ|2) terms,
and againHn modulo O(|x, y|7) terms suffices.

Remark 8 (singular circle). In appendix D, the singular circle ofHu is defined as the
circular level set that touches the two saddle points arising foru2 < 0 (see figure 2). By
a topological argument, its pullback byφ must coincide with the singular circle ofHc,
defined as the set of singular points of (3.2). Up to the order inx, y, ci and λ that we
computedφ andρ in, we verified that they indeed do.

Proof of proposition 7. The first part is proved by inspecting the algorithm described in
section 8, and algorithm 18 (section 9.2). The fact thatHc is required up to orderA + 2



1582 H W Broer et al

in order to computeφ only up to degreeA is due to the first derivatives of the central
singularity being of second degree. Similarly, in order to fixρ, it is sufficient to compute
Hc up to degree two in(x, y) as the deformation directions associated toρ1 andρ2 are of
degree two or less (namelyx andy2 respectively).

A little computer algebra yields the second part. �

6. BCKV normal form

BCKV theory classifies the family of systemsHr as two degree-of-freedom systems. For a
given member of the family (i.e. for certain values of the coefficients) it provides a normal
form system, which is itself a two degree-of-freedom system. This should be contrasted to
the deformationHu, classifyingHr as a family ofplanar systems; see remark 2.

We now digress on the significance of planar unfoldingHu for the original two degree-
of-freedom systemHr , with the perturbation problem mentioned in the introduction in
mind. Essentiallyλ is a phase-space variable, hence it has to be viewed as a distinguished
parameter. ThenHu no longer is a versal unfolding, as the related morphisms treatλ as
an ordinary parameter. Indeed, in the distinguished-parameter setting the class of allowable
morphisms (reparametrizations) shrinks, increasing the number of (equivalence classes of)
normal forms.

It turns out to be possible to useHu to construct a suitable unfoldingHB (see theorem 9
below), corresponding to a generic path (surface) in a more general parameter space. In this
setting many more parameters are needed for versality. The path arises when the coefficients
of such a versal normal form are expressed as functions of the available parameters.
Moreover, these parameters will be expressed in the original (physical) constants of the
system. This gives the natural set-up for the aforementioned perturbation problem; see [10]
for a general discussion.

First we give the necessary definitions, in the context of a general (compact) symmetry
group0. In section 6.3 we specialize to the example system.

6.1. BCKV theory—definitions and main theorem

We first give a heuristic motivation for the form of allowable morphisms. Suppose that
HB(x, y, λ, u) is a normal form of the two-degree-of-freedom systemHn. Herex and y
are phase space variables,λ the distinguished parameter andu the ordinary parameters. We
require a morphism inducingHn from HB to respect the phase space and parameters. This
means, as usual, that theu-reparametrization may not depend onx andy, but neither onλ.
Furthermore,λ-reparametrizations are required to be independent ofx andy, becauseλ is
a constant of motion both forHn and the normal formHB .

Second, the distinguished parameterλ is physically interpreted asangular momentum.
By its nature, it is non-negative. It is therefore natural to require theλ-reparametrization to
respect the zero level. These ingredients lead to the following definition; see appendix C
for the notation.

Definition 8 (BCKV-restricted morphisms). Let two deformationsF ∈ E0n+r+s andG ∈
E0n+r+t of f = F(·, ·, 0) ∈ E0n+r be given, such thatf (0, λ) = 0. F is said to beinduced
fromG by 0-equivariant BCKV-restricted morphismsif there exist germs of0-equivariant
mappings9 : Rn+r+s → Rn+r+t , 8 : Rr+s → Rr+t and2 : Rs → Rt such that the
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following diagram commutes:

On Rn+r , Rn+r+s andRn+r+t the action of0 is defined by trivially extending it onRn.

In formulae, this amounts to: there existφ : Rr+s → Rr , ψ : Rn+r+s → Rn such
that8 = (φ,2), 9 = (ψ, φ,2), ψ(x, λ,0) = x, φ(λ, 0) = λ, φ(0, u) = 0, 2(0) = 0,
and F(x, λ, u) = G(ψ(x, λ, u), φ(λ, u),2(u)). The φ, ψ and2 are the analogues of
φ and ρi of (5.2), but obey more restrictions. Morphisms(9,8,2) as above are called
BCKV-restricted morphisms.

We are looking for versal deformations, i.e. deformations such that every other
deformation of the same germ can be induced from it. In [10, theorem 11], versal
deformations with respect to BCKV-restricted morphisms are characterized; we give the
0-equivariant version here.

Theorem 9 (BCKV-restricted versal deformations). Let f ∈ E0n+r be a family of germs
of 0-equivariant germs depending on a distinguished parameterλ ∈ Rr . Letf0 ∈ E0n : x 7→
f (x, 0) have codimensionc. Then:

(1) f has a universal deformation with respect to0-equivariant BCKV-restricted
morphisms ifff , considered as a deformation off0, is versal with respect to ordinary0-
equivariant morphisms.

(2) If F(x, λ, u) is a (uni)versal deformation off with respect to0-equivariant BCKV-
restricted morphisms, thenF(x, 0, u) is a (uni)versal deformation off0 with respect to
ordinary0-equivariant morphisms.

(3) If f (x, λ) is a universal deformation off0 with respect to ordinary0-equivariant
morphisms, thenr = c andF : Rn+c+c → R defined by

F(x, λ, u) = f (x, λ)+
c∑

j=1

uj
∂f

∂λj
(x, 0)

is a universal deformation off with respect to0-equivariant BCKV-restricted morphisms.

A universal deformation is a versal deformation with minimal number of parameters.

Proof. The proof for the nonequivariant case can be carried over to the present setting with
obvious changes; see [10]. �

6.2. Path formulation

As the number of distinguished parameters is fixed, theorem 9 implies that when the central
singularity f0 has high codimension, there are no versal deformations with respect to0-
equivariant BCKV-restricted morphisms.

However, we can view the system as asubfamilyof a versally deformed system. The
normal form then includes functions that describe the submanifold, embedded in the versal
system’s parameter space, that the system traces out. Bifurcations of the intersection of
this submanifold with the bifurcation set yields additional information. This description
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is usually called the path formulation, see [20, 3]. For this final reduction, we need the
following.

Definition 10. A BCKV-restricted reparametrizationis a mapping(φ, θ) with φ : Rr+s →
Rr , θ : Rs → Rs such thatφ(0, u) = 0, θ(0) = 0.

Note that it is not required thatφ(λ, 0) = λ.
The following lemma is a slightly stronger version of [10, lemma 7], and is used in the

proof of proposition 12 below.

Lemma 11 [10]. Let r 6 s, let π : Rs → Rr be a projection onto somer-dimensional
subspace ofRs , and let h̃ : (λ, u) ∈ Rr+s → Rs be a map (a ‘normal form’) such that
h̃(0, 0) = 0 and the derivativesDλ(π ◦ h̃(λ, u))|λ=u=0 andDu(π ◦ h̃(λ, u))|λ=u=0 both have
rank r. Then, for anyh ∈ E(r + s, s) with h(0, 0) = 0 there exists a BCKV-restricted
reparametrizationϒ = (φ, θ) such that

π(h(λ, u)) = π(h̃(ϒ(λ, u))).
Moreover, ifDλπ ◦ h(λ, u) andDuπ ◦ h(λ, u) both have rankr (at λ = u = 0), thenϒ can
be chosen invertible.

Proof. AsDuπ ◦ h̃(0, u) has full rank, andπ ◦h(0, 0) = π ◦ h̃(0, 0), by the inverse function
theorem there exists a functionθ(u) with θ(0) = 0 such thatπ ◦ h(0, u) = π ◦ h̃(0, θ(u)).

Now Dλπ ◦ h̃(λ, θ(u)) has full rank, and moreoverπ ◦ h(0, u) = π ◦ h̃(0, θ(u)), for
all u, so, applying the inverse function theorem again, we find a functionφ(λ, u) with
φ(0, u) = 0, such thatπ ◦ h(λ, u) = π ◦ h̃(φ(λ, u), θ(u)).

The last remark follows by applying the lemma with the roles ofh and h̃ interchanged.
�

Proposition 12. Let g(x, λ, u) : Rn+r+s → R be a generic0-invariant germ, and assume
thatf (x, σ1, . . . , σs) is a universal deformation ofg(x, 0, 0) using unrestricted0-equivariant
morphisms. Then there exists a BCKV-restricted reparametrizationϒ such that for the
normal form

F(x, λ, u) := f (x, λ1+ u1, . . . , λr + ur, σ̃r+1(λ, u), . . . , σ̃s(λ, u)),

where σ̃i , i = r + 1, . . . , s, are some functions, we have thatg can be induced from
F ◦(πx,ϒ) using BCKV-restricted0-equivariant morphisms. Hereπx denotes the projection
πx : (x, λ, u) 7→ x.

Proof. Let h(λ, u) be a reparametrization, and8(x, λ, u) a coordinate transformation, such
that f (8(x, λ, u), h(λ, u)) = g(x, λ, u). Define h̃i(λ, u) := λi + ui if 1 6 i 6 r and
h̃i(λ, u) := ui if r + 1 6 i 6 s, and setπ(σ1, . . . , σs) = (σ1, . . . , σr). The lemma now
applies. By genericity we may assume that the relevant derivatives have rankr, so we
find an invertible BCKV-restricted reparametrizationϒ such thathi(λ, u) = h̃i(ϒ(λ, u))

for i = 1, . . . , r, which means that for

F(x, λ, u) := f (x, λ1+ u1, . . . , λr + ur, hr+1 ◦ϒ−1(λ, u), . . . , hs ◦ϒ−1(λ, u)),

we haveg(x, λ, u) = F ◦ (πx,ϒ) ◦ (8, πλ, πu), where πλ : (x, λ, u) 7→ λ and πu :
(x, λ, u) 7→ u, proving the proposition. �
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6.3. BCKV normal form ofHc

The constructive proofs of proposition 12 and lemma 11 provide an algorithm for computing
the BCKV normal form. Using the reparametrizations of proposition 7, we choose forϒ

the following:

ϒ(λ, ci) = (u2(λ, ci)− u2(λ, 0), c1, u2(0, ci), c3, c4, . . .),

which is invertible, and theñσ2 := u1 ◦ϒ−1. The result is as follows.

Theorem 13 (BCKV normal form). The systemHc of proposition 6 is equivalent, modulo
BCKV-restricted morphisms and reparametrizations, and modulo terms of orderO(|ci, λ|3),
to

HB(x, y, λ, ci) = x(x2+ y2)+ y2(λ+ c2)+ x
×
(
− c

2
2

3
+O(c3

i )+
(
d1− c1d1

3
− 2c2d2

3
+O(c2

i )

)
βλ

+
(
d12− d

2
2

3
− d1d4

3

)
β2λ2

+
(
d1d13

3
− d1d14− 2d1d2d4

9
− d1d3d4

3
+ d1d3d5− d

2
1d6

9
+ d2

1d8+O(ci)

)
×β3λ2+O(λ3)

)
whereβ = 9(−3d2+ 9d3+ c1(2d2− 6d3)+ c2(5d4− 9d5)+ c3d1− 9c5d1)

−1+O(c2
i ).

The coefficient ofx expressed in theai reads

σ̃2 = − 1

48α
(1− 2a1)

2+O((1− 2a1)
3)

+λ
(−9a2

2

2αδ
+ 1

4αδ2
(2a4

2 − 144a2
3 + 5a2

4 − 6a3(a4− 16a5)+ 2a4a5

−16a2
5 + a2

2(−30a3+ a4+ 26a5)+ 3a2a6)(1− 2a1)+O((1− 2a1)
2)

)
+O(λ2)

whereα = 3

√
2a2

2 andδ = 2a2
2 + 6a3− a4− 2a5.

Remark 9 (nondegeneracy conditions).The BCKV normal form is only well defined ifβ
is, i.e. if d2− 3d3 6= 0. This translates intoa2 6= 0 anda2

2 6= (1+ 2a1)(3a3+ a4− a5). For
the spring-pendulum the first condition is trivial, the second one is not.

7. The planar system

In this section we regard the system as aplanar system depending on the detuning parameter
1 − 2a1 and distinguished parameterλ. This gives an integrable approximation to the
dynamics of the iso-energetic, or equivalently† iso-λ, Poincaŕe map.

In section 5 we found the planar versal normal form

Hu(x, y, u1, u2) = x(x2+ y2)+ u1x + u2y
2

† See [10, section 4.2].
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with saddle-centre and Hamiltonian pitchfork bifurcations occurring along the curvesu1 = 0
andu1 + 3u2

2 = 0 respectively; see figure 2. Plugging in the reparametrizations found in
section 5 yields implicit equations for these bifurcation curves in the(λ, 1− 2a1)-plane.
For practical reasons we choose to solve forλ in terms of 1−2a1. The result is as follows.

Proposition 14. In the reduced systemHc of proposition 6, saddle-centre and Hamiltonian
pitchfork bifurcations respectively occur along the following curves in parameter space:

u1 = 0 : λ = − (1− 2a1)
2(4(5+ 8a1)a

2
2 + (4a2

1 − 1)(24a3+ 5a4− 8a5))

3456(1+ 2a1)a
4
2

+O((1− 2a1)
3)

(7.1)

u1+ 3u2
2 = 0 : λ = (1− 2a1)

2

64a2
2

+ (a
2
2 − a4)(1− 2a1)

3

128a4
2

+O((1− 2a1)
4). (7.2)

Remark 10 (phantom bifurcation). The parameterλ is non-negative, and close to
resonance (a1 ≈ 1

2) the solution (7.1) is negative. In the systemH 0, therefore, the
corresponding bifurcation does not occur. This conclusion also follows from the observation
that at the bifurcation (7.1) the singular circle disappears (see appendix D), whereasHr

exhibits this singularity for all parameter values (see remark 1).

The second solution does define a bifurcation, however. We continue with a description of
it.

7.1. Bifurcations and dynamical implications

First we discuss the bifurcation of the reduced systemHc in the plane. If we leta1 deviate
sufficiently far from the resonant value12, the corresponding points in the(u1, u2)-plane in
figure 2 will trace out a line that crosses the parabola twice, asu1 is always negative.

Assume the parabola is crossed from below. Then at first the system has one maximum
inside the singular circle, and a saddle point outside it. After the first Hamiltonian pitchfork
bifurcation, two saddle points have formed on the singular circle, together with a minimum
inside, with no critical points outside. The two saddle points have a heteroclinic connection
because of theZ2-symmetry.

The second bifurcation destroys the maximum, leaving only a minimum inside the circle,
and again a saddle outside of it.

7.1.1. Topological remarks. A priorithe spring-pendulum lives on the fixed-energy
submanifold inR4, in our caseS3. This sphere is equivalent toD2 × S1, modulo an
identification on∂D2× S1.

The normalized HamiltonianHn on S3 has a nondegenerateS1-symmetry, except on
oneS1-orbit where points have stabilizorZ2; see proposition 3. A model for this topology
is the mapD2× S1→ S3 given by

(x, y, φ) 7→ (
√

1− r2 cosφ,
√

1− r2 sinφ, x cos 2φ − y sin 2φ, x sin 2φ + y cos 2φ).

(Herer2 = x2+y2 andD1 = {r2 6 1}.) This map is surjective, and injective on the interior
of its domain. Fixing theS1-symmetry, it provides a correspondence betweenS1-symmetric
functions onS3 and functions onD2 that are constant on∂D2, that is, functions onS2. This
justifies viewing the bifurcations described above onS2, and the remark in section 1.3 that
S3 divided out by anS1-action givesS2. In this picture, the singular circle collapses to a
single point onS2, and is referred to as thepole.
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Figure 5. Intersections of the reduced phase space with level sets ofHn (here depicted as
planes) through the singular point, for several values of the parametera1.

More precise information can be obtained by exploiting the algebraic structure. The
normalized Hamiltonian can be written asHn = f (ξ1, ξ2, ξ3, ξ4) whereξ1 = z1z̄1, ξ2 = z2z̄2,
ξ3 = z1z̄

2
2+ z̄1z

2
2 andξ4 = (z1z̄

2
2− z̄1z

2
2)/i are the basic (real) invariant polynomials. These

basic invariants are notfree, but satisfy the relationξ1ξ
2
2 = (ξ2

3 + ξ2
4 )/4. Moreover, reality

conditions implyξ1 > 0 andξ2 > 0. The quadratic partH2 is an integral ofHn, and without
loss of generality we may reduce toH2 = 2ξ1 + ξ2 = ε, whereε is some small positive
number. Then, the relation between the invariants defines a two-dimensional manifold, the
reduced phase space, in R3, namely(ε−2ξ1)

2ξ1 = 1
4(ξ

2
3 + ξ2

4 ). Topologically it is a sphere,
but has a cone-like singularity atξ2 = 0; see figure 5). This singularity has dynamical
significance: it is always a fixed point.

We now interpret the bifurcations on this (topological) sphere. Levels ofHn are surfaces
in R3 3 (ξ1, ξ3, ξ4) and intersect the reduced phase space in a curve; again, see figure 5.
As in the previous section, suppose we traverse the(u1, u2)-plane on the left of theu2-axis
crossing the parabola of Hamiltonian pitchfork bifurcations twice. First, the Hamiltonian has
one maximum somewhere onS2, and a minimum at the pole. The heteroclinic connection
appearing in the planar normal form after the first bifurcation corresponds to a level curve
passing through the pole. In this situation, the pole is no longer a minimum. At the second
bifurcation the heteroclinic connection disappears, implying that the pole is an extremum
again, now a maximum.

7.1.2. Dynamics of the spring-pendulumAt the pole,L1 is a maximum, corresponding
to the pendulum moving vertically without swinging (x2 ≡ 0, see figure 4). This periodic
trajectory corresponds to the one with nontrivial stabilizor under the globalS1-action, in
other words, its period is half that of other periodic trajectories. Outside the parabola in
figure 2 this motion is stable, corresponding to a minimum or a maximum ofHn, but close
to resonance it is unstable.

In the latter situation, the spring-pendulum exhibits two stable periodic trajectories. The
lower mass traces out a∪-shaped and∩-shaped path, respectively. Far away from resonance,
one of these turned into the now-stable vertical motion, while the other turned into a purely
swinging motion (x1 ≡ constant in normalized coordinates). In ordinary coordinates this
motion is special in thatm1 oscillates with the same frequency asm2, instead of roughly
twice that in the general situation.

7.2. Comparison with numerical simulations

To check the results above, we integratedH 0 numerically, and plotted the iso-energetic
Poincaŕe sectionφ2 = 0 for varying values of the energy and detuning parametera1. The
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Table 2. Comparison of bifurcation values, found numerically and analytically.

H a1 a2 a3 λmeasured λpredicted

0.01 0.538 5 0.07 0.001 0.020 0.018
0.01 0.463 0.07 0.001 0.020 0.018
0.001 0.512 55 0.07 0.001 0.002 00 0.001 98
0.001 0.487 6 0.07 0.001 0.002 00 0.001 99
0.001 0.536 5 0.2 0.001 0.002 00 0.002 01
0.001 0.465 0.2 0.001 0.002 00 0.001 98

resulting pictures, shown in figure 1, are similar to those found by computation and are
shown in figure 3. The differences (chaotic regions, subharmonics) are caused by the
flat perturbation between the normalizedH 0 andHn, destroying integrability inH 0; see
section 1.4.

To check (7.2), we located some bifurcation points, by varying the detuning parameter
a1 for fixedH , a2 anda3. Otherai were set to zero. The results are given in table 2. For
these values of the energy,λ = 2H to good approximation. The final column gives the
bifurcation value ofλ given by (7.2) in each situation. The agreement with the measured
value ofλ is very good, especially for smallH , as expected.

8. Computing universal deformation morphisms

This section is devoted to describing an algorithm that computes morphisms inducing a
given deformation from some universal deformation. First we duscuss the case without
symmetry. This algorithm was first described in [22], where it was taken for granted that
the infinitesimal stability equation could effectively be solved. In section 9 we solve this
equation using Gr̈obner basis techniques. At the end we discuss the modifications to the
algorithm that incorporate the effects of a symmetry group. We note that Gröbner bases
appear more often in the context of dynamical systems, commonly in relation to finding
fundamental invariant polynomials; see e.g. [11, 17, 18].

Suppose that a deformationF(x, µj ) of some germf (x) ∈ En is given, that is,F(x, 0),
x ∈ Rn. Suppose further that a versal deformation off (x) has been found. In practice this
means that some polynomialsPj exist such that〈

∂f

∂xi

〉
En
+ spanR{Pj } = En, (8.1)

(but see appendix C for a general definition) and thenG(x, u) := f (x)+∑j ujPj is a versal
deformation. With this explicit form in hand, it is possible to investigate the bifurcation set.
This gives a catalogue of all bifurcations that may occur in the original deformationF .

This does not, however, give information aboutwhich bifurcations actually do occur in
F , and for which parameter values, nor about thelocation of critical points in phase space.
For this kind of information we need the morphism inducingF from G. This section
describes an algorithm that computes this morphism.

8.1. An algorithm computing deformation morphisms

The algorithm presented here was taken from [22]. It is an iterative algorithm, computing
the solution degree by degree in theparameters. It constitutes a constructive proof of the
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existence of a formal solution, and an explicit algorithm for finding such a solution up to
any desired degree.

The assumption thatG = f (x)+∑µjPj (x) is a versal deformation implies that (8.1)
holds. It is equivalent to the statement that for any germg ∈ En, we can find germs
αi(x) ∈ En and real numbersβi that solve theinfinitesimal stability equation(see [19]):∑

i

αi(x)
∂f

∂xi
+
∑
i

βiPi(x) = g(x). (8.2)

In the case of our modelG = x(x2 + y2)+ u1x + u2y
2, this becomes (5.1). The result of

this section is the following.

Proposition 15 (computing versal deformation morphisms).Let F(x, µj ), x ∈ Rn and
j = 1, . . . , k be a deformation off (x) = F(x, 0), and letG(x, uj ), j = 1, . . . , d be a
versal deformation off (x). Assume that we have an algorithm that, for givenf , Pi and
g solves the infinitesimal stability equation (8.2) moduloO(xd) terms. Then the algorithm
presented below computes, for anym, a diffeomorphismφ(x, µj ) and a reparametrization
ρ(µj ) such thatφ(x, 0) = x, ρ(0) = 0 and

F(x, µj ) = G(φ(x, µj ), ρ(µj ))+O(xd)+O(µm). (8.3)

The morphism(φ, ρ) is said to induceF fromG.

An algorithm to solve the inifinitesimal stability equation is presented in section 9.
We make the inessential assumption that the versal deformationG is of the form

G(x, uj ) = f (x) + ∑d
j=1µjPj (x). The algorithm can be easily adapted to cope with

more general deformations, but allowing these does not yield stronger results, and does
clutter the notation.

So we are to find a deformation morphism inducingF from G. The line of attack is to
expandφ andρ as formal power series in theparametersµj , and to solve (8.3) iteratively
for increasing order inµ. We define

φ(x, µ) :=
∑
i>0

φi(x, µ), ρ(µ) :=
∑
i>0

ρi(µ)

whereφi andρi are homogeneous of degreei in the parametersµ, and denote the solutions
up to and including orderp in µ by superscripting the mappings byp:

φp(x, µ) :=
p∑
i=0

φi(x, µ), ρp(µ) :=
p∑
i=0

ρi(µ).

Now assume (8.3) has been solved up toµ-orderp, that is,

F(x, µj ) = G(φp(x, µj ), ρp(µj ))+O(µp+1)+O(xd).

(For p = 0 this is true if we setφ0(x, µ) := x andρ0(µ) := 0.) To solve (8.3) up to order
p + 1 we add(p + 1)st-order terms inµ:

G(φp+1, ρp+1) = G(φp + φp+1, ρ
p + ρp+1) = G(φp, ρp)+DxG(φ

p, ρp) · φp+1

+DµG(φ
p, ρp) · ρp+1+O(|φp+1|2+ |ρp+1|2)

= G(φp, ρp)+Dxf (x) · φp+1+DµG(x,µ)|µ=0 · ρp+1+O(µp+2).

To obtain the last equality we used the estimatesφp(x, µ) = x + O(µ), φp+1(x, µ) =
O(µp+1), ρp(µ) = O(µ) andG(x,µ) = f (x) + O(µ). Using this we write (8.3) up to
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µ-orderp + 1 in the following way, expanding inner products of vectors in terms of their
component functions, and using thatG(x, u) = f (x)+∑k ukPk(x):

F(x, µj )−G(φp(x, µj ), ρp(µj )) =
n∑
k=1

∂f

∂xk
(x) · φp+1,k(x, µj )

+
d∑
k=1

Pk(x) · ρp+1,k(µj )+O(|µj |p+2). (8.4)

The left-hand side of (8.4) does not contain terms of order less thanp + 1 in µ, as we
assumed thatφp, ρp solved (8.3) up to orderp. We can solve (8.4) by equating coefficients
of µσ = µσ1

1 · · ·µσdd left and right, whereσ1+· · ·+σd = p+1. For each termµσ we obtain
an equation of the form (8.2), and by the universality condition each of those equations can
be solved. This proves existence of a formal solution to (8.3).

Section 9 presents an algorithm to compute a solution to (8.2), up to any desired degree
in x.

8.2. Universal deformations with symmetry

In the presence of a symmetry group0, the versal deformation condition (8.1) changes into

T 0(f )+ R{Pj } = E0n . (8.5)

Here T 0(f ) is the0-equivariant tangent space tof . It is the ideal generated by{vif },
where thevi are the generators of theE0n -module of0-equivariant vector fields onRn (see
appendix A).

When 0 = Z2 with action (x, y) 7→ (x,−y), the generatorsvi are v1 = ∂
∂x

and
v2 = y ∂

∂y
. The discussion above can be copied almost verbatim, and in the end we have to

solve several instances of an equation of the form

N∑
k=1

αi(x)(vif )(x)+
d∑
k=1

βiPi(x) = g(x). (8.6)

HereN is the number of generatorsvi . The functionsvif , Pi andg are all0-invariant,
and we are to find0-invariantαi ’s andβi ’s that solve (8.6)

9. Solving the infinitesimal stability equation using singularity Gröbner bases

In section 8 we reduced the algorithmic problem of finding deformation morphisms to
solving the infinitesimal stability equation (8.2) several times over. Solving this equation
is similar to ordinary division. We present an efficient algorithm that uses ideas from
Gröbner basis theory. Similar algorithms have been proposed in, e.g. [12, 27]. First the
case without symmetry is discussed. In section 9.5 symmetry is incorporated.

To start, we reformulate our problem in a slightly more general way. The infinitesimal
stability equation can be cast in the form

k∑
i=1

αifi +
m∑
i=1

βiri = g, (9.1)

where we want to findαi ∈ En and βi ∈ R in terms of a giveng ∈ En. The
f1, . . . , fk, r1, . . . , rm ∈ En are considered fixed, and we suppose that

〈fi〉En + spanR{r1, . . . , rm} = En, (9.2)
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implying existence of a solution. We suppose, for clarity of exposition, that the numberm

of complementing functionsri is minimal.
In practice we are interested in the solution up to some given degree; say in (9.1)

we want to knowαi andβi modulo degreed terms. Then the question reduces to linear
algebra: ifV denotes the finite-dimensional vector space of truncated power series, the map
(αi, βi) →

∑
αifi +

∑
βiri is a linear map fromV ⊕ · · · ⊕ V ⊕ Rm → V , surjective

by assumption. Although it is possible to find a solution by straightforward Gaussian
elimination, this is laborious. We therefore seek a more efficient algorithm.

Below we give an algorithm that effects the splitting

g =
∑
i

αifi + r +O(xd). (9.3)

The first term lies in the idealI = 〈fi〉. The algorithm takesg and a set of generators of
I as input, and produces truncated power seriesαi and r. The outputr of the algorithm
depends on the particular set of generators used, and on their ordering. Specifically,r does
not a priori lie in anm-dimensional vector space, but generally in a larger one.

By adding certain functions to our initial set of generators{f1, . . . , fk}, but in such
a way that the ideal they generate remains the same, the outputr can be forced to lie
in anm-dimensional vector space. Moreover, it becomes uniquely determined, in a sense
explained below. A set of generators that make our algorithm behave in this nice way is
called asingularity Gröbner basis. The name is taken from [12].

Finally, a small computation brings the output in the desired form (9.1).

Remark 11 (fixing the zero level).In our application,g of (9.1) vanishes at the origin,
as we deal withpotential deformations. This generally renders one of the deformation
directionsri redundant. Apart from this detail, the discussion remains applicable to our
situation without change.

9.1. Definitions

In order to write down the division algorithm we need the following concepts. They are
adapted from [13].

9.1.1. Monomial ordering.

Definition 16. A monomial orderingon Zn>0, or equivalently on monomialsxα, is an
ordering< such that:

(i) < is a linear ordering, i.e. for everyα, β exactly one ofα = β, α < β, β < α holds.
(ii) If α < β thenα + γ < β + γ .
(iii) < is a well-ordering, i.e. every nonempty subset ofZn>0 has a smallest element

under<.

In our computations we use the following ordering:xα < xβ if either the total degree ofxα

is smaller than the total degree ofxβ , or the total degrees are equal andxα precedesxβ in
lexicographic ordering. For example,x2y < xy2 asxxy occurs beforexyy in a dictionary.
More precisely, the relationα < β holds if:
• |α| < |β|, or
• |α| = |β|, and for somej we haveαi = βi for i = 1, . . . , j − 1 andαj > βj .

Here |α| = α1+ · · · + αn.



1592 H W Broer et al

9.1.2. Lowest term of a power series.The following concepts are the ‘opposite’ of the LT,
LM and LC used with ordinary Gröbner bases [13]. In that context they stand forleading
term, leading monomialand leading coefficientrespectively, and they refer to the greatest
monomial occurring in a polynomial. In the context of truncated power series, the concept
of greatestmonomial is not well defined. However, thesmallestmonomial is, and turns
out to be useful.

Definition 17.
(i) MM(f ) is the minimal monomial occurring inf , with respect to the monomial

ordering.
(ii) MC(f ) is the coefficient associated to the monomialMM(f ).
(iii) MT(f ) is the term associated toMM(f ), that is,MT(f ) = MC(f ) ·MM(f ).
(iv) multideg(f ) is the exponent of the monomialMM(f ), an element ofZn>0.
(v) A monomialxα is said to divide a monomialxβ , denoted byxα|xβ , if β − α is a

vector with non-negative entries, and thenxβ/xα := xβ−α.

9.2. The division algorithm

Let a degree boundd be given. The following algorithm is a first step towards solving (9.1)
modulo terms of degreed or higher ing.

Algorithm 18 (division of g through {fi}).
Input: integerd, power seriesg, f1, . . . , fk truncated at degreed.
Output: power seriesr, q1, . . . , qk truncated at degreed, such that

g =
k∑
i=1

qifi + r modulo terms of degreed and higher (9.4)

r ∈ spanR{xα : MM(fi) 6 | xα∀i}. (9.5)

Algorithm:

h← g

Reduceh modulo terms of degreed or higher
r ← 0
qi ← 0 (i = 1, . . . , k)
While h 6= 0 do the following.

If MM(fi)|MM(h) for somei, then
qi ← qi +MT(h)/MT(fi)
h← h− (MT(h)/MT(fi)) fi
Reduceh modulo terms of degreed or higher

Else
r ← r +MT(h)
h← h−MT(h)

Endif
Endwhile.

(The symbol← is the assignment operator and should be read as ‘becomes’.)

Proof. Termination is guaranteed because each pass through the While-loop removes the
minimal term fromh and does not introduce smaller terms. As there are only finitely many
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monomials of degree less thand, this implies termination. The body of the While-loop
maintains the following invariant:

h+
∑
i

qifi + r = g modulo terms of degreed and higher

implying (9.4) when the algorithm is finished. �

The reductions modulo degree-d terms are necessary if the monomial ordering is not
compatible with the degree, for in that caseMM(h) might be of degreed or higher even if
there are still terms of lower degree present inh, and the algorithm might not terminate.

We knowa priori that the outputr lies in the vector space (9.5). The following example
shows that this not necessarily determinesr uniquely.

9.2.1. Example. Taking f1 = x2 + y2, f2 = xy and the monomial ordering we described
before, then the inputg = y3 gives outputq1 = q2 = 0, r = y3. On the other hand, we
have

y3 = yf1− xf2

showing thatq1 = y, q2 = x and r = 0 also satisfy the output criteria. It follows that for
thesefi the output criteria do not determiner uniquely.

A very similar problem is encountered when trying to solve the polynomial ideal
membership problem. This problem is solved using Gröbner bases. Our problem can
be solved in much the same way, using a modification of Gröbner basis ideas; see [12, 27].

9.3. Singularity Gr¨obner bases

We define a singularity Gröbner basis (SGB), to be a set of generators for a given ideal that
makes the division algorithm above behave nicely.

Definition 19. G = {f1, . . . , fk} is an SGB for an idealI if I = 〈G〉, and the outputr of
algorithm 18 is uniquely determined by (9.4) and (9.5), for allg.

For example,{x2 + y2, xy} is not an SGB, as we saw above. The set{x2 + y2, xy, y3} is,
but we cannot prove this yet; see appendix E.

We now give an intrinsic characterization of SGBs. To do so we need one definition.

Definition 20. Let I ∈ En be an ideal.MM(I ) := 〈{MM(f ) : f ∈ I }〉.
Proposition 21 (intrinsic characterization of SGBs).G = {g1, . . . , gk} is an SGB for the
ideal I = 〈G〉 iff 〈MM(g1), . . . ,MM(gk)〉 = MM(I ).

We check the example above.G is not an SGB, and indeed:y3 ∈ 〈G〉 because
y3 = y(x2+y2)−x(xy), soy3 ∈ MM(〈G〉), buty3 6∈ 〈MM(x2+ y2),MM(xy)〉 = 〈x2, xy〉.

Proof of proposition 21.
(1) Assume thatG is an SGB. Letg ∈ 〈G〉, and apply the division algorithm tog and the

generatorsgi . Because the outputr is uniquely determined, it must be zero. This implies that
the algorithm never executed the Else part of the If statement. In particular, in the first pass
this means thatMT(gi)|MT(g) for somei, in other wordsMM(g) ∈ 〈MM(g1), . . . ,MM(gk)〉,
or, asg is a general element of〈G〉, MM(〈G〉) ⊂ 〈MM(g1), . . . ,MM(gk)〉. The reverse
inclusion is immediate. This proves the first part.

(2) Assuming thatMM(〈G〉) = 〈MM(g1), . . . ,MM(gk)〉, we want to show thatr is
uniquely determined by (9.4) and (9.5). Suppose it is not, and writeg = ∑

αigi + r =
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α′igi + r ′, or

∑
(αi − α′i )gi = r ′ − r where r − r ′ 6= 0. We haver ′ − r ∈ 〈G〉,

implying that MM(r ′ − r) ∈ MM(〈G〉), and invoking the assumption we find that
MM(r ′ − r) ∈ 〈MM(g1), . . . ,MM(gk)〉. This in turn implies thatMM(gi)|MM(r ′ − r)
for somei, contradicting (9.5), sor = r ′. �

Every ideal has an SGB. In appendix E we give a constructive proof of this fact:
an algorithm that adds elements to a given set of generatorsG = {g1, . . . , gk} so that it
becomes an SGB. Each of these new elementsg′j are elements of the ideal〈G〉, and in fact
the algorithm can be adapted to supplyγij that explicitly express the new elements in the
old ones:g′j =

∑
i γij gi . With theseγij the output of the division algorithm,

g =
∑
i

αigi +
∑
j

α′j g
′
j + r,

can be rewritten in the form

g =
∑
i

(
αi +

∑
j

γijα
′
j

)
gi + r. (9.6)

9.4. Solution of (9.1)

Our last task is to rewrite (9.6) in the form (9.1), that is, using the givenri , instead of a
remainderr of the form (9.5).

Remark 12. If we may choose the form of the versal deformation ourselves, we can control
the ri that occur in (9.1). If we choosePi = xαi , where the set ofxαi forms the monomial
basis of the vector space in (9.5), we getri = xαi and the output of the algorithm is
automatically in the desired form.

Assume we have an SGB{g1, . . . , gt } for the ideal〈f1, . . . , fk〉, and letγij ∈ En be
such thatgi =

∑
j γij fj . As noted above, theseγij can be computed while computing the

SGB; see appendix E.
Denote the vector space (9.5) byG⊥, and its monomial basis by{xα : α ∈ A}. Divide

all ri through the SGB, and use theγij to get expressions

ri =
∑
j

cij fj +
∑
α∈A

diαx
α.

Because〈fi〉En + spanR{r1, . . . , rm} = En, we know that the canonical projections of theri
spanG⊥, that is, the matrixdiα has rank #A. So, with some linear algebra we can find
matricesc′αj andd ′αj such that

xα =
∑
j

c′αjfj +
∑
j

d ′αj rj .

Now divide theg through the SGB. Using theγij we get

g =
∑
i

αifi +
∑
α

βαx
α =

∑
i

(
αi +

∑
α

βαc
′
αi

)
fi +

∑
j

(∑
α

βαd
′
αj

)
rj

which is in the form (9.1) as desired.
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9.5. The infinitesimal stability equation with symmetry

We now discuss how to modify the algorithm to make it applicable to the symmetric case.
We assume that we are dealing with a compact symmetry group. This implies the existence
of a finite Hilbert basis of invariants, and a normalized Haar-measure dγ . Using this
measure the operatorA : En→ E0n is defined as follows:

A(f ) :=
∫
0

f ◦ γdγ.

(Heref ◦ γ is the composition off with the linear action ofγ onRn.) The operatorA is
called the Reynolds, oraveragingoperator; see [13]. It is the identity operator onE0n ⊂ En.
For finite groups the integral reduces to a finite sum.

To state the symmetric division algorithm, some extra notation is useful. Letfi ∈ E0n ,
i = 1, . . . , k be the given divisors. Algorithm 37 extends this set to an SGBfi ∈ En,
i = 1, . . . , m. Note that thefi need no longer be symmetric. The algorithm also yieldsγij
that express thefi with i > k in the originalfi .

Let R denote theR-vector space, defined in (9.5), of possibler-outputs of algorithm 18.
Finally, let R0 denote theR-vector space of averaged restsA(r), where r is the rest
by division throughf1, . . . , fm by algorithm 18 of the elements ofA(R). In general
R0 ⊂ A(R).
Algorithm 22 (symmetric division of g ∈ EΓ

n through {f, . . . ,fk} ⊂ EΓ
n .).

Input: integerd, power seriesg, fi truncated at degreed.
Output: power seriesr, q1, . . . , qk ∈ E0n truncated at degreed, such that

g =
m∑
i=1

qifi + r modulo terms of degreed and higher (9.7)

r ∈ R0. (9.8)

Moreover,r only depends on the restclass ofg modulo〈f1, . . . , fk〉E0n , and if g ∈ R0 then
r = g.

Algorithm:

Compute Gr̈obner basis{f1, . . . , fm} of 〈f1, . . . , fk〉E0n , with γij , using algorithm 37.
Regardg as element ofEn, and apply algorithm 18 yieldingr andq1, . . . , qm.
qi ← qi +

∑n
j=k+1 qjγjifi (i = 1, . . . , k)

qi ← A(qi) (i = 1, . . . , k)
r ← A(r).

Proof. After the second step, we haver ∈ R andg =∑m
i=1 qifi + r. As fi =

∑k
j=1 γijfj ,

after the third step we haveg = ∑k
i=1 qifi + r. Taking the average on the left-hand side

has no effect asg ∈ E0n . We haveA(hifi) = A(hi)fi becausefi ∈ E0n , i = 1, . . . , k. This
implies g =∑k

i=1A(hi)fi + A(r), proving (9.7).
The outputr of algorithm 18 only depends on the restclass ofg modulo〈f1, . . . , fm〉En

because{f1, . . . , fm} is a Gr̈obner basis. This restclass is uniquely defined by the restclass
of g modulo〈f1, . . . , fk〉E0n , proving the first remark.

For any r ∈ R0, let g0 be an input yieldingr as rest. Asr and g0 are in the same
restclass, applying the algorithm tog = r yields r again, by the first remark. This proves
the second remark.
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As R is the vector space of rest classes modulo〈fi〉En , A(R) contains all rest classes
modulo 〈f1, . . . , fk〉E0n . By the first remark again, the setR0 is exactly the set of possible
r-outputs of the algorithm. This proves (9.8) and the algorithm. �

9.5.1. Example. This example shows thatR0 $ A(R) in general. The dimension ofR0

is important, as it determines the codimension of the singularity. In practice, the spanning
vectors ofR0 can be obtained by applying the symmetric division algorithm to the averaged
basis elements ofR (whenever these are nonzero), with some linear algebra to identify
dependent elements.

Let 0 = Z2 with action (x, y) 7→ (y, x), and let f1 = x + y and f2 = xy.
A Gröbner basis for this ideal overEn, with a degree-lexicographic ordering andx <

y, is {f1, f2, y
2}, and the space of rests is spanned by{1, y}. We find A(R) =

spanR{A(1), A(y)} = spanR{1, 1
2(x + y)}. The element12(x + y) lies in the ideal, and

applying the symmetric division algorithm we findR0 = spanR{1}, properly included in
A(R).

9.5.2. Symmetric division in1 : 2 and 2 : 2 resonance cases.The symmetry groups
considered in this paper are0 = Z2 and0 = Z2 × Z2, with actions(x, y) 7→ (x,±y) and
(x, y) 7→ (±x,±y), related to the 1 : 2 and 2 : 2 resonance case respectively.

As it turns out, these cases are particularly easy. Both the Gröbner basis algorithm 37
and the division algorithm 18 automatically produce0-invariant outputs, and there is no
need for further averaging. Moreover, the equalityR0 = A(R) holds.

The averaging procedure sends termsxayb with b odd (or eithera or b odd, respectively)
to zero. These terms never appear during execution of the algorithms. Averaging leaves all
other terms untouched.

10. Conclusions

In this paper we analysed Hamiltonian systems using Birkhoff normal forms and equivariant
singularity theory in the plane. Algorithms that compute both normal form and the associated
coordinate transformations are well known for the Birkhoff case [14, 23, 25]. For the
singularity case the algorithm of Kas and Schlessinger [22] is available. We managed to
efficiently apply this using SGB techniques. These results are applicable to a large class of
resonant Hamiltonian systems near equilibrium.

By the BCKV normal form we found the right setting for the perturbation problem,
which largely predicts the dynamics and its bifurcations quantitatively in terms of the original
physical quantities. As a motivating example we applied the method to a spring-pendulum
model near 1 : 2 resonance. In this example the intermediate unfoldingHu turned out to
be the (equivariant) hyperbolic umbilic (D+4 ).

Elsewhere we intend to compare our method with Duistermaat’s [16], who uses a
slightly different equivalence relation between Hamiltonians, resulting in quite different
codimensions for certain unfoldings. It is therefore interesting to compare results obtained
in both ways.

Our overall aim remains to develop symbolic algorithms to compute the normalizing
transformations, in order to get quantitative information on the bifurcations and the
organization of the phase space, similar to the approach of the current paper.
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Appendix A. Germ isomorphy

We give sufficient conditions for germs to be isomorphic, with respect to morphisms
respecting a symmetry. The case without symmetry is well known, see e.g. [24], and the
present results are straightforward generalizations of this case; see also [35]. The section
ends with an application that was used in section 4.

Let 0 be a compact group with a faithful linear action onRn. Group elementsγ ∈ 0
are identified with their corresponding linear action. In this paper we only consider the
groupsZ2 andZ2 × Z2, with action(x, y) 7→ (x, ε1y) and (x, y) 7→ (ε1x, ε2y) (εi = ±1)
respectively.

Definition 23. E0n := {f : Rn → R : f (γ x) = f (x)∀γ ∈ 0}/ ∼, where∼ is the germ-
equivalencef ∼ g ⇔ ∃B 3 0, open, such thatf (x) = g(x)∀x ∈ B.

E0n is the ring of0-invariant germs of functions onRn.

Definition 24. V 0
n denotes theE0n module of0 equivariant germs of vector fields onRn.

In the case of0 = Z2, the moduleV 0
n is generated overE0n by ∂

∂x
andy ∂

∂y
.

Definition 25. V 0,0
n := {X ∈ V 0

n : X(0) = 0}.
V 0,0
n is theE0n -module of0-equivariant vector fields that vanish at the origin. In the case

of 0 = Z2 again, its generators arex ∂
∂x

, y2 ∂
∂x

andy ∂
∂y

.

Definition 26. T 0(f ) := {Xf : X ∈ V 0
n }, T 00 (f ) := {Xf : X ∈ V 0,0

n }.
These aretangent spacesto f , ideals ofE0n . The generators of these ideals are found by
applying the generators of the modulesV 0

n andV 0,0
n respectively tof . The subscript 0 in

T 00 indicates that the isomorphism between germs must fix the origin.

Definition 27. f ∼0 g iff there exists a diffeomorphismφ : Rn → Rn such that
φ(γ x) = φ(x)∀γ ∈ 0 andφ(0) = 0 andf ◦ φ = g.

If f ∼0 g thenf andg are calledisomorphic(as0-invariant germs).

Definition 28. m0
k := {f ∈ E0n :the taylor polynomial off at 0 vanishes up to and including

orderk − 1}.

m
0 := m

0
1 = {f ∈ E0n : f (0) = 0}.

j k is the projectionE0n → E0n /m0
k+1.

In words,jk(f ) is the Taylor-polynomial off up to, and including, orderk.
At this point we quote [24] for the case that0 = {id}. To stress this special case we

drop the0.

Proposition 29. [24, III.4.2] Letf, g ∈ En, and assume thatg−f ∈ mk, i.e.jk−1(g−f ) = 0.
(a) If T0(f ) ⊃ mk theng ∼ f provided thatjk(g − f ) is small enough.
(b) If m · T0(f ) ⊃ mk theng ∼ f .
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Note thatT0(f ) = m · T (f ), or in the notation of [24]T0(f ) = m · J (f ) whereJ (f )
denotes the Jacobian ideal〈∂f/∂x1, . . . , ∂f/∂xn〉En . Also, note that in this case,mk = mk.
The analogous result for germs with symmetry is as follows.

Proposition 30. Let f, g ∈ E0n , and suppose thatg − f ∈ m0
k , i.e. jk−1(g − f ) = 0. LetM

denote the finite-dimensional vector spacem0
k /(m

0 ·m0
k ), and setMm := M∩(m0

m/m
0
m+1) =

{h ∈ M : h is homogeneous of degreem}.
(a) Suppose thatT 00 (f ) ⊃ m0

k theng ∼0 f provided that the projection ofg − f into
M is sufficiently small.

(b) Suppose thatm0 · T 00 (f ) ⊃ m0
k theng ∼0 f .

(c) Suppose thatT 00 (f ) ⊃ m0
k . Suppose further that the projection off into M is an

element ofMk. Theng ∼0 f provided thatjk(g − f ) is sufficiently small.

For a proof, see appendix B.

A.1 Application

Proposition 31. x(αx2+ βy2)+ h.o.t. is Z2-isomorphic tox(x2+ y2), if α 6= 0 andβ 6= 0.
HereZ2 hasR2-action generated by(x, y) 7→ (x,−y).

Proof. First of all we apply a linear transformation, so that we can assume that the nonzero
α and β in fact equal 1. The tangent spaceT 00 (f ) is generated byx ∂f

∂x
= 3x3 + xy2,

y2 ∂f
∂x
= 3x2y2 + y4 and y ∂f

∂y
= 2xy2. Equivalently,T 00 (f ) = 〈x3, xy2, y4〉E02 ⊃ m0

3 . (In
fact, they are equal.)

We now apply proposition 30(c), withk = 3. As f is homogeneous of degree 3 all
conditions are satisfied, and we conclude that allg of the formg = x(αx2 + βy2)+ h.o.t.
whereα andβ are sufficiently close to 1 but with arbitrary h.o.t. are isomorphic tof . �

Appendix B. Proof of proposition 30

We need the following version of Nakayama’s lemma, quoted without proof from
[24, chapter 1].

Lemma 32 (Nakayama).LetK andL beE0-modules, then

K +m
0L ⊃ L⇒ K ⊃ L.

We also need the following lemma. It is a symmetric version of the fundamental geometric
lemma. See [24] for a proof.

Lemma 33 (symmetric geometric lemma).Let F(t, x) : R × Rn → R be a t-dependent
family of 0-invariant functions, defined on a neighbourhood of(t, x) ∈ [0, 1] × {0}, and
suppose there exists a vector fieldX ∈ V 0,0

n of the form

X = ∂

∂t
+

n∑
i=1

Xi(t, x)v
0
i

(where Xi are 0-invariant families of functions andv0
i are generators ofV 0,0

n as a
module overE0n ), defined on a neighbourhood(t, x) ∈ [0, 1] × {0}, such thatXF = 0.
Then there exists a0-equivariant germ of a diffeomorphismφ : Rn → Rn such that
F(0, φ(x)) = F(1, x) andφ(0) = 0.
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Proof of proposition 30. Parts (a) and (b) are based on [24, IV.4.2].We first introduce
some notation. Letl be the integer such thatM = Mk ⊕ · · · ⊕ Ml . Let π denote the
projectionπ : m0

k → M. Let αim ∈ m0 be homogeneous germs such thatαim is of degree
m, and such that the set{παim}im forms a basis ofM. The generators ofV 0,0

n arev0
i , in

particularT 00 (f ) = 〈v0
i (f )〉E0n .

We writeg = f +h, whereg is the germ that is supposedly isomorphic tof . We have
h ∈ m0

k by hypothesis.
(a, first part) The first part consists of proving thatT 00 (f + th) ⊃ m0

k for t ∈ [0, 1]. By
hypothesis,T 00 (f ) ⊃ m0

k , so we can findλijm such that

αim =
∑
j

λijmv
0
j (f ).

Next, define the linear operatorH onM by

Hαim := π
∑
j

λijmv
0
j (h).

Using this we find

πT 00 (f + th) ⊃ spanR

{∑
j

λijmv
0
j (f + th)

}
im

= spanR{(I + tH)αim}im

= spanR{αim}im = M. (B.1)

The penultimate equality holds, fort ∈ [0, 1], if I + tH is invertible for these values oft ,
which is true ifπh = π(g − f ) ∈ M is small enough.

(B.1) can also be written as

T 00 (f + th)+m
0
m
0
k ⊃ m

0
k .

and, by Nakayama, this impliesT 00 (f + th) ⊃ m0
k , proving the first part.

(a, second part) Ash ∈ m0
k , the statementT 00 (f + th) ⊃ m0

k implies that, for
any τ ∈ [0, 1], we can find germsXi(t, x) ∈ E01+n defined on some neighbourhood of
(t, x) = (τ, 0), so that∑

i

Xiv
0
i (f + th) = −h.

Now write F(t, x) = f (x) + th(x), and define the vector fieldX := ∂
∂t
+∑i Xi(t, x)v

0
i ,

thenXF = 0.
By compactness of [0, 1] we can find a finite number of such vector fields that can

be combined to one defined on the entire interval. Lemma 33 now provides the required
isomorphism betweenF(0, ·) = f andF(1, ·) = f + h = g.

(b) The hypothesism0 · T 00 (f ) ⊃ m0
k implies that there existλijm ∈ m0 such that

αim =
∑
j

λijmv
0
j (f ).

As h ∈ m0
k we also havev0

j (h) ∈ m0
k , so λijkv0

j (h) ∈ m0m0
k . But T 00 (f + th) =

〈αim + t
∑
j λijmv

0
j (h)〉E0n , that is, T 00 (f + th) + m0m0

k ⊃ m0
k , and by Nakayama this

implies T 00 (f + th) ⊃ m0
k . The rest of the proof is the same as the second part of (a).

(c) We assume that thev0
i are homogeneous. (If not, note thatV 0,0/(m0 · V 0,0) is

finite dimensional, and writev0
i =

∑
j v

0
ij +v0

i,rest wherev0
ij are finitely many homogeneous

terms, andv0
i,rest is an element ofm0V 0,0, so that〈v0

ij 〉E0n + m0 · V 0,0 = V 0,0. Now use
Nakayama to conclude that thev0

ij generateV 0,0 over E0n ; then use thesev0
ij instead of

thev0
i .)
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Write fk for the homogeneouskth degree part off . We will prove the equivalence
fk ∼0 g. The same argument withg = f then provesfk ∼0 f , completing the proof.

First we prove thatT 00 (fk) ⊃ m0
k . By hypothesish := f −fk ∈ m0m0

k , so we can write
h = h1hk with hi ∈ m0

i . v0
i mapsm0

j into itself, sov0
i (h) = h1v

0
i (hk)+v0

i (h1)hk ∈ m0m0
k ,

or v0
i (f ) ∈ T 00 (fk)+m0m0

k . So we have

m
0
k ⊂ T 00 (f ) = 〈v0

i (f )〉E0n ⊂ T 00 (fk)+m
0
m
0
k .

Applying Nakayama we findT 00 (fk) ⊃ m0
k . This inclusion implies the existence ofλijm

such that

αim =
∑
j

λijmv
0
j (fk)

and, asgim, v0
j andfk are homogeneous, we may assume that theλijm are too.

Now write g = fk + hk + h>k, wherehk is homogeneous of degreek, andh>k only
contains terms of degreek + 1 and higher. We define the operatorsHk andH>k onM by

H(>)kαim := π
∑
j

λijmv
0
j h(>)k.

We now prove thatH>k is nilpotent. Let deg(f ) denote the total degree of a
homogeneous germf , sdeg(f ) the smallest total degree of terms off , and set deg(0) =
sdeg(0) = ∞. Then

sdeg(H>kαim) > min
j
(deg(λijm)+ sdeg(v0

j (h>k))) > min
j
(deg(λijm)+ deg(v0

j (fk)))

= deg(αim) = m,
soH>k mapsMm intoMm+1⊕Mm+2⊕· · ·⊕Ml , so it is nilpotent, sayHj0

>k = 0. The operator
I+t (Hk+H>k) is invertible, fort ∈ [0, 1], if Hk is small enough, i.e. ifπ(fk−g) = π(f−g)
is small enough. Indeed, the inverse is given by the sum

(I + t (Hk +H>k))−1 =
∞∑
j=0

(−t (Hk +H>k))j , (B.2)

and nilpotency ofH>k allows us to derive the inequality‖(Hk + H>k)j‖ 6 C‖Hj−j0
k ‖,

whereC is some constant, so that for smallHk, (B.2) converges. We have now

πT 00 (f + t (hk + h>k)) ⊃ spanR

{∑
j

λijmv
0
j (f + t (hk + h>k))

}
= spanR{(I + t (Hk +H>k)gim}im = spanR{gim} = M (t ∈ [0, 1])

where we used thatI + t (Hk +H>k) is invertible. Now apply Nakayama to conclude that
T 00 (f + th) ⊃ m0

k , whereh = hk + h>k. The rest of the proof is the same as the second
part of (a). �

Appendix C. Universal deformations

Here we present a necessary and sufficient condition for deformations to be versal. The
definitions and results are straightforward generalizations of the nonsymmetric case. Our
main source is [24, ch XI]. Other good references are [19, 35]. See appendix A for some
of the notation used in this section.
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Definition 34.
(a) The ring of germs of0-invariant functions onRn × Rr , where0 acts trivially on

Rr , is denoted byE0n+r .
(b) F ∈ E0n+r is called adeformationof f ∈ E0n if F(x, 0) = f (x).
(c) A mapφ on Rn is called0-equivariant if φ(γ x) = γφ(x) for all γ ∈ 0.
(d) Two deformationsF,G ∈ E0n+r of the same germf ∈ E0n are calledisomorphic,

notationF '0 G, if there exists a germ of a parameter-dependent0-equivariant mapφ(x, u)
with φ(x, 0) = x such that

F(x, u) = G(φ(x, u), u).
(e) A deformationG ∈ E0n+q is said to beinducedfrom a deformationF ∈ E0n+r if there

exists a germ of a reparametrizationh : Rq → Rr such that

G(x, v) '0 F (x, h(v)).
(Note that the isomorphism depends onv, not onu = h(v).)

(f) A deformationF of f (x) = F(x, 0) is said to beversal if any deformationG of f
can be induced fromF .

Proposition 35. Let F ∈ E0n+r be a deformation off = F(x, 0) ∈ E0n . A necessary and
sufficient condition forF to be versal is that

T 0(f )+ spanR{Ḟ1, . . . , Ḟr} = E0n .
Here Ḟi := ∂F

∂ui
|u=0 are called theinitial speedsof the deformationF . See definition 26 for

T 0(f ).

The codimension of the germf is, by definition, the codimension ofT 0(f ) in E0n , and
is equal to the minimum number of parameters of a versal deformation.

C.1. Application: versal deformation ofx(x2+ y2)

We apply proposition 35 to the casef = x(x2 + y2), and symmetry group0 = Z2 acting
by (x, y) 7→ (x,−y).

The tangent spaceT 0(f ) is 〈3x2+ y2, 2xy2〉E02 = 〈3x2+ y2, 2xy2, x3, y4〉E02 , so that
T 0(f )+spanR{1, x, y2} = E02 . Therefore,F(x, u0, u1, u2) = x(x2+y2)+u0+xu1+y2u2

is a versal deformation off .
In our application we only consider deformations that fix the zero level, so that the

parameteru0 can be dispensed with; see remark 11.

Appendix D. Bifurcation analysis

The model in terms of which our system was described is the universal deformation
G(x, y, u1, u2) = x(x2 + y2) + u1x + u2y

2. This deformation has the following critical
points:

(x, y) =
(
±
√
−u1

3
, 0

)
and (x, y) =

(
−u2,±

√
−u1− 3u2

2

)
.

Bifurcations therefore occur along the curvesu1 = 0 andu1+ 3u2
2 = 0; see figure 2.

The level sets ofG are organized by a special level set that factorizes into first- and

second-degree algebraic curves crossing in the points(x, y) = (−u2,±
√
−u1− 3u2

2). The

curves are level sets for the levelG = −u2(u
2
2+ u1), and are given by the equations

x = −u2 and (x − 1
2u2)

2+ y2 = −u1− 3
4u

2
2.
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For parameter values for which the curves cross, the second equation defines a circle
that separates compact level curves from unbounded ones. (Note that foru1 > 0 the second
equation has no real solutions.) This circle is referred to as thesingular circle. The reason
is that it is the image of singular points of the transformation (3.2) we employ in our
application.

Appendix E. Constructing an SGB

This section addresses the problem of, given a set of generators for an idealI , how to
add elements from the ideal to this set so that it becomes an SGB. (See section 9.3 for
the definition of an SGB.) The algorithm to accomplish this closely follows the Buchberger
algorithm for ordinary Gr̈obner bases, see [13, chapter 2]. As a corollary we obtain a
necessary and sufficient condition for a set of generators to be an SGB.

Definition 36 (S-function).

S(f, g) := l.c.m.(MM(f ),MM(g))
MT(f )

f − l.c.m.(MM(f ),MM(g))
MT(g)

g.

TheS-function off andg is the simplest combination off andg such that their minimal
monomials cancel. For example,S(x2+ y2, 2xy) = x2y

x2 (x
2+ y2)− x2y

2xy2xy = y3.

Algorithm 37 (construction of an SGB with basis transformation).
Input: f1, . . . , fk.
Output: An SGB(g1, g2, . . .) for the ideal〈f1, . . . , fk〉, andγij such that

aijfj , i = 1, . . . ,#G.

Algorithm:

G← (f1, . . . , fk)

γij ← (1 if i = j, 0 if i 6= j)
For every distinct pair(gi, gj ) ∈ G×G, i < j , do the following.

Computer andαi resulting from dividingS(gi, gj ) throughG
If r 6= 0 then

G← G ∪ (r)
γ#G,m← l.c.m.(MM(gi ),MM(gj ))

MT(gi )
γim

− l.c.m.(MM(gi ),MM(gj ))
MT(gj )

γjm

−∑#G−1
n=1 αnγnm (m = 1, . . . , k)

Endif
Endfor.

The main loop is over every ordered pair of (nonequal) elements ofG. When elements
are added toG in the body of the loop, the number of pairs to be considered increases
accordingly.

The algorithm does the bookkeeping necesssary to write the output SGB in terms of the
input fi ; a short calculation verifies that the invariant

gi =
k∑

j=1

γijfj , i = 1, . . . ,#G

is maintained over the While-loop. If theγ ’s are not required, the statements involving
them may be removed.
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Proof.
Termination The successive setsG give rise to an ascending chain of ideals

〈MM(g1), . . .〉. By the Hilbert basis theorem, this chain stabilizes. Since, for nonzero
r, MM(r) 6∈ 〈MM(g1), . . .〉 by (9.5), this implies termination.

Correctness〈G〉 = 〈f1, . . . , fk〉 throughout the algorithm. In the end, we know that
everyS(gi, gj ), gi, gj ∈ G, has remainder zero upon division throughG. Let f ∈ 〈G〉. We
must showMM(f ) ∈ 〈MM(g1), . . . ,MM(gt )〉.

We can writef =∑t
i=1 higi , and defineδ = mini (multideg(higi)). Choose thehi such

that δ is maximal. If δ = multideg(f ) we are done, so assumeδ < multideg(f ). Define
m(i) := multideg(higi), and split the sum as follows:

f =
∑
m(i)=δ

MT(hi)gi +
∑
m(i)=δ

(hi −MT(hi))gi +
∑
m(i)>δ

higi . (E.1)

Define ci = MC(higi) andpi = MT(hi)gi/ci . Without loss of generality we now assume
that MC(gi) = 1, implying thatMC(pi) = 1, and furthermore we assume that thegi are
ordered in such a way that multideg(higi) = δ for i = 1, . . . , t ′, and multideg(higi) > δ

for i = t ′ + 1, . . . , t . The first sum appearing in (E.1) can be rewritten as

t ′∑
i=1

MT(hi)gi = c1(p1− p2)+ (c1+ c2)(p2− p3)+ · · · + (c1+ · · · + ct ′−1)(pt ′−1− pt ′)

+(c1+ · · · + ct ′)pt ′ . (E.2)

The second and third sum of (E.1) only contain terms of multidegree strictly larger thanδ.
BecauseMT(pi) = xδ so that multideg(pi−pi+1) > δ, and multideg(f ) > δ, the coefficient
of pt in the last term of (E.2) must vanish.

Defineγi = l.c.m.(MM(gi),MM(gi+1)), i = 1, . . . , t ′−1. MM(gi) dividesMM(higi) =
xδ, soxδ−γi is a monomial. Now

xδ−γi S(gi, gi+1) = gix
δ

MT(gi)
− gi+1x

δ

MT(gi+1)
= giMT(hi)

MC(gihi)
− gi+1MT(hi+1)

MC(gi+1hi+1)
= pi − pi+1.

SinceMT(pi) = xδ, this implies that multideg(xδ−γi S(gi, gi+1)) > δ.
Next, we use thatS(gi, gi+1) has remainder zero upon division throughG, i.e. they can

be written as

S(gi, gi+1) =
t∑

j=1

aijgj

where multideg(aij gj ) > multideg(S(gi, gi+1)). The latter inequality follows from the
division algorithm. If we setbij = xδ−γi aij , we find that multideg(bij gj ) > δ.
Equation (E.2) now becomes

t ′∑
i=1

MT(hi)gi = c1

t∑
j=1

b1j gj + · · · + ct ′−1

t∑
j=1

bt ′−1,j gj

where each term on the right has multidegree> δ. If this is substituted back into (E.1),
it follows that we have writtenf in the form

∑
higi where each multideg(higi) > δ,

contradicting the choice ofδ. �
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E.1. Condition for a set to be an SGB

Corollary 38. A setG = {g1, . . . , gk} is an SGB iffS(gi, gj ) reduces to zero upon division
throughG, for all 16 i < j 6 k.

Proof. If all S(gi, gj ) reduce to zero, algorithm 37 does not add any element to the set
G, so thatG itself was an SGB to start with. To prove the converse, note that every
S(gi, gj ) is an element of〈G〉, meaning that each of them can be written in the form
S(gi, gj ) =

∑
k q

ij

k gk + r, wherer = 0. As G is an SGB by assumption, the rest upon
division throughG is unique, so it must be 0. �

E.2. Examples

The central singularity in the 1 : 2 resonance case isf = x(x2+ y2), and generators of the
tangent moduleT 0(f ) (with symmetry group0 = Z2) areg1 := ∂f

∂x
andg2 := y ∂f

∂y
, that is

g1 = 3x2 + y2 andg2 = 2xy2. To turn {g1, g2} into an SGB, we apply algorithm 37, with
the degree-lexicographic ordering withx < y. S(g1, g2) = (x2y2 + 1

3y
4) − (x2y2) = 1

3y
4,

and this is not further reduced by dividing through{g1, g2}, so we setg3 := y4.
S(g1, g3) = (x2y4 + 1

3y
6) − (x2y4) = 1

3y
6, which reduces to zero by division through

g3. Also, S(g2, g3) = (xy4)− (xy4) = 0 right away. We conclude that

{3x2+ y2, 2xy2, y4}
is an SGB for the ideal generated by{g1, g2}.

For the 2 : 2 resonance case we find the central singularityf = x4+ ax2y2+ y4. (The
coefficienta here is amodulus, and different values fora give nonisomorphic germs.) We
are now in aZ2× Z2 symmetric setting, and generators for the tangent moduleT 0(f ) are
given by

g1 = x ∂f
∂x
= 2x(2x3+ axy2) and g2 = y ∂f

∂y
= 2y(ax2y + 2y3).

This is not yet an SGB.S(g1, g2) = 1
4y

2g1 − 1
2a x

2g2 = a2−4
2a x

2y4. This expression can
be divided through{g1, g2}, becauseMM(g2) = x2y2|x2y4. This results in the remainder
( 4
a2 −1)y6. Further combinations do not lead to new SGB generators, and we conclude that

{2x(2x3+ axy2), 2y(ax2y + 2y3), y6}
forms an SGB forT 0(f ) if a 6∈ {0,±2}.

If a = 0, an SGB is given by{x4, y4}, and T 0(f ) has the same codimension as in
the generic case. For the exceptional valuesa = ±2 the tangent spaceT 0(f ) has infinite
codimension. An SGB in these cases is{g1, g2} as S(g1, g2) = 0, and indeed the vector
space (9.5) is then infinite dimensional.
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