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[1] Variability in the equatorial Indian Ocean on intraseasonal time scales (defined as
periods of 30–110 days) is investigated using satellite and in situ observations and a simple
analytical linear long-wave equatorial b-plane model. Despite the extreme simplicity of
the model, which includes just the two gravest baroclinic mode Kelvin waves and first
meridional mode Rossby waves, simulated surface zonal velocity and sea surface height
compare very well with observations. Both observations and model are characterized by a
red shift in the velocity spectrum relative to the wind forcing spectrum, which is attributable
to a combination of factors, including (1) the near resonant excitation of Kelvin waves
by eastward propagating winds, (2) constructive interference between wind-forced waves
and Rossby waves reflected from the eastern boundary, and (3) the favored excitation
of low-frequency waves whose zonal wavelengths are long compared to the zonal fetch
of the wind. We decomposed variability in two broad period bands, namely, 30–70 days
and 70–110 days, for detailed analysis. At periods of 30–70 days, zonal velocity tends to
be stationary in the directly forced region along the equator owing to the competing
contributions of Kelvin and Rossby waves. In contrast, at 70–110 day periods, zonal
velocity propagates westward despite eastward propagation of zonal wind stress because of
the combined influence of eastern boundary generated and wind-forced Rossby waves.
Kelvin waves reflected from the western boundary are negligibly small, indicating that
basin mode resonances are not prominent as has been previously suggested.

Citation: Nagura, M., and M. J. McPhaden (2012), The dynamics of wind-driven intraseasonal variability in the equatorial
Indian Ocean, J. Geophys. Res., 117, C02001, doi:10.1029/2011JC007405.

1. Introduction

[2] Vigorous intraseasonal zonal velocity and sea surface
height (SSH) variations have been observed in the equatorial
Indian Ocean [Luyten and Roemmich, 1982; McPhaden,
1982; Reverdin and Luyten, 1986; Reppin et al., 1999;
Han et al., 2001; Brandt et al., 2003; Han, 2005; Masumoto
et al., 2005; Fu, 2007; Iskandar and McPhaden, 2011].
While intraseasonal variability in the western Indian Ocean
is associated with dynamical instability of the large-scale
flow field near the western boundary [Sengupta et al., 2001],
variability in the central and eastern Indian Ocean has been
considered a consequence of atmospheric forcing. It is also
known that spectra for oceanic velocity and SSH exhibit a
red shift toward lower frequencies compared to zonal wind
stress forcing. In particular, winds have strong power at
periods of 30–50 days, while the oceanic variables have

more power at periods of 50–90 days [Han et al., 2001,
2011; Senan et al., 2003; Han, 2005; Fu, 2007; Sengupta
et al., 2007].
[3] Much modeling and diagnostic work has been done on

intraseasonal variability in the Indian Ocean, but there are still
some outstanding issues. For example, near-equatorial veloc-
ity variability has not yet been fully described, which limits
our ability to understand the fundamental processes that gov-
ern that variability. Here we will use the satellite-based Ocean
Surface Current Analysis Real time (OSCAR) [Bonjean and
Lagerloef, 2002] surface velocity analysis and multiyear-
long equatorial mooring records from the Research Moored
Array for African-Asian-Australian Monsoon Analysis and
Prediction (RAMA) [McPhaden et al., 2009] to characterize
both the temporal and spatial structures of intraseasonal
velocity variations.
[4] We also use a simple analytical model validated by

these observations to examine how equatorial wave dynam-
ics affect the observed variability. The model is a linear long-
wave model on an equatorial b-plane involving just the first
two baroclinic mode Kelvin and first meridional mode
Rossby waves. This has successfully been applied to studies
of the mean seasonal cycle and interannual variability in the
Indian Ocean [Nagura and McPhaden, 2010a, 2010b]. The
model is realistic enough to allow for a direct comparison
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with observations of simulated ocean variability forced by
complex wind patterns on intraseasonal time scales. With this
model, we will examine the hypothesis that basin mode res-
onance is responsible for the generation of intraseasonal
oscillations in the equatorial Indian Ocean, particularly at
periods of 90 days [Han et al., 2001, 2011; Han, 2005; Fu,
2007]. Basin modes exist when the period of the wind forc-
ing is similar to that of a natural basin mode oscillation, which
involves the constructive interference of directly wind forced
waves with reflected Kelvin waves generated at the western
boundary and reflected Rossby waves generated at the east-
ern boundary.
[5] Past studies on intraseasonal variability in the Pacific

Ocean pointed out that the spatial and temporal character-
istics of intraseasonal wind forcing are crucial factors in the
excitation of oceanic waves. Kessler et al. [1995] modeled
intraseasonal zonal wind forcing in the equatorial Pacific
Ocean as a standing oscillation and found that waves are
preferentially excited when their zonal wavelengths are long
compared to the zonal fetch of the wind. For nondispersive
waves, this favors the lower-frequency part of the response
spectrum since wind work damps higher-frequency, shorter-
wavelength waves as they are traverse the forcing region.
This preferential excitation of waves at longer periods leads
to a reddening of the response spectrum at intraseasonal time
scales in the Pacific Ocean. Hendon et al. [1998] focused on
eastward migration of intraseasonal winds observed in the
Pacific Ocean and pointed out that oceanic waves are reso-
nantly excited if they have a phase speed similar to that of
the propagating winds. On the other hand, the details of
wind forcing patterns and how they affect observed vari-
ability in the Indian Ocean have not yet been thoroughly
examined on intraseasonal time scales.
[6] Here we will use high-quality QuikSCAT (QSCAT)

satellite winds to force our model. These winds are much
higher quality than reanalysis winds used by Han et al.
[2001] and Han [2005], which will allow us to look in
more detail at hypothesized basin mode resonances and fac-
tors responsible for the observed red shift in zonal velocity
relative to the wind forcing. Sengupta et al. [2007] and Han
et al. [2011] also forced dynamical models with QSCAT
satellite winds, but their analysis of wave dynamics relied on
experiments with prescribed idealized winds.
[7] The rest of the paper is organized as follows. Section 2

introduces the observational data. In sections 3 and 4, we
summarize the formulation of our numerical model and val-
idate it against observations. Section 5 describes and diag-
noses the wind forced ocean response in zonal velocity and
sea level. Section 6 summarizes our main conclusions and
offers perspectives on their importance.

2. Observations

[8] We force our model (described in section 3) with sur-
face winds obtained from QSCAT satellite measurements,
which are available from 19 July 1999 to 12 October 2009
on 0.5° ! 0.5° grid. We computed daily zonal wind stresses
from wind velocities using a drag coefficient of 1.43 ! 10"3

and air density of 1.225 kg m"3 [Weisberg and Wang, 1997].
Background stratification in the model is defined using Argo
float observations provided by the Institut français de
recherche pour l’exploitation de la mer (IFREMER) Coriolis

Data Center. The Coriolis data center provides temperature
and salinity observations on 0.5° ! 0.5° grid from the sea
surface to 2000 m depth.
[9] Model results are compared with in situ velocity

observations from upward looking acoustic Doppler current
profilers (ADCPs) deployed on subsurface moorings as
part of RAMA [McPhaden et al., 2009]. We use data from
a four year record in the center of the basin at 0°, 80.5°E
(27 October 2004 to 17 October 2008), which we extended
to August 2009 via interpolating two shorter records at
0°, 83°E (8 August 2008 to 25 August 2009) and 0°, 78°E
(11 August 2008 to 28 August 2009) to 80.5°E. The error
involved in this interpolation is negligible for our purposes
[Nagura and McPhaden, 2010b]. The ADCP provides daily
averaged velocity data from near the sea surface to a depth
of 175 m with 5 m resolution. Data at depths shallower than
35 m are contaminated by acoustic signals reflected from the
sea surface and are discarded and replaced with values line-
arly extrapolated from deeper levels. The error involved
in this vertical extrapolation is relatively small on the intra-
seasonal time scales compared to direct velocity measure-
ments from a point current meter at 10 m depth (correlation
of 0.97 and root mean square difference of 0.05 m s"1 for
30–110 day periods). Similarly, ADCP velocities extrapo-
lated to 15 m depth also compared well with the OSCAR
analysis.
[10] Satellite observations are used to characterize the

space/time evolution of intraseasonal variability and to vali-
date model results. SSH observations are obtained from sat-
ellite altimetry provided by Archiving, Validation, and
Interpretation of Satellite Oceanographic Data (AVISO)
[Ducet et al., 2000]. This product is available with weekly
resolution on a 0.25° ! 0.25° resolution grid from 14 Octo-
ber 1992 to 4 November 2009. The OSCAR velocity analysis
[Bonjean and Lagerloef, 2002] is available as 5 day averages
on a 1° ! 1° grid for the period of 21 October 1992 to 7 July
2010, and representative of flow in the mixed layer at a 15 m
depth. This product is derived from satellite altimetry mea-
surements of ocean surface height, surface winds and sea
surface temperature, using a diagnostic model of ocean cur-
rents based on frictional and geostrophic dynamics.

3. Model

[11] The model is a wind-driven, linear, continuously
stratified long-wave ocean model on an equatorial b-plane.
This model has been successfully applied to circulation stud-
ies in the equatorial Indian Ocean [Nagura and McPhaden,
2010a, 2010b], the equatorial Pacific Ocean [Yu and
McPhaden, 1999; McPhaden and Yu, 1999; Zhang and
McPhaden, 2006] and the equatorial Atlantic Ocean [Foltz
and McPhaden, 2010a, 2010b]. Yu and McPhaden [1999]
describe the model in detail and the basic equations of
the model are shown by Nagura and McPhaden [2010a,
Appendix A]. Sengupta et al. [2007] demonstrated that a
linear momentum balance applies in the equatorial Indian
Ocean for intraseasonal variability simulated in an ocean
GCM; and Han et al. [2011] found very similar intraseasonal
variations in a continuously stratified Indian Ocean model
linearized about a state of rest compared to those in a GCM.
These results show that wind-driven intraseasonal variability
in the Indian Ocean is dominated by linear dynamics, and that
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nonlinear interactions with lower-frequency currents can for
the most part be neglected.
[12] We used mean density stratification defined from the

Coriolis Data Center Argo float analysis to define the
background state of rest in the model. Potential density
computed from Argo temperature and salinity is averaged
over the region of 15°S–15°N and 40°E–100°E and the
period of 2004 to 2008, and extrapolated to 4000 m depth.
The resultant profile is used as the background state. Nagura
and McPhaden [2010a] showed that results are not sensitive
to variations in the area used to define the mean density
profile.
[13] Velocity and pressure variability in the model is

decomposed into vertical modes and meridional modes,
assuming a flat bottom ocean. Vertical mode decomposition
indicates wave speeds of 2.50, 1.55, 0.99 and 0.74 m s"1 for
the first four baroclinic modes, respectively, consistent with
results of similar calculations in earlier studies [Reverdin,
1987; Clarke and Liu, 1993; Han, 2005]. Meridional mode
decomposition yields equatorial Kelvin waves and long
Rossby waves which, in the long-wave limit, are non-
dispersive. The zonal wavelengths and periods of these
equatorial wave modes are illustrated in the dispersion
diagram (Figure 1) [see also Philander, 1990]. For the time
and zonal scales we are interested in (periods of 30–110 days
and zonal wavelengths of 1000s of kilometers), Kelvin and
first meridional mode Rossby waves will dominate the
solutions. Our model does not represent short zonal scale
intraseasonal Rossby waves accurately because these waves

are dispersive. However, because we are interested in the
large-scale response to wind forcing, these waves do not
play a significant role as will become evident in our com-
parison of the model results to observations.
[14] We obtain solutions by projecting the zonal wind

forcing onto each vertical and meridional mode and inte-
grating the projected forcing with the method of character-
istics. The grid intervals are 2° and 4.8 h in longitude and
time, respectively. The integration period is for 19 July 1999
to 17 November 2009. The damping coefficient is formulated
as A/cn

2, where A is an arbitrary constant and cn is the wave
speed of the baroclinic nth mode. Separation of variables is
achieved by assuming that vertical viscosity is inversely
proportional to Brunt-Väisälä frequency [McCreary, 1981].
The constant A is chosen so that the damping coefficient for
the baroclinic first mode (A/c1

2) is (12 month)"1, which gave
the best agreement with observations based on sensitivity
experiments conducted by Nagura and McPhaden [2010a].
[15] The basin has meridional walls at 40°E and 100°E and

is unbounded latitudinally. The reflection of waves at the
meridional walls is computed so that summation of zonal
velocity due to all meridional modes is zero at the eastern
boundary and summation of zonal mass flux is zero at the
western boundary [Clarke, 1983; Cane and Gent, 1984]. A
reflection efficiency of 85% in terms of amplitude is assumed
on the basis of the observational study of Le Blanc and
Boulanger [2001]. The analytical method enables us to
avoid numerical expedients, such as artificial boundary wave
dampers used by Han et al. [2001] and Han [2005]. The
analytical method in our model, on the other hand, is based
on specifying boundaries as meridional walls. In reality, the
boundaries along the east African coast and Sumatra are
slanted, which can cause wave reflections to differ from those
at meridional walls [e.g., Moore and McCreary, 1990].
However, these differences are negligibly small for waves
with zonal scales of O(1000 km) near the equator as dem-
onstrated by Nagura and McPhaden [2010a]. Han et al.
[2011] also demonstrated in a series of linear numerical
model simulations that the inclusion of realistic coastlines
and the Maldive Islands has relatively little impact on simu-
lated intraseasonal time scale variability near the equator.
[16] In this study we use two versions of the model, as

was done by Nagura and McPhaden [2010a, 2010b]. The
first one, referred to as the “full model,” includes fifteen
meridional modes (Kelvin mode plus the first fourteen
Rossby modes) and the ten gravest baroclinic modes. The
second model, which we refer to as “K-R1 model,”
retains only the two gravest baroclinic mode Kelvin waves
and first meridional mode Rossby waves. Nagura and
McPhaden [2010a, 2010b] found from comparison of the
model results with AVISO SSH, OSCAR and moored
ADCP measurements that the K-R1 model performs as well
as the full model in simulating sea level variability near the
equator and is even better than the full model in simulating
velocity in the central basin on seasonal to interannual time
scales. We confirm these results for intraseasonal time scales
in section 4.
[17] For later use, we define how wind stresses are pro-

jected onto vertical modes. In the shallow water equations,
projected wind forcing is expressed as txyn

0= !rHð Þ, where
tx denotes zonal wind stress, yn

0 denotes surface value of

Figure 1. Dispersion relation for equatorial Kelvin waves
and low-order meridional mode Rossby waves (R1, R2, R3)
for the first (n = 1) and the second (n = 2) baroclinic modes.
The horizontal axis is drawn in units of 1000 km. The dotted
square shows how typical spatial and temporal scales for
intraseasonal variability would map onto the first baro-
clinic mode. Spatial scales are obtained from wind forcing
shown in Figures 8 and 10. The thin line denotes the long-
wave approximation for nondispersive first meridional mode
Rossby waves.
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vertical profile of nth baroclinic mode, !r denotes mean
seawater density and H is the depth of the ocean floor [see
Nagura and McPhaden, 2010a, Appendix A]. The velocity
scale is expressed in terms of the projected winds as
tx=n

0= !rHð Þ½ & bcnð Þ"1=2 [Cane, 1984], where b is meridional
gradient of Coriolis parameter and (b cn)

"1/2 is time scale.
The specific values of =n

0 and velocity scale are provided by
Nagura and McPhaden [2010a].

4. Comparison of Observations and Model

[18] As is pointed out in previous studies, zonal wind
stress on the equator has its largest power at periods of
30–50 days. The QSCAT wind power spectrum exhibits this
30–50 day peak (Figure 2a) and is relatively flat with minor
peaks at longer periods (though the latter are only marginally
significant on the basis of the red noise spectrum and not
significant according to 90% confidence level of a chi-square
distribution). In contrast, the OSCAR surface zonal velocity

spectrum is redder, with more power at longer periods. Ele-
vated energy levels at periods of 30–50 days, 60 days,
75 days and 95 days are evident, all of which are statistically
significant except for the less energetic peak at 60 days
(Figure 2b). This spectrum for zonal velocity is roughly
consistent with that for SSH described by Han et al. [2001],
Han [2005], and Fu [2007].
[19] The structure of the spectrum from the K-R1 model is

remarkably similar to that of OSCAR, albeit with variations
in peak energy levels. Most notably, the model tends to be
more energetic than OSCAR at periods near 95 days and less
energetic near 75 days. The structure of the velocity spec-
trum for the full model is almost identical to that for the
K-R1 model, although energy levels are higher for the full
model because more modes are included. The ADCP obser-
vations are too short relative to the model and OSCAR to
allow for comparable spectral resolution, but the red shift
in the mooring spectrum relative to the zonal wind stress
spectrum is apparent.
[20] A longitude-period diagram shows that wind vari-

ability is vigorous at periods of 30 to 50 days between 60°E
to 95°E (Figure 3a). OSCAR velocity has large power to the
east of 70°E (Figure 3b) with energy concentrated in the
period bands described above. The model velocity spectrum
exhibits similar structures though it tends to be more ener-
getic at periods near 60 days and at periods between 90 and
110 days (Figure 3c). OSCAR velocity has some power near
the western boundary, but the model misses this variability,
probably owing to the lack of nonlinear eddies generated via
western boundary current instabilities.
[21] Considering these spectral characteristics together

with previous studies that distinguished variability at both
high and low frequencies within the intraseasonal band
[e.g., Han et al., 2001], we examine the variability at periods
of 30–70 days and 70–110 days separately. Variability in
the shorter period band is extracted using a Lanczos filter
[Duchon, 1979] with half power at periods of 30 and 70 days.
A Lanczos filter with half power at periods of 70 and
110 days defines variability in the longer period band.
[22] Depth integrated zonal velocity in upper 100 m is

compared between the K-R1 model and ADCP observations
at 0°, 80.5°E to validate the model results (Figure 4). In both
the shorter and longer period bands, the integrated velocity
simulated by the K-R1 model compares well with that
obtained from ADCP observations. Correlation coefficients
are 0.92 for periods of 30–70 days and 0.86 for periods
of 70–110 days, both of which are above the 95% signifi-
cance levels using the degrees of freedom as estimated by
Davis [1976]. The regression fit (with 95% confidence lim-
its) of the model results to ADCP measurements is indis-
tinguishable from unity at 0.99' 0.11 for 30–70 day periods
and 1.06 ' 0.23 for 70–110 day periods. Results from the
full model are almost identical to those from the K-R1
model, indicating that the two gravest baroclinic modes with
Kelvin and first meridional Rossby wave are sufficient
to simulate observed intraseasonal variability. Note that
intraseasonal variability in OSCAR zonal velocity is also
consistent with the model results and ADCP observations
at 0°, 80.5°E as expected from discussion of Figures 2
and 3.
[23] The vertical structures of ADCP velocity represented

by the first EOF show surface intensified flow and nearly

Figure 2. Variance preserving spectra at 0°, 80°E for (a)
QSCAT zonal wind stress and (b) zonal velocity at 15 m
depth from the K-R1 model (solid line), OSCAR (dotted
line), and ADCP observations (dashed line). A triangle filter
for three adjacent spectral estimates was applied 10 times to
smooth the spectra. The dark shades represent red noise
spectra based on a lag-1 autoregressive process [Gilman
et al., 1963]. In Figure 2b, the red noise spectrum for model
velocity is shown. Those for OSCAR and ADCP velocity
are essentially same.
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zero magnitude at about 200 m depth (Figure 5). The first
EOFs explain 72% and 71% of total variance at the shorter
and longer periods, respectively. The EOF first mode for
K-R1 model velocity, which explains 99% of its variance,

shows surface intensified vertical profiles similar to the
observations, in spite of a slight overestimation in magnitude.
Correlations of 0.80 and above between the observations
and the K-R1 model first EOF time series are higher than the

Figure 3. Longitude-period diagram of variance preserving spectra along the equator for (a) QSCAT
zonal wind stresses, (b) OSCAR zonal velocity, and (c) K-R1 model surface zonal velocity at 15 m depth.

Figure 4. Time series of depth-integrated zonal velocity in upper 100 m at 0°, 80.5°E for ADCP
(shading), the K-R1 model (solid line), and the full model (dotted line) for periods of (a) 30–70 days
and (b) 70–110 days. The dashed lines show OSCAR zonal velocity at 15 m depth, for which vertical
axis is shown on the right.
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95% significance levels for both period bands, indicating that
the model is successful in simulating the basic vertical
structure of the observations. Despite differences in detail,
our very simple model reproduces observed intraseasonal

variations in zonal velocity with enough fidelity to motivate
further investigation of the simulations.

5. Effects of Wind Forcing and Equatorial Wave
Dynamics on Observed Variability

[24] In this section, we compare observed and simulated
variability along the equator, interpreting the results in terms
of wind-driven equatorial wave dynamics. Section 5.1
focuses on longitudinal structures in two period bands (30–
70 days and 70–110 days), while section 5.2 focuses on
processes that lead to reddening of the response spectrum
relative to the wind forcing.

5.1. Longitudinal Patterns of Variability
[25] We first compute the pattern of the ocean’s response

along the equator to intraseasonal zonal wind forcing by
regressing velocity and SSH onto a wind index. The index is
defined as QSCAT zonal wind stress at 0° 80°E, where
intraseasonal winds tend to be strong (Figure 3) [see also
Sengupta et al., 2007; Iskandar and McPhaden, 2011]. Note
that essentially the same results are obtained using wind
stresses at slightly different longitudes. The wind index is
filtered in period bands of 30–70 days and 70–110 days and
normalized by its standard deviation in each period band
(Figure 6). The filtered velocity and SSH along the equator
are regressed onto the normalized wind index at various time
lags. This method helps us to isolate a canonical response to
intraseasonal wind forcing along the equator. The resulting
regression coefficients for the K-R1 model and OSCAR are
shown in Figure 7. One can obtain essentially the same
spatial and temporal patterns by applying complex empirical
orthogonal function analysis [Barnett, 1983] separately to

Figure 5. Comparison between ADCP observations (solid
lines) and the K-R1 model simulations (dotted lines) at
0°, 80.5°E for vertical profiles of zonal velocity constructed
from the first empirical orthogonal function (EOF) for (left)
periods of 30–70 days and (right) periods of 70–110 days.
The percentages shown are explained variances for velocity
with model values on the right and observed values on the
left. Correlation coefficients (with the 95% significance
levels in the parentheses) between the observations and the
model for the first mode time series are 0.88 (0.57) for
30–70 days and 0.80 (0.76) for 70–110 days.

Figure 6. Normalized time series of QSCAT zonal wind stresses at 0°, 80°E at periods of (a) 30–70 days
and (b) 70–110 days. The standard deviations used for normalization are shown on top.
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velocity and winds and then reconstructing the respective
leading modes.
[26] OSCAR velocity at 30–70 day periods has its largest

magnitude in the eastern basin. It tends to propagate west-
ward east of 70°E and eastward west of 70°E. At 70–110
day periods, OSCAR velocity is strongest east of 60°E with
clear tendency of westward propagation. Considering the
simplicity of the model, simulated velocity compares
remarkably well with OSCAR in both zonal structure and
propagation characteristics, except that model velocity at
30–70 day periods tends to be more stationary east of 70°E.
This stationarity does not change significantly if we change
eastern boundary reflectivity, indicating uncertainty in this
model parameter is not the cause of the discrepancy. The
model also overestimates amplitude in the eastern half of the
basin and does not simulate the small zonal-scale variability
in the west. The choice of drag coefficient, tuned for vari-
ability across a wide range of intraseasonal to interannual

time scales, may account for the amplitude overestimation,
while lack of nonlinear eddies in the model probably
accounts for the structural discrepancies in the west.
[27] Wind forcing at 30–70 day periods is strong between

60°E to 90°E and oscillates virtually in phase across these
longitudes (Figure 8a). The predominant period of this sta-
tionary forcing is close to 40 days, which is consistent with
the broad spectral peak centered near this period in Figure 2.
These winds force Kelvin waves that rapidly propagate
eastward and eventually hit the eastern boundary where they
reflect into Rossby waves (Figure 8e). The winds also
directly force Rossby waves that propagate westward at 1/3
the speed of the Kelvin waves (Figure 8c). The slower zonal
phase speed of these waves means that they are attenuated
by winds that change sign before the waves completely pass
through the forcing region. Thus, unlike the faster forced
Kelvin waves, the forced Rossby waves do not reach the
western boundary. The net effect is that total velocity tends

Figure 7. Zonal velocity at 15 m depth along the equator regressed onto the normalized wind index for
(left) OSCAR and (right) the K-R1 model. The top regression coefficients are for periods of 30–70 days,
and the bottom ones are for periods of 70–110 days.
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to be stationary in the forcing region, with a tendency for
eastward propagation to west of about 70°E and westward
propagation near the eastern boundary (Figure 8a). Note
that phase speed of forced Rossby waves in Figure 8c is
faster than that of free, reflected Rossby waves in Figure 8e
because of the superposition of the stationary winds on
forced waves. Nagura and McPhaden [2010a] presented a
detailed explanation for how the forcing by stationary winds
seemingly boosts wave zonal phase speeds in the forcing
region.
[28] The observed SSH in 30–70 day periods has elevated

variability in three regions, namely near the western bound-
ary, 60°E–90°E and 90°E–100°E (Figure 9a). The simulated
SSH has similar spatial pattern, but misses the variability
near the western boundary, probably owing to the lack of

nonlinear eddies in the model (Figure 9b). The model SSH
associated with forced waves tends to propagate eastward
(Figure 9c), indicating dominance of forced Kelvin waves.
Westward propagating variations due to reflected Rossby
waves are also observed (Figure 9d), but with smaller mag-
nitude compared to the forced Kelvin waves. This is attrib-
utable to difference in meridional structure between Kelvin
wave and Rossby waves [Nagura and McPhaden, 2010a].
The ratio of surface pressure to zonal velocity at the equator
(p/u at y = 0) is equal to cn for a Kelvin wave and cn/3 for
a Rossby wave. In the case where Kelvin and Rossby wave
velocity amplitudes are comparable, the Kelvin wave has
larger pressure variability than Rossby wave by a factor
of 3. This relationship accounts for the dominance of the

Figure 8. Zonal velocity at 15 m depth along the equator from the K-R1 model regressed onto the nor-
malized wind index at periods of 30–70 days: (a) total solution, (b) forced Kelvin waves, (c) forced
Rossby waves, (d) reflected Kelvin waves, and (e) reflected Rossby waves. The contour lines show zonal
wind stresses regressed onto the normalized wind index, with eastward winds shown by solid contours and
westward winds shown by dotted contours. Contour intervals are 2.5 ! 10"3 N m"2, with zero contour
omitted. Note that the scale for velocity is different in Figure 8a than in Figures 8b–8e.
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Kelvin wave in SSH, which is proportional to pressure in
our model.
[29] In contrast to the near-stationary wind forcing at

periods of 30–70 days, zonal wind forcing tends to propa-
gate eastward at periods of 70–110 days (Figure 10a). We
can estimate the phase speed of the winds via regression fit
to a harmonic at each longitude. We chose a period of
90 days, which is in the center of the period band, and lon-
gitudinal range of 50°E–100°E, where the eastward propa-
gation is clearly seen. The resultant phase speed estimate
is 3.84 ' 1.77 m s"1, with 95% confidence limits obtained
using procedures described by Emery and Thomson [2004].
The estimated phase speed for winds is similar in magnitude
to the phase speed of the first baroclinic mode Kelvin wave
(2.50 m s"1) such that the first mode Kelvin wave is in a
near resonant condition [Hendon et al., 1998]. As a result,
Kelvin waves are strongly forced in this period band
(Figure 10b) and when they reach the eastern boundary they

generate reflected Rossby waves with significant amplitude
(Figure 10e). The reflected Rossby waves eventually reach
the interior ocean and constructively interfere with forced
waves. For example, westward velocity due to reflected
Rossby waves overlaps that due to forced Kelvin waves
in 60°E–80°E around day +60. Wind forcing also excites
Rossby waves in the interior ocean, which are attenuated by
winds of opposite sign between 50°–80°E (Figure 10c).
Consequently, forced Rossby waves do not reach the west-
ern boundary with sufficiently large amplitude to generate
reflected Kelvin waves (Figure 10d). The net effect of these
wave processes is that while the winds propagate eastward
along the equator, zonal velocity propagates westward
because of the combined influence of forced and eastern
boundary generated Rossby waves (Figure 10a).
[30] Observed SSH variability at 70–110 day periods

forms an east-west pattern with a node at about 85°E such
that SSH tends to be out of phase between 60°E–85°E and

Figure 9. SSH along the equator regressed onto the normalized wind index at periods of 30–70 days
for (a) Archiving, Validation, and Interpretation of Satellite Oceanographic data (AVISO) SSH, (b) total
K-R1 model SSH, (c) forced K-R1 model SSH, and (d) reflected K-R1 model SSH. Contours are for
zonal wind stress as in Figure 8.
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85°E–100°E (Figure 11a). The simulated SSH has a similar
spatial pattern with similar magnitude, although the node
is less sharply defined (Figure 11b). Forced SSH tends to
propagate eastward under the influence of Kelvin wave
dynamics (Figure 11c), while eastern boundary generated
SSH (Figure 11d) propagates westward in the form of
Rossby waves. SSH appears to propagate westward near the
western boundary because of the superposition of Rossby
waves arriving from the east on weaker western boundary
generated Kelvin waves.
[31] The K-R1 model has two baroclinic modes, which are

comparable in magnitude for zonal velocity at 30–70 day
periods (Figure 12a). The first baroclinic mode Kelvin wave
can cross the forcing region in 15 days and at a fixed fre-
quency has a longer zonal wavelength than the second bar-
oclinic mode, which takes 25 days to traverse the forcing
region. For zonally stationary winds, one might expect that
faster and longer-wavelength first baroclinic mode waves
(which are also less strongly damped than second baroclinic
mode waves) would be preferentially excited. However, the

wind stress preferentially projects onto the second mode in
our model, as determined using a velocity scale that is
roughly proportional to cn

"1/2 (see section 3). Thus, the two
vertical modes end up having similar magnitudes at 30–70
day periods.
[32] Han et al. [2001, 2011], Han [2005], and Fu [2007]

argued that the second baroclinic mode dominates at about
90 day periods since second baroclinic mode wave phase
speeds favor a basin mode resonance. Our results show that
the first mode is larger west of 80°E while the second mode
is dominant to the east for the period band of 70–110 days
that encompasses the 90 day peak (Figure 12b). According
to Cane and Moore [1981], the velocity for the first and
second modes would have an expected maximum amplitude
at about 78°E and 86°E, respectively, at 90 day periods due
to constructive interference between Kelvin waves and
eastern boundary generated Rossby waves (Appendix A).
These theoretical estimates compare well with our results
in Figure 12b. In addition, with realistic zonal wind stress
forcing that propagates eastward at these periods, the first

Figure 10. (a–e) Same as Figure 8 but for periods of 70–110 days.
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baroclinic mode Kelvin wave is strongly excited; it has a
broader zonal extent than the second baroclinic mode, with a
maximum amplitude near 80°E where the regressed forcing
is strongest (Figure 10). It is noteworthy that we do not see a
local secondary amplitude maximum in the western basin
near 55°E for the second baroclinic mode as in Han et al.’s
[2011] model results, which they considered as indicative of
a basin mode resonance.

5.2. Spectral Characteristics
[33] As mentioned earlier, velocity spectra are red relative

to the forcing spectrum, which has its peak energy at 30–50
days (Figure 2). This reddening is in part due to the mech-
anism proposed by Kessler et al. [1995] for intraseasonal
variability in the equatorial Pacific Ocean. Specifically, low-
frequency nondispersive Kelvin and Rossby waves will be
preferentially excited because the lower-frequency waves
have longer zonal wavelengths compared to the wind fetch.
Shorter-period, shorter-wavelength waves in contrast will
be less strongly excited because of wind work done against
these waves as they traverse the forcing region. At periods
between 70 and 110 days, additional factors contribute to
boosting zonal velocity energy levels (Figure 2). The near

resonant forcing by eastward propagating winds (Figure 10)
generates significant near 90 day variability in velocity
(Figure 13b) with a substantial contribution from the first
baroclinic mode (Figure 13c). The power in forced zonal
velocity at near 90 day periods is comparable to that at 30–70
day periods, while total velocity variability is twice as large
as 30–70 day periods (Figure 13a). This difference is due
to the importance of reflected Rossby waves (Figure 13b),
which have considerable energy at periods longer than
80 days and contribute to constructive interference with
forced waves as discussed in section 5.1. Note however that
peaks in the forced only Rossby and Kelvin waves indicate
that a peak in total variance at this period would arise
even without considering boundary generated Rossby waves
possibly because wind forcing, though relatively weak at
these periods, has marginally significant energy peak at about
90 day periods.
[34] As Figures 8, 10, and 13b show, Rossby waves

dominate the reflected wavefield and Kelvin waves reflected
from the western boundary are negligible on intraseasonal
time scales in the Indian Ocean. This result is not consistent
with the existence of basin mode resonances, which Han et al.
[2001, 2011] and Han [2005] proposed as a mechanism for

Figure 11. (a–d) Same as Figure 9 but for periods of 70–110 days.
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the excitation of intraseasonal variability at 90 day periods.
To explore this issue in more detail, we perform additional
experiments in which either of eastern or western bound-
ary reflectivity is changed from 0% to 100%. If eastern
boundary reflection is eliminated, velocity energy levels
are reduced by about a third at 55–85 day periods and more
than halved at 90 day periods (Figure 14a). The reduction
of the western boundary reflection has much less impact on
velocity energy levels (Figure 14b).
[35] These results indicate that the eastern boundary

reflected Rossby waves are essential for an accurate under-
standing of intraseasonal variability in the 70–110 day period
band, in addition to near resonant forcing by the eastward
propagating winds. Basin modes, which include both reflec-
ted Kelvin and Rossby waves, are not found in our model
solutions. This conclusion contradicts the results obtained
by Han et al. [2011], who found that the 90 day peak in
velocity spectrum simulated by a conceptual one-dimensional
model vanishes if western boundary reflection is eliminated.
We surmise that this difference is due to differences in the
models used. The conceptual model Han et al. [2011] used
ignores energy loss at the western boundary due to excitation
of short Rossby waves, and thus possibly exaggerates western
boundary generated waves. Our model is more realistic to

the extent that the energy loss at the boundaries is taken into
account by the long-wave approximation.

6. Summary and Discussion

[36] In this study a simple analytical linear long-wave
model is used to investigate intraseasonal variability along
the equator in the Indian Ocean. The model is forced by
QSCAT satellite winds and is highly simplified, with a flat
bottom, meridional walls for eastern and western bound-
aries, and just the two gravest baroclinic mode Kelvin waves
and first meridional mode Rossby waves. Despite of the
extreme simplicity of the model however, simulated velocity
and SSH compare well with in situ and satellite observa-
tions in terms of horizontal structure, vertical structure and
spectral content. As noted in past studies, the observed and
modeled velocity spectra are much redder compared to the
wind forcing.
[37] At periods of 30–70 days, zonal wind forcing is

on average stationary in longitude. We might have expected
eastward propagation of the winds as at periods of 70–
110 days because of the influence of the Madden Julian
Oscillation (MJO), which extends over the periods of approx-
imately 30–100 days [Zhang, 2005]. One possible reason for
this unexpected behavior is that the MJO accounts for only
about 50% of the variance at intraseasonal time scales [e.g.,
Kessler, 2001] and there are other sources of atmospheric
variability in this period band. Examination of the wind
stress time series indicates periods of eastward propagation
as well as periods of no or even westward propagation.
[38] Regardless of why the surface zonal winds at 30–70

day periods are on average stationary in longitude over the
period of our study, they preferentially excite Kelvin waves
whose zonal wavelengths are long compared to the fetch
of the wind. For nondispersive Kelvin waves, the selection
mechanism favors lower-frequency Kelvin waves over higher-
frequency, shorter-wavelength Kelvin waves. Rossby waves,
which propagate westward at phase speeds much slower than
eastward propagating Kelvin waves, are attenuated by the
winds before completely passing through the forcing region.
However, the contribution from Rossby waves is still sizable,
so that total velocity tends to be stationary in the forcing
region owing to the combined influence of Kelvin and
Rossby waves. Both first and second baroclinic modes make
comparable contributions to surface zonal velocity varia-
tions. Faster phase speeds and weaker damping favor exci-
tation of the first baroclinic mode. On the other hand, winds
project more efficiently onto the second mode, so that the two
vertical modes end up having similar magnitudes.
[39] At periods of 70–110 days, wind forcing tends to

migrate eastward, resonantly forcing Kelvin waves. The
forced Kelvin waves hit the eastern boundary and generate
reflected Rossby waves with substantial amplitude, con-
structively interfering with the directly wind forced waves in
the interior ocean. This constructive interference boosts
energy especially at periods around 90 days. The net effect
of these wave processes is that while the wind forcing pro-
pagates eastward along the equator, zonal velocity propagates
westward.
[40] Previous studies emphasized the importance of basin

mode resonances, in which both eastern boundary generated
waves and western boundary generated waves are essential,

Figure 12. Standard deviations of the first (solid lines) and
second (dotted lines) baroclinic modes regressed onto the
wind index for zonal velocity at 15 m depth along the equa-
tor in the (a) 30–70 day period band and (b) 70–110 day
period band.
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in the excitation of intraseasonal variability in the Indian
Ocean [Han et al., 2001, 2011; Han, 2005; Fu, 2007]. Our
experiments in which boundary reflectivity is artificially
reduced to zero show that zonal velocity energy levels
hardly change if western boundary reflection is eliminated.
On the other hand, we find that eastern boundary reflectivity
has a crucial impact on zonal velocity energy levels. These
results suggest that constructive interference between wind
forced waves in the interior ocean and Rossby waves reflected
from eastern boundary, rather than basin mode dynamics, are
essential in generating observed variability. Consistently, our
model results also do not show double maxima in amplitude
along the equator for second baroclinic mode velocity at

periods near 90 days, which Han et al. [2011] found in ide-
alized wind-driven experiments and which they invoked as
evidence for basin mode resonance.
[41] Our results may help to reconcile the apparent dis-

crepancy between the 180 day adjustment time in idealized
transient model simulations highlighted by Han et al. [2011]
and Sengupta et al.’s [2007] assertion, also from idealized
transient model experiments, that 80–100 days is an intrinsic
time scale for equatorial Indian Ocean adjustment. Han et al.
[2001] defined the adjustment time scale on the basis of
baroclinic second mode wave speeds, while Sengupta et al.
[2007] measured the time scale using depth integrated zonal
pressure gradient, which emphasized the first baroclinic mode

Figure 13. Variance preserving spectra for 15 m zonal velocity at 0°, 80°E from the K-R1 model: (a) total
velocity, (b) forced Kelvin waves (dotted line), forced Rossby waves (dashed line), reflected Kelvin waves
(dash-dotted line), and reflected Rossby waves (solid line), and (c) the first baroclinic mode (solid line)
and the second baroclinic mode (dashed line). The shading shown in Figure 13a represents red noise
spectra based on a lag-1 autoregressive process [Gilman et al., 1963].
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in the initial phases of the ocean’s adjustment. Both modes
are strongly evident in our model results forced by realistic
winds and, by extension, in observed variability that is so
well represented by our model.
[42] In summary, our results suggest that the red shift in

the velocity spectrum relative to the wind forcing spectrum
is attributable to a combination of factors. These include
(1) the near resonant excitation of Kelvin waves by eastward
propagating winds, (2) the constructive interference between
wind-forced waves and Rossby waves reflected from the
eastern boundary, and (3) the favored excitation of waves
whose zonal wavelengths are long compared to the fetch
of the wind. For nondispersive Kelvin and Rossby waves,
this latter mechanism favors lower frequencies over higher
frequencies in the intraseasonal band. The first two of these
mechanisms are particularly pronounced at periods of 70–
110 days and contribute significantly to the energy peak near
90 days. These results help to define more precisely the
dynamics of wind-driven intraseasonal variability in the
equatorial Indian Ocean. It is known that intraseasonal var-
iations on the equator can affect coastal currents along the
western coast of the Indian Peninsula [Vialard et al., 2009]
and also lower frequencies associated with the seasonal
Wyrtki Jets and interannual Indian Ocean Dipole [e.g., Han

et al., 2004; Masumoto et al., 2005]. Thus, a better under-
standing of this intraseasonal variability constitutes an impor-
tant step forward in developing a comprehensive theory of
climate variability in the region.

Appendix A: Constructive Interference of Kelvin
and Reflected Rossby Waves

[43] This appendix summarizes the mathematical formu-
lation of Cane and Moore [1981] for the constructive inter-
ference of Kelvin and Rossby waves as it applies to our
study. They solved the linear, inviscid, nondimensionalized
shallow water equations on the equatorial b-plane given by

ut " yvþ hx ¼ 0; ðA1aÞ
vt þ yuþ hy ¼ 0; ðA1bÞ
ht þ ux þ vy ¼ 0: ðA1cÞ

8
<

:

From equations (A1a)–(A1c), they obtained an analytical
solution for velocity from the summation of Kelvin wave
and reflected Rossby wave modes:
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wherew is scaled frequency, s is a zonal coordinate (s =w(x–XE),
x is scaled longitude, XE is the scaled longitude of the
eastern boundary), l is meridional mode number, and =l is
lth Hermite function. The first term in the curly bracket is the
Kelvin wave mode and the second term represents reflected
Rossby wave modes. The Rossby wave coefficient a1

l is
chosen so that zonal velocity is zero at the eastern boundary,
which is assumed to be a perfectly reflecting meridional
wall. The summation is only over odd numbered modes (l =
1, 3, 5...) for a straight north-south boundary, because Kelvin
waves do not project onto even numbered meridional mode
Rossby waves. Using the long-wave approximation, the
infinite sum in the above equation can be written as a simple
formula:

u ¼ "i tan2s cos2sð Þ
1
2expi

y2

2
tan2s

# $
eiwt : ðA3Þ

The consequence of this expression in a theoretical sense is
that there are singularities or “caustics” at focal points where
the velocity amplitude is very large. The focal point is
defined as the longitude where cos(2s) = 0 and is caused
by constructive interference between Kelvin and reflected
Rossby waves. When the number of meridional Rossby
modes is truncated to less than infinity, when friction is
added, or when there is an irregular coast line, the waves are
defocused and the singularities become regions where con-
structive interference results in large amplitude. These solu-
tions are free wave solutions but the dynamics should apply
in the case of wind forcing.
[44] The longitude of the focal points can be computed

using cos(2s) = 0, or 2w(x " XE) = (2m + 1)p/2 (m is a
negative integer). In dimensional form, the focal point is at
XE* + (2m + 1)p/(4w*), where XE* denotes dimensional

Figure 14. (a) Spectra at 0°, 80°E for the K-R1 model zonal
velocity at 15 m depth from the experiments in which the
eastern boundary reflectivity is changed from 0% to 100%.
The western boundary reflectivity is kept as the standard
value (85%). (b) Same as Figure 14a but for the experiments
with various western boundary reflectivity and constant east-
ern boundary reflectivity (85%).
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longitude of the eastern boundary and w* is dimensional
frequency. There are multiple focal points corresponding to
different m’s. As m decreases, the focal point becomes far-
ther from the eastern boundary; waves need to travel for
longer distance and are weakened more owing to damping.
Thus the clearest focal point is the one closest to the eastern
boundary (m = "1), which is 78°E for the first baroclinic
mode and 86°E for the second mode at 90 day periods, for
XE* = 100°E.
[45] The basin mode referred to by Han et al. [2001, 2011]

and Han [2005] is the special case of the solution (A3). If the
western boundary condition is added,

R
"∞
∞
udy = 0 must be

satisfied zero at x = 0. This condition requires sin("wXE) =
0, or "2wXE = np (n is a positive integer). Rewriting w =
2p/P, where P is the scaled period, P = 4XE/n. In dimensional
form, it is P = 4XE*/(nc), where c denotes phase speed of
Kelvin wave. Han et al. [2001, 2011] and Han [2005] used
this equation to compute periods of basin mode resonance.
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