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Modeling Socially Desirable

Responding and Its Effects

Matthias Ziegler
Humboldt University Berlin

Markus Buehner
Ludwig-Maximilians-University Munich

The impact of socially desirable responding or faking on noncognitive assessments

remains an issue of strong debate. One of the main reasons for the controversy is the

lack of a statistical method to model such response sets. This article introduces a new

way to model faking based on the assumption that faking occurs due to an interaction

between person and situation. The technique combines a control group design with

structural equation modeling and allows a separation of trait and faking variance. The

model is introduced and tested in an example. The results confirm a causal influence of

faking on means and covariance structure of a Big 5 questionnaire. Both effects can be

reversed by the proposed model. Finally, a real-life criterion was implemented and

predicted by both variance sources. In this example, it was the trait but not the faking

variance that was predictive. Implications for research and practice are discussed.

Keywords: social desirability; faking; validity; spurious measurement error; structural

equation modeling; common method variance

For years, cognitive assessments have been used to predict performance. Their

utility to predict academic (Kuncel, Hezlett, & Ones, 2004) as well as job suc-

cess (Schmidt & Hunter, 1998) has been shown. The rise of the Big 5 as a model to

describe individual differences in personality self-descriptions (Goldberg, 1992)

reanimated efforts to use noncognitive assessments to predict performance. By now,

many studies have been conducted, demonstrating the utility of noncognitive mea-

sures in predicting academic as well as job performance (e.g., Higgins, Peterson, Pihl,

& Lee, 2007). Nevertheless, noncognitive assessments are still often criticized. The

main reason for the criticism is the potential influence of socially desirable responding

(SDR), or faking (e.g., Griffith, Chmielowski, & Yoshita, 2007). In other words, peo-

ple are afraid that the results they get from noncognitive assessments do not represent

the actual characteristics of the participants. Although this issue has been investigated

for many years (Crowne & Marlowe, 1964; Hogan, Barrett, & Hogan, 2007),
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questions regarding its impact on construct and criterion validity remain. One of the

main reasons for the open questions is the problem of modeling social desirability.

This article suggests a new modeling approach allowing the investigation of effects

on means and covariance structure as well as criterion validity of measured traits.

As an example, we use a personality questionnaire assessing the Big 5 as one of

the most important noncognitive constructs. We chose the revised NEO Personality

Inventory (NEO-PI-R; Costa & McCrae, 1992) because it is a widely used and

well-researched instrument. Validity-related evidence exists concerning construct

(Aluja, Garcia, Garcia, & Seisdedos, 2005) and criterion validity (Piedmont &

Weinstein, 1994). Moreover, it has been applied in other faking studies (Pauls &

Crost, 2005b).

Effects of SDR

Faking changes the mean scores of trait questionnaires (Viswesvaran & Ones,

1999; Ziegler, Schmidt-Atzert, Bühner, & Krumm, 2007). Respondents distort

answers to items in a socially desirable way. Consequently, the score of some of

the items changes, and so does the overall mean. As far as the Big 5 and faking

good are concerned, it is also known that not all of the factors are affected. A meta-

analysis revealed that scales that are especially relevant for the job a person applies

for are faked more (Birkeland, Manson, Kisamore, Brannick, & Smith, 2006). Con-

cluding, it can be said that SDR affects the means of scales depending on the

importance of each scale for the overall goal of respondents.

Faking can also affect the covariance structure of distorted scales. A study con-

ducted by Pauls and Crost (2005b) showed simple fake good instructions increased

all intercorrelations between the Big 5. A job-specific faking instruction only

increased the intercorrelations among factors believed to be job relevant. Whereas

the impact on mean structure seems to be without controversy, the impact on covar-

iance structure is controversial (Ellingson, Smith, & Sackett, 2001). Two explana-

tions can be given for the different results. First, samples containing applicants for

different jobs are often combined (Hogan et al., 2007). This blurs the impact of fak-

ing on the covariance structure because it can be assumed that different traits are

relevant for different jobs. Consequently, the increased trait intercorrelations differ

for the specific job groups, and this makes it difficult to find increased correlations in

the combined sample. A second problem is that some of the studies use social desir-

ability scales to detect faking (Ferrando & Chico, 2001). This procedure is proble-

matic due to the nature of such scales, which have meaningful correlations with

substantial personality traits such as neuroticism, agreeableness, and conscientious-

ness (Ones, Viswesvaran, & Reiss, 1996; Paulhus, 1991). Hence, extreme scores in

such scales do not necessarily indicate response distortion but could simply represent
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extreme personalities. Moreover, correcting for faking using such scales proved to be

ineffective (Ellingson, Sackett, & Hough, 1999). Even though a final conclusion

might yet be impossible, there is mounting evidence that faking has an effect on the

covariance structure of faked scales.

A related aspect concerns the impact of faking on criterion validity. It is

assumed that faking does not influence criterion validity (Ones & Viswesvaran,

1998). Although the results seem very clear, they could be criticized for the same

reasons just stated. It could again be argued that using social desirability scales to

detect faking or combining different samples might blur the effects. Thus, the ques-

tion of criterion validity for faking and trait variance is still not answered properly.

Summarizing, there is evidence that faking has an impact on means and mixed evi-

dence that faking has an impact on covariance structure. At first glance, faking does not

affect criterion validity. However, the impact of faking on criterion validity remains

questionable as long as a clear separation of faking and trait variance is impossible.

It is also important to keep in mind that the effects of faking only apply to job-

relevant scales. Consequently, faking is not just simply a response distortion.

Rather, it depends on contextual variables.

Faking as a Spurious Measurement Error

Based on the observation that faking is context specific, we conclude that faking

can be understood as a systematic measurement error resulting from the interaction

between context (situational demand) and person. Schmidt, Le, and Ilies (2003)

coined the term ‘‘spurious measurement error’’ for such interactions. Classical test

theory defines a test score as the sum of true score and measurement error. The

measurement error is supposed to be due to unsystematic influences. If faking is

seen as a spurious measurement error, it would represent systematic variance. Spur-

ious measurement errors are systematic because it is assumed that this error does

not always occur, but it always occurs under identical circumstances. Variance due

to systematic measurement errors cannot easily be distinguished from true score

variance. However, whereas true score variance only increases correlations among

items measuring the same trait, a spurious measurement error will increase correla-

tions among all faked items, and thus correlations between different traits. This

makes modeling spurious measurement errors and thus modeling faking possible.

Modeling Social Desirability

We propose a new way of separating trait from faking variance. A spurious mea-

surement error (faking) contributes to correlations between scales, however, not

between scales measuring one trait but between scales faked. In this sense, a
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systematic measurement error can be viewed as common method variance (CMV).

Podsakoff, MacKenzie, Lee, and Podsakoff (2003) suggest modeling CMV as a

latent variable using structural equation modeling. Applying such a model, all

faked items or scales would not only have loadings on their specific trait variable

but also on a common method factor representing faking. However, the authors

cautioned users, because such a latent method factor could comprise different

things. Obviously, faking can be one of the explanations. However, other possibili-

ties, such as a higher order trait factor, common rater effects, or item characteris-

tics, to name just a few, are also plausible. To clarify the character of the latent

factor, Podsakoff et al. suggested correlating it with marker variables. For example,

a common method factor representing faking should be correlated with a social

desirability scale. However, this might be misleading because such scales are

loaded with substantial personality differences themselves. Thus, in the case of the

Big 5, a correlation does not necessarily confirm that faking was extracted. It could

also mean a substantial higher order factor was extracted. We propose a different

approach that allows a clear interpretation of the common method variable as

faking. For this purpose, an experimental design was combined with the approach

suggested by Podsakoff et al.

Two groups are administered the questionnaire twice. Spurious measurement

errors should occur at both measurement points in both groups assuming that SDR

always occurs to some extent. A control group (CG) is asked to respond honestly

both times (low stakes), and an experimental group (EG) is given a specific faking

instruction the second time (high stakes). At the first measurement point, both com-

mon method factors should have the same character. However, at Time 2, the char-

acter of the common method factor in the EG should have changed due to the

specific faking instruction. This instruction should influence the interaction

between context (situational demand) and person. In other words, people will fake

specific scales that they believe to be important. Consequently, the intercorrelations

between these scales will increase due to the higher impact of the spurious mea-

surement error. This should also influence the loading pattern for the common

method factor. If such a change occurs, it can only be due to the faking instruction,

which was the only difference between both groups. To clearly interpret the factor

as faking factor, though, four hypotheses must be tested. (1) The intercorrelations

between faked traits should decrease controlling for faking variance. (2) Mean

scores for faked traits should decrease for the same reason. (3) The mean score of

the common method factor at Time 2 should be larger in the EG compared to the

CG. (4) The correlation between the common method factors for Time 1 and Time

2 should be low in the EG but high in the CG. In the CG, no specific faking instruc-

tion is given; therefore, the common method factor should not change its character

at Time 2. This would result in a high correlation between both factors. In the EG,

however, a specific faking instruction is given, which should change the character

of the common method factor resulting in a low intercorrelation. Figure 1 gives an
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exemplary model as well as a depiction of the hypotheses just outlined. Correlated

error terms are specified because the same trait indicators are used at both measure-

ment points. For easier understanding, we will outline the procedure based on an

empirical example.

Method

Participants and Procedure

The sample consisted of N= 341 (270 women) psychology students. The aver-

age age and semester were 22.72 (SD= 5.67) and 1.89 (SD= 2.01), respectively.

The CG contained n= 167 (39 men), and the EG n= 174 (30 men) participants.

Group assignment was random. Participants first had to fill out the NEO-PI-R with

regular instructions. Afterwards, a series of other tests that lasted for about 2 hr

Figure 1

Depiction of Hypotheses

Note: CMV= common method variance; EG= experimental group; CG= control group; Tij= trait indi-

cator i at time point j.
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was administered. Among those tests was the Intelligence Structure Test

(Amthauer, Brocke, Liepmann, & Beauducel, 2001). Scores in this test were used

to estimate missing values in the criterion variable (see below). Then participants

received a specific instruction depending on their group assignment. In the CG, par-

ticipants were told not to be surprised if they knew the upcoming test and to answer

the questions as honestly as possible, not trying to replicate their first answers.

Within the EG, participants received a specific fake-good instruction (Rogers,

1997). Thus, participants in the EG were told they were about to take part in a

student-selection procedure for psychology:

Universities have to select their students. For this task a number of instruments like

the following are being tested right now. Please imagine that you are participating in a

student selection procedure. Of course, it is your goal to get admitted as a psychology

student. Therefore, you have to fill out the following questionnaire in a way that

assures your admission. However, you have to be careful because a test expert will

check the results for obvious faking and you do not want to be spotted.

After reading their specific instructions, all participants filled out the NEO-PI-R

for a second time. Upon completion, they were asked whether they had followed

their specific instructions, which all participants affirmed. Finally, they were

thanked and dismissed. After finishing data collection, feedback and full informa-

tion on the experiment was provided.

Test Materials

Both groups had to fill out the 240 NEO–PI–R items in the German version

(Borkenau & Ostendorf, 1993) twice. Six facets for each of the five factors of the

five factor model, that is, neuroticism, extraversion, openness to experience, agree-

ableness, and conscientiousness, are assessed with eight items each. Items ask

participants to rate themselves in typical behaviors or reactions on a 5-point Likert-

type scale ranging from strongly disagree to strongly agree. Alphas for the factors

range from .87 to .92 and from .53 to .85 for the facets.

To test the capability of the new approach to test the impact of faking on criterion

validity, a criterion is needed. The faking instruction guided participants into faking

in a university admission setting. Thus, the criterion should evaluate academic

success in psychology. A good measure of success in psychology is the grade in

statistics (Furnham & Chamorro-Premuzic, 2004), which was also used here. The

examination consisted of 35 multiple-choice items (a= .91) and took place at least 2

months after data collection. Unfortunately, not all study participants (80.1%) were

in their first semester. Therefore, grades in the exam were imputed for higher seme-

ster students (19.9%), who did not take the exam. A listwise deletion would be possi-

ble because the MCar test by Little (1988) was not significant, w2(8)= 10.04,
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p= .26. However, to obtain maximal power, the expectation-maximization (EM)

algorithm was used with intelligence test results as predictors to estimate missing

values.

Models

A multigroup structural equation model was specified to separate trait and fak-

ing variance. The model contained the NEO-PI-R facets (sum of eight items each)

for both measurement times as indicators of their specific trait. Furthermore, two

additional latent variables representing CMV1 and CMV2 were integrated, which

had paths to either all indicators measured at Time 1 or all indicators measured at

Time 2. Both variables were allowed to correlate. Because the common method

factors at Time 1 should be equal in both groups, latent means were set equal in

both groups.

To test all our hypotheses, the analyses consisted of two different structural

equation models: (a) a correlated trait model and (b) a prediction model. Because it

was assumed that not all personality factors are faked, the models will only contain

those factors that were faked (Pauls & Crost, 2005a, 2005b). Because the error only

affects some of the traits, only these traits will share faking variance. Thus, only

these traits can be used to model faking. Equal items were used at both measure-

ment times, and hence, correlated errors between identical facets were included.

Facet loadings for each factor were set equal in the CG representing the finding that

factor loadings under normal conditions are highly comparable (e.g., Costa &

McCrae, 1992). Using the model, it will be possible to test the four hypotheses sta-

ted above. To test Hypotheses 1, correlations at Time 2 between personality factors

were first computed without controlling for the spurious measurement error. They

should be higher in the EG than in the CG. In a second step, the correlations were

calculated modeling the common method factors. Here, the correlations should be

low and comparable for both groups. All other specific hypotheses were tested with

the structural equation models. Furthermore, the question of criterion validity of

trait and faking variance will be explored. To do this, grades in an examination in

statistics were taken into the model and regressed on the personality factors as well

as the common method factor at Time 2.

Statistical Analyses

The data will be subjected to an analysis without controlling for situational

demand using SPSS 14.0. To find out which of the personality factors were faked,

five ANCOVAs with group as independent variable, personality score at Time 2 as

dependent variable, and personality score at Time 1 as covariate were conducted.

This approach proved to be the most powerful technique in designs such as this

(Vickers & Altman, 2001). Even though no group differences at Time 1 were
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expected, as group membership was assigned randomly, this approach is more pre-

cise because it controls for even the slightest group differences at Time 1.

Confirmatory factor analyses (maximum likelihood) were conducted using AMOS

16.0. The assumption of multivariate normal distribution was violated (Mardia test:

multivariate kurtosis= 129.67, critical ratio= 12.35, p< .001), and Bollen-Stine

bootstraps with n= 200 samples were performed to correct the p value for the w2

tests.

The assessment of the global goodness-of-fit was based on recommendations by

Hu and Bentler (1999) as well as Beauducel and Wittmann (2005). Thus, the stan-

dardized root mean square residual (SRMR ≤ .11) and the root mean squared error

of approximation (RMSEA ≤ .06 for N> 250) were used. Because the tested

models are rather complex, one should keep in mind that less restrictive cutoffs

than proposed here should be chosen, as Cheung and Rensvold (2001) concluded.

Figure 2

Uncorrelated Structural Equation Model

Note: CMV= common method variance; N= neuroticism, E= extraversion, A= agreeableness,

C= conscientiousness. Facet names of personality domains were left out. Each manifest variable repre-

sents a personality facet (sum of eight items). Each trait has 12 manifest variables, 6 for each measure-

ment point. Correlated errors between identical items representing method variance are not depicted.
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Therefore, cutoffs were applied here as general guidelines but not as strict borders.

Usually, an incremental fit index is used as well. However, Beauducel and Wittmann

pointed out that such fit indices tend to reject trait models and should not be used.

Moreover, Cheung and Rensvold suggested not using incremental fit indices if the

assumption of multivariate normal distribution is violated.

To conduct the multigroup analysis and the latent mean comparisons, the inter-

cept for each manifest variable had to be set equal in both groups (see Byrne,

2001). All latent means were fixed at zero in the CG (except for CMV1, which was

set equal in both groups).

Results

Descriptive statistics for the measures used for both groups can be found in

Table 1.

Without Controlling SDR

Bivariate correlations between personality factors at both measurement points

can be found in Table 2.

As can be seen, there are only small to moderate correlations between the person-

ality factors within both groups at Time 1. The picture remained the same within the

CG at Time 2. Within the EG, some of the correlations between the personality fac-

tors increased. Thus, the results show, faking led to increased correlations between

Table 1

Descriptive Statistics for All Variables

Variable Control Group M (SD) Experimental Group M (SD)

Neuroticism T1 94.15 (26.06) 92.42 (23.16)

Neuroticism T2 90.88 (25.32) 52.37 (19.13)

Extraversion T1 117.47 (18.46) 121.73 (19.54)

Extraversion T2 116.74 (17.18) 131.84 (13.79)

Openness T1 129.63 (14.79) 131.13 (18.44)

Openness T2 128.50 (15.94) 130.43 (13.81)

Agreeableness T1 117.19 (17.19) 117.92 (17.62)

Agreeableness T2 119.04 (17.52) 129.74 (13.86)

Conscientiousness T1 119.37 (20.02) 122.98 (18.00)

Conscientiousness T2 117.81 (19.00) 153.65 (16.67)

Statistics grade 2.99 (1.39) 2.83 (1.32)

Note: T= time. Statistics grades ranged from 0.7 to 5.0, with lower values indicating better grades.
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some personality factors. This confirms the first part of the specific Hypothesis 1 and

can be regarded as evidence for a spurious measurement error. It is very informative

to inspect the personality trait variances in both groups (see Table 1). Within the CG,

the variance remained unchanged from Time 1 to Time 2. Within the EG, however,

variance actually dropped for most traits due to a ceiling effect. Usually, a restriction

in variance goes along with decreased correlations. However, within the present data

some correlations increased further, supporting the idea of a spurious measurement

error.

The second step in the analyses was five ANCOVAs. The results showed that

all personality scores except for openness, F(1, 338)= .02; p= .89; Z2
< .001;

1− b= .05, were faked. Large effects occurred for neuroticism, F(1, 338)= 135.37;

p< .001; Z2= .29; 1− b= 1, and conscientiousness, F(1, 338)= 90.96; p< .001;

Z2= .21; 1− b= 1. Small to moderate effects were observed for extraversion, F(1,

338)= 13.86; p< .001; Z2= .04; 1− b= .96, and agreeableness, F(1, 338)= 14.03;

Table 2

Correlations Between Personality Factors

N E O A C

Time 1

N — –.39*** –.04 .04 –.33***

E –.39*** — .24* .10

O –.12 .44*** — .19 –.15

A –.19 .11 .17 — –.01

C –.15 .04 .06 .17 —

Time 2

N — –.36*** .01 .02 –.36***

E –.37*** — .27** –.01 .10

O –.08 .54*** — .22* –.15

A –.19* .25** .34*** — –.01

C –.72*** .33*** .12 .16 —

SEMa N E A C

N — .04 –.08 –.10

E .03 — –.37 .10

A –.06 –.27 — .01

C –.08 .08 —

Note: N= neuroticism; E= extraversion; O= openness; A= agreeableness; C= conscientiousness;

SEM= structural equation modeling. Below the diagonal are the correlations within the experimental

group and above within the control group for Time 1 and Time 2, respectively. Significance levels have

been Bonferroni corrected for 10 tests in each diagonal.

a. Below the diagonal are the correlations within the experimental group controlling for situational

demand with no correction for attenuation and above with correction for attenuation (Hancock & Muel-

ler, 2001). Significance levels have been Bonferroni corrected for six tests in each diagonal.

*p< .05. **p< .01. ***p< .001.
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p< .001; Z2= .04; 1−b= .96. Table 1 reveals that participants in the EG depicted

themselves as less neurotic, more extraverted, agreeable, and conscientious than parti-

cipants in the CG at Time 2 controlling for any differences at Time 1 (largest differ-

ence at Time 1 occurred in extraversion; Cohen’s d= .22, n.s.).

Modeling SDR

To extract the spurious measurement error, openness was dropped from the

following analyses. Model 1 converged properly achieving an acceptable fit:

w2(2084)= 4951.52, Bollen-Stine p value= .01, SRMR= .118, RMSEA= .064

(90% confidence interval [CI]: .061− .066). Looking at the correlations (see Table 2)

reveals only small values, mostly close to zero. In the EG, no significant correlation

occurred when faking was controlled for. This confirms the second part of the specific

Hypothesis 1. To compare the correlations with the bivariate correlations from Times

1 and 2, corrections for attenuation were undone (Hancock & Mueller, 2001). The

only sizable correlation occurred between extraversion and agreeableness.

The model without trait intercorrelations also converged properly and achieved an

acceptable model fit: w2(2096)= 4989.10, Bollen-Stine p value= .01, SRMR= .119,

RMSEA= .064 (90% CI: .062− .066), which was significantly worse compared

with the former, �w2(12)= 37.58, p< .001. However, model fit was not perfect. An

investigation of the modification indices revealed that including correlations between

some of the facets, especially extraversion and agreeableness facets, would improve

model fit. This is not surprising, for two reasons. First, the correlation between extra-

version and agreeableness was the only substantial one. Second, cross-loadings

between facets often occur for the NEO-PI-R. The following results did not differ for

the correlated and the uncorrelated model. Therefore, and because the trait intercorre-

lations were weak, we will report results from the uncorrelated model.

In the EG, all loadings on the personality traits were significant with few excep-

tions: The conscientiousness facets from Time 2, assertiveness (E3), activity (E4),

impulsiveness (N5, only at Time 2), trust (A1), and positive emotions (E6, only at

Time 1). Trait loadings in the CG were all significant. The differences can be

explained by the different loading patterns on CMV2. Within the CG, loadings on

CMV1 were significant at Times 1 and 2, except for impulsiveness (N5), excitement

seeking (E5), and deliberation (C6). Within the EG, the loading pattern on CMV1

was about equal, except that insignificant loadings only occurred for order (C2), duti-

fulness (C3), straightforwardness (A2), compliance (A4), and modesty (A5). In both

groups, loadings were small to moderate. Loadings on CMV2 were similar to load-

ings on CMV1 in the CG. However, within the EG all loadings were now significant

with the exception of excitement seeking (E5). This supports the idea of a stronger

situational impact at Time 2 in the EG. Loadings increased for neuroticism and con-

scientiousness facets (all l ≥ |.62|). Neuroticism facets had negative loadings on the

CMV2 in the EG, whereas all other facets had positive loadings.
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Table 3 displays means, variances, and construct reliabilities for the latent vari-

ables. It can be seen that controlling for the spurious measurement error yielded

insignificant group differences in almost all personality factor means. The only sig-

nificant mean differences occurred for conscientiousness. Here, a small effect was

observed (Hancock, 2001). This partly confirms specific Hypothesis 2.

The difference between the means for the CMV2 factors was moderate and sig-

nificant, confirming specific Hypothesis 3.

The correlation between CMV1 and CMV2 (without correction for attenuation)

amounted to r= .78 (p< .001) within the CG but only to r= .23 (p< .05) within the

EG. As was expected in specific Hypothesis 4, the character of the spurious measure-

ment error factor did not change much within the CG but did within the EG.

All latent variables had significant variances at both times and in both groups.

Moreover, construct reliabilities for the traits were sufficient but smaller in the EG,

which is not surprising because the loadings at Time 2 were generally smaller. This

would not be observed without controlling for faking, because the spurious mea-

surement error adds to the systematic trait variance. Whereas all reliabilities for the

common method factors were about equal, a larger reliability occurred in the EG at

Time 2 due to the higher loadings.

All in all, the results show that SDR can be modeled as suggested. Within the

model, mean differences and increased intercorrelations could be reversed. CMV2

was substantially different in the EG, evidenced by the confirmed hypotheses.

Therefore, it can be interpreted as faking factor. This means that a separation of

Table 3

Means and Variances for Latent Variables

M s2 rtt

Variable CG EG CG EG CG EG

N 0 −.12 (−.01) 10.99*** 19.50*** .87 .80

E 0 −.28 (−.06) 3.61*** 5.66*** .67 .76

A 0 .21 (.05) 6.70*** 2.35* .90 .72

C 0 .63* (.13) 7.07*** 2.74*** .88 .79

CMV 1 1.16 1.16 3.81*** 4.62*** .85 .88

CMV 2 0 5.71*** (.75) 9.83*** 5.56*** .86 .95

Note: CG= control group; EG= experimental group; rtt= reliability according to Hancock and Mueller

(2001); N= neuroticism; E= extraversion; A= agreeableness; C= conscientiousness; CMV= common

method variance. Means within the CG were fixed to be 0, thus, significant means in the EG represent sig-

nificant group differences. An exception is the mean for State 1, which was set equal in both groups to

express equal situational demand. Effect sizes according to Hancock (2001) are given in parentheses; posi-

tive values indicate a larger mean for the EG. The effect size can be compared to a Cohen’s d. However,

latent means and variances are used and interpretation guidelines are adjusted to construct reliabilities.

*p< .05. **p< .01. ***p< .001.
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trait and faking variance was successful, allowing a comparison of criterion valid-

ity of personality traits versus faking.

The analysis was again conducted without trait intercorrelations. Grades in the

examination in statistics were regressed on all personality factors as well as CMV2

(faking in the EG). The model converged properly and the fit was acceptable,

w2(2182)= 5137.90, Bollen-Stine p value= .01, SRMR= .117, RMSEA= .063

(90% CI: .061− .065). Five percent of the criterion variance could be explained in

the EG and 22% in the CG. The difference can be explained by variance restriction

for conscientiousness in the CG. Conscientiousness was one of the best predictors

in both groups (EG: l=−.15, p= .07; CG: l=−.28, p= .001). Thus, better

grades were achieved by higher conscientiousness. Besides conscientiousness,

it was neuroticism that contributed to the amount of explained variance (EG:

l=−.06, n.s.; CG: l= –.35, p< .001). However, CMV2 did not have an incre-

mental validity above and beyond the personality traits (EG: l< .01, n.s.; CG:

l=−.04, n.s.).

Thus, it can be concluded that criterion validity in both groups resulted from

individual differences in personality traits but not variance due to faking.

Discussion

A combination of an experimental design with structural equation modeling was

used to model faking. The approach was based on the idea that faking can be

understood as a spurious measurement error with effects such as common method

variance. Using two groups and two measurement points, a separation of faking

and trait variance was aimed at. Results show that using the model outlined above

not only reversed the effects of faking on means and covariance structure, it also

achieved the wished-for separation of trait and faking variances. The modeling

allows causally attributing the change in means as well as covariance structure to

the influence of faking. Moreover, criterion validities for trait variance and faking

variance could be compared. In line with previous findings, criterion-related valid-

ity resulted from trait variance, especially conscientiousness and neuroticism

(Higgins et al., 2007), but not faking.

Modeling SDR

Within this article, we have advocated the idea that faking can be seen as a spur-

ious measurement error that is caused by an interaction between context and per-

son. This error increases correlations between affected trait scores. The results

confirm our hypotheses and show that such an error can be statistically modeled, as

we suggested. Furthermore, the model provides information on the character of
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faking itself. Neuroticism and conscientiousness have the highest loadings on

CMV2 in the EG, supporting the proposition by Ones et al. (1996) that social desir-

ability is related to these traits. It could be assumed that these two traits are

believed by many to be important for jobs. Hence, they would be most susceptible

to faking (Konstabel, Aavik, & Allik, 2006). However, using different scenarios

might change the character of the faking factor depending on what traits are seen to

be important by the participants.

Implications for Personality Research

Within the Big 5 literature, there is a debate regarding the higher order factor

structure (e.g., Bäckström, 2007; Digman, 1997). Whereas some research indicates

a substantial trait nature, other studies conclude higher order factors might repre-

sent a general bias. The present study adds to this discussion. Using the approach

suggested, trait and bias (faking) variance were separated. The present results sup-

port the notion that shared variance between Big 5 factors could be viewed as a

bias. Two results underline this. First of all, controlling for faking resulted in a lack

of intercorrelations between the traits. Of interest, only a small correlation between

extraversion and agreeableness remained. Rost, Carstensen, and von Davier (1999)

could show that extraversion is a very heterogeneous construct. Moreover, both

personality traits are concerned with interactions between people. Thus, shared

variance could be due to a shared theme. Second, faking variance was not predic-

tive of the criterion as should be expected for a higher order trait. However, we

only used one questionnaire as well as one specific criterion. Further research using

this approach is needed before final conclusions can be drawn.

Implications for Social Desirability Research

One of the most important points of this article is the introduction of a new

approach to modeling social desirability. This new approach allows distinguishing

between trait and faking variance. Therefore, it is possible to closely examine the

effects of social desirability on the psychometric properties of a questionnaire.

The present results seem to underline existing research indicating that faking

affects construct validity but not criterion validity. However, we only used one spe-

cific questionnaire in a specific situation as well as only one criterion. It is plausible

to assume that different results might occur if the questionnaire or criterion chan-

ged. For example, using supervisor ratings might reveal a substantial contribution

of faking variance. To explore this, applicants can be tested when they apply as

well as once they have taken a job. It should also be possible to get personality

scores from job incumbents at two measurement points. The first group could be

compared with our EG, whereas the second would stand as CG. One must only pay
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attention to the fact that only job-relevant aspects are faked. Therefore, it is not

advisable to mix different applicant samples. In this study, participants thought

being open to experience is not helpful to succeed in psychology. Openness rarely

is affected by faking (Birkeland et al., 2006). A possible reason for this might be

that the attributes connected with openness, such as being creative, interested in

many things, and full of fantasy, are not seen as essential for academic success.

Limitations

Because a new design was used, replications in new samples with different tests

and criterions are needed.

A methodological limitation is given as well. To use the presented structural

equation model to extract faking variance, at least two different traits must be faked

by the participants. Otherwise, spurious measurement error variance and trait var-

iance could not be separated, because trait and method factor would try to explain

the same variance.

Furthermore, it could be argued that a study using students and a grade bears

only little practical relevance. However, as Rogers (1997) stated in his suggestions

regarding faking experiments, the sample should have practical relevance. Because

the whole experimental design was customized for a university setting, this practi-

cal relevance is given. Within a workplace setting, such as an applicant setting, dif-

ferent results regarding factors faked and facets affected by situational demand

might occur. The only drawback of the present sample is that it is partly preselected

for intelligence. All psychology students have been selected by their grades in

school. Thus, a more homogeneous group regarding intelligence occurred. More-

over, typically there are more female psychology students than male students.

Another critical point is model fit. The exact test shows that there is still unex-

plained systematic variance left. However, the fit indices show that this misfit is

not large. An investigation of the modification indices suggested correlations

between some of the facets that were not included in the model. Moreover, there

was not a single outstanding modification index indicating one serious misspecifi-

cation. Rather, there were several smaller modification indices. As explained

above, we abstained from including them. This procedure actually increases

chances of finding substantial trait intercorrelations. Consequently, a correlation

occurred between extraversion and agreeableness—exactly those factors for whose

facets the modification indices suggested correlated errors. Nevertheless, this indi-

cates lacking divergent validity at facet level, which was already acknowledged by

Costa and McCrae (1995).

Finally, we focused on faking good and not faking bad or malingering. However,

the presented approach can easily be generalized to investigations of malingering.

This article introduces a new approach to modeling SDR without using specific

scales or difference scores. The results support the idea that faking can be understood
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as spurious measurement error. Moreover, the approach can be of use in personality

as well as applied psychology. The main advantage is that a causal interpretation for

the influence of faking on means, covariance structure, and criterion validity of non-

cognitive questionnaires becomes possible.
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