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ABSTRACT

Due to the ephemeral nature of the atmospheric conditions over the Baltic Sea, the flow field
is highly variable, and thus, changes in the resulting circulation and upwelling are difficult to
observe. However, three-dimensional models, forced by realistic atmospheric conditions and
river runoff, have reached such a state of accuracy that the highly fluctuating current field and
the associated evolution of the temperature and salinity field can be described. In this work,
effects of remote and local atmospheric forcing on circulation and upwelling in the Baltic Sea
are investigated. Changes in the characteristics of the large-scale atmospheric wind field over
the central and eastern North Atlantic can be described by the North Atlantic Oscillation
(NAO). The NAO is related to the strength and geographical position of weather systems as
they cross the North Atlantic and thus has a direct impact on the climate in Europe. To relate
the local wind field over the Baltic Sea to the large-scale atmospheric circulation, we defined a
Baltic Sea Index (BSI), which is the difference of normalised sea level pressures between Oslo
in Norway and Szczecin in Poland. The NAO is significantly related to the BSI. Furthermore,
the BSI is highly correlated with the storage variation of the Baltic Sea and the volume exchange
through the Danish Sounds. Based on three-dimensional model calculations, it is shown that
different phases of the NAO during winter result in major changes of horizontal transports in
the deep basins of the Baltic Sea and in upwelling along the coasts as well as in the interior of
the basins. During NAO+ phases, strong Ekman currents are produced with increased up- and
downwelling along the coasts and associated coastal jets, whereas during NAO− phases, Ekman
drift and upwelling are strongly reduced, and the flow field can almost entirely be described by
the barotropic stream function. The general nature of the mean circulation in the deep basins
of the Baltic Sea, obtained from a 10-yr model run, can be described by the depth integrated
vorticity balance derived from the transport equation for variable depth.

1. Introduction inflow of saline water from the Kattegat. The
mean conditions are superimposed by fluctuating
in- and outflow phases, forced by variable atmo-On the long-term mean, the water balance of
spheric conditions which cause out of phase vari-the Baltic Sea is controlled by in- and outflows
ations of sea levels in the Baltic Sea and thethrough the entrance area, river runoff and the
Kattegat. The resulting barotropic flow will alternet precipitation (precipitation minus evapora-
direction as the sea level of the Kattegat variestion). Due to the freshwater surplus, in the upper
with air pressure and wind set-up (e.g. Jacobsen,layer a general outflow of brackish Baltic Sea
1981; HELCOM, 1986; Stigebrandt, 1983). Amongwater is forced. This is compensated by a deep
others, Dietrich (1951) was already able to relate
the surface currents in the Danish Sounds to the* Corresponding author.

e-mail: alehmann@ifm.uni-kiel.de local wind conditions. He stated that westerly
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winds with speeds between 2–5 m s−1 are neces- the Atlantic control on oceanographic and ecolo-
gical changes in the Baltic Sea. They found evid-sary to stop the general outflow of brackish Baltic

Sea water. Thus, smoothly increasing westerly ence for a general chain-of-events relationship
between the NAO and the freshwater runoff towinds will stop the general outflow, and due to

the freshwater surplus, the water volume in the the Baltic Sea, and also to the deep water salinity
in the Gotland Basin. A further study of theBaltic Sea will increase, although no direct inflow

is forced. A review of the current knowledge of dependence of salinity and oxygen concentrations
in the Baltic Sea on the large-scale atmosphericthe dynamics of the water exchange between the

Baltic Sea and the North Sea has been given by circulation has been presented by Zorita and Laine
(2000). They found that a stronger meridional seaGustafsson (1997). The important role of stor-

age variations in water balance studies of the level pressure gradient over the North Atlantic
caused positive rainfall anomalies and increasedBaltic Sea has been discussed in Lehmann and

Hinrichsen (2001). runoff, giving rise to decreased salinities at all
depths. Due to the weakened stratification orThe relation between major Baltic inflows and

large-scale atmospheric circulation patterns has stronger or more frequent inflows, deep water
oxygen concentrations were enhanced.been investigated by Matthäus and Schinke (1994)

and Schinke and Matthäus (1998). Strong inflow Changes in runoff and net precipitation cer-
tainly have an influence on the circulation of theis mainly caused by persistent, i.e. of a duration

of several weeks, strong westerly winds over the Baltic Sea and the water mass exchange with the
North Sea. However, in this paper we concentrateeastern North Atlantic and northern Europe.

A measure of the strength of the zonal wind on changes of circulation patterns on a monthly
time scale, which are directly forced by changesfield over the central and eastern North Atlantic

is the North Atlantic Oscillation (NAO), which is in the large-scale atmospheric circulation.
From long-term current observations at differ-a phenomenon responsible for climate variability

in Europe. Positive values of the NAO index ent positions, the general circulation of the Baltic
Sea can be derived. However, due to enormousindicate stronger-than-average westerlies over the

mid-latitudes, associated with low-pressure anom- costs and extensive fishing activities which make
it impossible, at least in some areas of the Balticalies over the region of the Iceland low- and

anomalously high-pressure across the subtropical Sea, to install corresponding observational sys-
tems, it is not possible to measure the generalAtlantic. For the low-pass filtered NAO winter

index, it appears that since 1980 the NAO index circulation. Although surface currents have been
obtained from different locations in the Baltic Seahas remained in a highly positive phase, with the

winters of 1983, 1989 and 1990 marked by the (Sjöberg, 1992), the three-dimensional structure
and the variability of the circulation are more orhighest positive values of the NAO index recorded

since 1864 (Hurrell and van Loon, 1997). less unknown. Even in the mid-seventies, Dietrich
and Schott (1974) were only able to summarizeThe NAO is related to the strength and geo-

graphical position of weather systems as they cross the knowledge of the mean circulation of the
Baltic Sea by the statement that it is weak and inthe North Atlantic, which in turn determine pre-

cipitation (Hurrell, 1995) and sea surface temper- counter-clockwise direction (see also Sjöberg,
1992). The relationship between the weak meanature (Planque and Taylor, 1998). The NAO is

also likely to have an impact on the direction and surface circulation and the long-term salinity gra-
dient in the Baltic Sea has been pointed out bymagnitude of currents, the height of waves, wind

mixing and the stability of the water column. Kullenberg (1981). The spreading of juvenile fresh-
water, apparent in the seasonal salinity variationFor the Baltic Sea, the influence of the NAO

on the sea ice conditions has been reported by of the surface layer (Gustafsson and Stigebrandt,
1996) which is also associated with the surfaceKoslowsky and Loewe (1994) and Koslowsky and

Glaser (1999). Statistically significant relations circulation, has been investigated by Eilola and
Stigebrandt (1998). They pointed out that thebetween the ice extent of the Baltic Sea, changes

in air temperature and the large-scale atmospheric correct simulation of the spreading of juvenile
freshwater and the corresponding surface salinitycirculation have been described by Omstedt and

Chen (2001). Hänninen et al. (2000) investigated evolution provide a challenging test case for
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three-dimensional state-of-the-art hydrodyam- tracers, central differences are applied. For turbu-
lence closure, a k–e model has been implementedical ocean circulation models.

In the last few years, three-dimensional numer- (e.g. Meier, 2000). The general ocean circulation
model has been adapted to the Baltic Seaical models with high vertical and horizontal

resolution have become available for the Baltic (Lehmann, 1995), and coupled to a dynamic–
thermodynamic sea ice model (Stössel and Owens,Sea. Thus, a detailed view of the three-dimensional

current field and the barotropic circulation of the 1992; Harder, 1996; Lehmann and Hinrichsen,
2000a). Sea ice dynamics are described by aentire Baltic Sea in dependence on the atmospheric

conditions and river runoff could be described viscous–plastic rheology (Hibler, 1979), and the
thermodynamical ice growth rates are derived(Lehmann, 1995; Elken, 1996; Schrum and

Backhaus, 1999; Lehmann and Hinrichsen 2000a, from the surface energy balance following
Parkinson and Washington (1979), using theLehmann and Hinrichsen, 2000b; Meier, 1999).

However, it should be noted that diagnostic calcu- Semtner zero-layer approach. The horizontal reso-
lution of the coupled sea ice–ocean model is 5 kmlations and idealized simulations of the circulation

of the Baltic Sea have been performed earlier by (eddy-permitting), and in the vertical 41 levels are
specified, which enables us to resolve the upperSarkisyan et al. (1975), Simons (1978) and

Kielmann (1981). 100 m with levels of 3 m thickness. The model
domain and bottom topogaphy are displayed inThe purpose of this paper is to study the

variations of horizontal transport and upwelling Fig. 1. At the western boundary, a simplified North
Sea is connected to the Skagerrak in order toin the Baltic Sea in response to changes in remote

and local atmospheric forcing conditions. Basin- provide characteristic North Sea water masses in
case of inflow conditions, and to take up sea levelwide observations of currents and upwelling

in the Baltic Sea are not available, but three- elevations due to different forcing conditions
dimensional models of the Baltic Sea have reached
a state of accuracy that reliable answers can be
given. A 10-yr simulation with a coupled sea ice–
ocean model forms the basis of a statistical analysis
of the correlation between remote and local atmo-
spheric forcing and the response of the Baltic Sea.
Two different winter periods from December to
March, where the NAO has a local maximum and
minimum, respectively, are analysed with respect
to changes in the circulation and upwelling, and
compared with the general circulation derived
from a long-term average.

2. Baltic Sea model and data

The coupled sea ice–ocean model of the Baltic
Sea, used in this study, is based on the Bryan–
Cox–Semtner general circulation model with a
free surface (Killworth et al., 1991). The model is
based on primitive equations derived from the
Navier–Stokes equations, applying the shallow
water, the traditional and the hydrostatic approxi-

Fig. 1. Model domain and bottom topography of themation. The conservation equations for
Baltic Sea. SK, Skagerrak; Ka, Kattegat; BS, Belt Sea

momentum, temperature and salinity, along with
(Danish Sounds); AB, Arkona Basin; BB, Bornholm

their boundary conditions, are solved on a stag- Basin; ST, Stolpe Trench; EGB, Eastern Gotland Basin;
gered Arakawa B-grid using a finite difference WGB, Western Gotland Basin; GR, Gulf of Riga; GF,

Gulf of Finland; BoS, Bothnian Sea; BoB, Bothnian Bay.technique. For the advection of momentum and
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(Lehmann, 1995). At the western boundary of the ables of the coupled sea ice–ocean model are:
sea ice thickness and compactness, sea ice drift,simplified North Sea (4°E), the sea level is adjusted

to a constant reference value, which has been the oceanic baroclinic current field, the three-
dimensional temperature, salinity and oxygen dis-determined from the sea level inclination calcu-

lated from the initial density distribution. With tributions, the two-dimensional surface elevation
and the barotropic transport. These prognosticrespect to the reference level, volume is supplied/

extracted from the North Sea in case of in/outflow variables have been extracted from the model
every 6 h and form the database for the subsequentconditions. The salinity in the North Sea basin is

relaxed to a climatology. Thus, sea level changes analysis. The model has been run for two periods,
the first extending over a 4-yr period starting inin the Skagerrak are determined by the atmo-

spheric forcing acting on the total model domain January 1992 and the second over a 10-yr period
starting in January 1986. From the 4-yr run,including the area of the simplified North Sea,

and river runoff supplied to the Baltic Sea and Lehmann and Hinrichsen (2000b) calculated the
general circulation of the Baltic Sea.the Kattegat. Sea level changes, propagating into

the North Sea from the Atlantic, and tides are not
considered. For a perfect simulation of the sea
level changes in the Skagerrak/Kattegat, the whole 3. The influence of the North Atlantic

Oscillation on the water volume exchangearea of the North Sea has to be taken into acount,
with additional boundary conditions for the trans-
itions to the North Atlantic and the English The NAO is a large-scale atmospheric pattern

which influences the climate in Europe (Hurrell,Channel. The baroclinic mode and the tracer
equations are stepped forward in time with a 1995; Osborn et al., 1999). This is especially true

under high NAO+ conditions, where the spatialleapfrog timestep (300 s). For the barotropic mode,
an Euler backward scheme is used (30 s). A correlation length is extended to northern Europe.

Changes in the mean atmospheric circulation pat-detailed description of the finite difference formu-
lation can be found in Killworth et al. (1989). terns over the North Atlantic are accompanied by

pronounced shifts in storm tracks and associatedThe model has been proven to be suitable to
simulate the major features of the Baltic Sea. synoptic eddy activity, i.e. enhanced variance over

the North Atlantic and northern Europe andThese include the general circulation, thermal and
haline stratification, major Baltic inflows as well reduced storm track activity over the subtropical

Atlantic (Hurrell and van Loon, 1997). Under lowas the general water mass exchange with the North
Sea and within the deep basins of the Baltic Sea NAO+ or NAO− conditions, the spatial correla-

tion length scale decreases, and the influence of(Lehmann, 1995; Hagedorn et al., 2000; Lehmann
and Hinrichsen, 2000a; Lehmann and Hinrichsen, the westerlies on northern Europe becomes small,

so that the continental influence on the climate2000b). The model has also been applied to explain
variabilities in Baltic cod recruitment processes increases (Hurrell, 1995). However, the weakened

influence of the westerlies for northern Europe is(Hinrichsen et al., 1997; Voss et al., 1999;
Hinrichsen et al., 2001a,b). a precondition of outflow for the Baltic Sea. Thus,

NAO− phases also have the potential to indirectlyThe coupled sea ice–ocean model is forced by
realistic atmospheric conditions taken from the affect the circulation in the Baltic Sea and the

water mass exchange with the North Sea.SMHI (Swedish Meteorological and Hydrological
Institute, Norrköping, Sweden) meteorological A recent investigation of the link between the

NAO and the Arctic ice export (Hilmer and Jung,data base (Larss Meuller, personal communica-
tion) which covers the whole Baltic drainage basin 2000) revealed an eastward shift in the position of

the NAO’s centers of interannual variabilityon a regular grid of 1×1°, with a temporal
increment of 3 h. The database includes: geo- during the last two decades. This shift was accom-

panied by a relatively strong increase of the NAOstrophic wind, 2-m air temperature, 2-m relative
humidity, surface pressure, cloudiness and precip- during the last three decades (Hurrell, 1995). It is

interesting to note that since the end of the 1970s,itation. Additionally, river runoff has been pre-
scribed from a monthly mean runoff data set the frequency of major Baltic inflows which are

important for the renewal of the bottom water in(Bergström and Carlsson, 1984). Prognostic vari-
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the Baltic Sea deep basins decreased drastically a Baltic Sea Index (hereafter BSI) as the difference
(Matthäus and Schinke, 1994). Lass andMatthäus of normalised SLP anomalies at the positions of
(1996) contributed the lack of major inflows 53°N30∞, 14°E30∞ and 59°N30∞, 10°E30∞, about
between 1976 and the end of 1992 to changes in Szczecin (Poland)–Oslo (Norway). SLPs have
the wind field over the North and Baltic Sea. been obtained from the SMHI Meteorological
The NAO index, used here (Fig. 2), is defined data bank (Lars Meuller, personal communica-
as the difference between the normalised sea level tion) in which SLPs are stored every 3 h. By
pressure (SLP) anomalies between the Azores and analogy with the definition of the NAO index,
Iceland (Rogers, 1984). The SLP anomalies at SLP anomalies at each position were normalised
each station were normalised by dividing each by dividing each SLP by the long-term mean
pressure by the long-term mean (1865–1997) (1979–1998) standard deviation. Monthly mean
standard deviation. The NAO winter index is SLP differences (BSI) are displayed in Fig. 2 for
defined by the average over the period of

the period 1979–1998. From previous studies, it is
December, January, February andMarch (Hurrell,

to be expected that sea level pressure differences
1996). In Fig. 2 the monthly NAO index and

between the two sites, with a north–south distance
winter NAO index are displayed only for the

of approximately 600 km, show a high correla-
period from 1979 to 1998, which coincides with

tion with volume changes of the Baltic Sea.
the period where atmospheric forcing data (SMHI

Furthermore, the water mass exchange with theMeteorological data base, 1979–1998) are avail-
North Sea through the Danish Sounds is stronglyable. The variability of the NAO on a monthly
controlled by the sea surface inclination betweenscale is rather high, and changes from high NAO+
the Kattegat and the western Baltic Sea, which into low NAO− phases can happen during a one-
turn is a direct consequence of the prevailingmonth period.
atmospheric conditions (e.g. Stigebrandt, 1983;

Lass and Schwabe, 1990; Matthäus and Schinke,

1994). A positive BSI corresponds to an anomal-4. Baltic Sea Index (BSI ) and model
ous SLP difference, with westerly winds over theperformance
Skagerrak/Kattegat and the western Baltic which

pile up water in the Kattegat and lower the seaWith respect to the local atmospheric wind
conditions over the western Baltic Sea, we defined level in the western Baltic Sea, leading to inflow

Fig. 2. Monthly NAO Index for 1979–1998 (thin line), defined as the difference of normalised SLP anomalies at
Azores and Island. SLPs have been normalised by dividing each pressure by the long-term mean (1863–1999)
standard deviation. Circles represent the NAO winter (DJFM) index and the bold line represents the monthly BSIs
for the years 1979–1999.

Tellus 54A (2002), 3



.   .304

conditions. A negative BSI corresponds to easterly more appropriate. The ensemble averages for the
different NAO phases (Fig. 3) reveal an increasedwinds, favouring outflow conditions.

To visualise the teleconnection of typical high SLP gradient over the North Atlantic and Baltic
Sea for NAO+ and a corresponding weakenedNAO+ and low NAO− phases to the Baltic Sea

catchment area, we calculated ensemble averages SLP gradient for NAO− , again extending far into
the Baltic area.of SLP anomalies from the NCEP/NCAR

re-analysis data (1948–1999; Kalnay et al., 1996) The volume change of the Baltic Sea is reflected
in the mean sea level changes of the Baltic Sea,for January, February and March (JFM) within

the period from 1979 to 1998. The criterion for which can be represented by the sea level at
Landsort (Lisitzin, 1974; Jacobsen, 1981). Thischoosing specific years to contribute to the

ensemble is that the three-month average of the relation can be used as an independent check of
the performance of the numerical model. TheNAO indices remains positive or negative. The

ensemble for the NAO− phase consists of the volume change (DV ) can be described by the
volume balance equationyears 1979 (−0.76), 1985 (−1.29), 1987 (−1.41)

and 1996 (−1.08), and for the NAO+ phase of
the years 1989 (2.72), 1990 (2.56), 1992 (1.17), A

∂g
∂t
=DV=Qi/o+ (P−E)A+R (1)

1993 (1.71) and 1995 (1.72). For the chosen years,
the corresponding BSI also remains positive or where A denotes the surface area of the Baltic
negative (Fig. 2). Although in JFM 1993 the latest Sea, g the mean sea level, Qi/o in- and outflow
major Baltic inflow has happened, the three-month through the Danish Sounds, P and E represent
average of NAO indices ranks only as number 4 precipitation and evaporation rates and R the
in the JFM ensemble (rank 3 for BSIs; cf. also river runoff. Qi/o comprises the flow forced by the
Fig. 4). Obviously, strong westerly winds are not freshwater surplus
the only precondition for a major Baltic inflow to

R+ (P−E)A~ 17,000 m3 s−1,
happen. Furthermore, the winter of 1996 ranks
only at number 3 of the NAO JFM ensemble, but Omstedt et al., 1997, and a highly fluctuating flow

driven by the instantaneous sea level differenceon rank 1 if the BSI is considered. This indicates
that for a classification of the atmospheric condi- between the Kattegat and the western Baltic Sea.

For the long-term mean, it is reasonable to assumetions over the western Baltic Sea, a local index is

Fig. 3. Ensemble average of sea level pressure anomalies (hPa) for (a) NAO+ JFM (1989, 1990, 1992, 1993, 1995)
and (b) NAO− JFM (1979, 1985, 1987, 1996). Contour interval is 1 hPa.
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that the volume change (DV ) is zero, and the externally forced oscillator, with the oscillations
excited by the sea level changes in the Kattegat.freshwater surplus is balanced by the outflow.

Thus, the highly fluctuating in- and outflow, forced Thus, storage variations in the Baltic Sea are due
to a corresponding water mass exchange throughby the sea level inclination between the Kattegat

and the western Baltic Sea, is mainly responsible the Danish Sounds. During the 10-yr period,
several inflow events with volume changesfor the volume change on a weekly timescale. We

detrended the integrated net flow through the >150 km3 occurred (1986, 1989, 1990, 1992, 1994,
1995) which were not classified as major inflowsDanish Sounds to obtain the part of the flow that

is forced by air pressure and wind set-up. The (Schinke and Matthäus, 1998). Thus, even in the
stagnation period strong inflows have happened,detrended integrated net flow through the Danish

Sounds must be directly associated with the but the corresponding salt flux into the Baltic Sea
was smaller compared to major inflows.volume change of the Baltic Sea. For comparison,

weekly averages of the BSI, detrended net flow The correlation coefficients between the BSI,
the detrended net flow through the Danish Soundsthrough the Danish Sounds (VEC) obtained from

coupled sea ice–ocean simulations, and sea surface (VEC) and the sea surface elevations (SSE) are
given in Table 1. It is important to note that theelevations at Landsort (SSE) for the years

1986–1995 are displayed in Fig. 4. Note that correlation between the simulated volume
exchange through the Danish Sounds and the seaduring the 10-yr period several in- and outflow

events occurred which last typically about 40 d.
Storage variations of characteristically 100 km3

Table 1. Correlation coeYcients weekly/monthlywith a period of about 1 month were also recog-
nized by Jacobsen (19981) and Lass and Schwabe

VECb) SSEc) SSEc)
(1990). In a study of the main characteristics of simulated simulated. observed
the long-term sea level variability in the Baltic

BSIa) 0.60/0.68 0.61/0.70 0.67/0.77Sea, Samuelsson and Stigebrandt (1996) attributed
VECb) simulated 0.90/0.88 0.73/0.70sea level changes of periods longer than about one
SSEb) simulated 0.83/0.82month to externally forced sea level oscillations,

driven by the sea level difference between the a)BSI, Baltic Sea Index.
Kattegat and the western Baltic Sea. They con- b)VEC, detrended integrated net flow through the
cluded that for sea level oscillations with a period Danish Sounds.

c)SSE, Sea surface elevation at Landsort.of>1 month, the Baltic Sea behaves like an

Fig. 4. Weekly averages of (a) the BSI, (b) detrended integrated net flow through the Danish Sounds (km3), and
(c) anomaly of the sea surface elevation at Landsort (simulated: full line, observed: thin line) for the years 1986–1995.
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level elevation is almost perfect, confirming the For the Baltic Sea area, the correlation coefficient
was found to be in the range 0.3–0.6.Landsort tide gauge to be representative of the

water storage in the Baltic Sea. Further, the cor- The linear correlation between the volume
exchange of the Baltic Sea and the NAO index isrelation between the BSI and the observed sea

level elevation at Landsort (weekly: r=0.67, only r=0.28 (r=0.49 for the winter index DJFM).
Although the correlation of the monthly values ismonthly r=0.77, statistically significant at the

95% level according to the Student’s t-test) relatively weak, there is a clear tendency which is
confirmed by the correlation of the winter index:accounts for about 50% of the variability of the

water storage in the Baltic Sea. Long-term records If the NAO is in a high positive phase, there is a
volume increase (inflow) of the Baltic Sea; a nega-of SLPs and sea level elevations at Landsort can

be used to investigate long-term changes in the tive NAO favours outflow conditions. If we con-
sider only the period from 1989 to 1995, wherewater storage of the Baltic Sea due to changes in

the atmospheric conditions. Furthermore, sea level the NAO winter index remained in a positive
phase, then the correlation coefficient increases toelevations at Landsort are highly correlated with

the detrended integrated net flow through the 0.35. Thus, the linear correlation analysis reveals
that the NAO accounts for about 10% of theDanish Sounds. Thus, the model performs well in

capturing most of the in -and outflow events variance of the general volume exchange of the
Baltic Sea with the North Sea.happening during a 10-yr period.

A further discussion on the model performance The correlation of the detrended net flow
through the Danish Sounds (VEC) with the BSIwith respect to simulating realistic circulations

and corresponding salinity structures will be given is r=0.68 (r=0.89 for the winter index). Thus,
the atmospheric forcing expressed by the BSIin Section 6.
strongly controls the volume exchange with the
North Sea. It should be noted that the highest
correlation between the volume change and the5. Relations between NAO, BSI and volume

exchange of the Baltic Sea BSI was obtained if the BSI was lagged by one
week, which accounts for a temporal lag between
the BSI and sea level changes of the Baltic Sea.To show that the local atmospheric conditions

are correlated with the NAO, we calculated the Further, if the averaging interval was decreased
(sampling interval ∏5 d), the correlation alsocorrelation between the NAO index and the BSI

for the period 1979–1998. The linear correlation decreased. Thus, the volume change of the Baltic
Sea is mostly driven by the low-scale variabilitycoefficient is r=0.5 (r=0.68 for the winter index).

The NAO index accounts for 25% of the variance which indeed is correlated with the large-scale
atmospheric pattern. It is therefore not surprisingof the sea level pressure anomaly over the western

Baltic, i.e. the large-scale atmospheric patterns that the correlation between NAO index and
simulated volume exchange of the Baltic Sea ishave a clear impact on the local atmospheric

conditions. The reasons for the correlation coeffi- less than the correlation between BSI and volume
exchange.cient not exceeding 0.5 are mainly as follows:

(1) As mentioned in Section 3, under low NAO+
and NAO− conditions the spatial correlation
length scale decreases. This occurs mainly during 6. Wind-driven and mean circulation
summer months when the influence of the NAO
on the Baltic Sea is reduced. (2) The BSI represents The mean circulation of the entire Baltic Sea

has been determined from model simulations forthe meridional air pressure gradient over a dis-
tance of about 600 km, whereas the NAO is based a 4-yr period by Lehmann and Hinrichsen (2000b).

They showed from averaged model results that inon a distance of about 3000 km. Thus, the BSI
includes the gradients of synoptic-scale air pres- spite of the ephemeral nature of the atmospheric

conditions over the Baltic Sea, persistent circula-sure variability which are not included in the
NAO. This is confirmed by the correlation of the tion patterns (cyclonic circulation cells) result,

which comprise mostly the sub-basins of the BalticNAO with the local synoptic SLP variability
(2–8 d timescale) presented in Osborn et al. (1999). Sea with less transport between them. For the
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vertical circulation, two regimes could be identi- the Gotland Basin, with a magnitude of
(6–7)×104 m3 s−1. Sarkisyan et al. (1975) statedfied, one under the direct influence of the wind,

comprising the surface layers with up- and that the main factor in the formation of the
circulation is the interaction between bottom topo-downwelling along the coasts, and the other emer-

ging from the cyclonic circulation cells within graphy and buoyancy. Similar circulation patterns
have been obtained from the averaged barotropicthe deep basins, leading to a broad diapycnal

exchange mostly concentrated in the centre of the circulation, displayed in Fig. 5. However, the mag-
nitude of the cyclonic circulation comprising thebasins. A qualitative comparison of the simulated

circulation with observations, compiled by Sjöberg Gotland Basin (14×104 m3 s−1 ) and the area
around the Gotland Deep (36×104 m3 s−1 ) is(1992), has been performed in Lehmann and

Hinrichsen (2000a). considerably higher. This is not suprising, since
in our prognostic simulation the horizontalIn Fig. 5, the transport stream function derived

form a 10-yr model simulation is displayed. The resolution as well as the vertical resolution are
considerably increased, which leads to a better10-yr average shows only minor differences com-

pared to the 4-yr mean. The transport stream representation of the baroclinic gradients as well
as the bottom slope, and the simulation spans afunction can be compared with the results from

diagnostic computations of the summer circula- full 10-yr period with fluctuating winds and chan-
ging baroclinic conditions.tion of the Baltic Sea presented by Sarkisyan et al.

(1975). In the central part of the Baltic Sea, a large Eilola and Stigebrandt (1998) pointed out that
mean salinity distributions could be used for test-cyclonic gyre with a magnitude of 7×104 m3 s−1

centered in the region of the Gotland Deep ing dispersion properties of three-dimensional
ocean circulation models. In Fig. 6, the 10-yrwas found. Anticyclonic gyres prevailed in the

Bornholm Basin, the Gdansk Basin and north of averaged surface salinity (also averaged vertically

Fig. 5. Stream function representation of the 10-yr averaged 1986–1995 barotropic circulation underlayed with |c |,
representing the deviation of the contours between stream function and bottom topography. For |c |>0.9 the
deviation angle between the isolines of the stream function and the isobath is less than 25°. Contour interval is
0.2×105 m3 s−1.
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water of Baltic origin. The mean transport of the
cyclonic circulation in the Skagerrak, which
extends from the sea surface to the bottom down
to at least 400–500 m, has been estimated to be
somewhere between 0.5×106 and 1.0×106 m3 s−1.
Short-term temporal changes of the transport in
the basic circulation are of the same magnitude
as the mean. Occasionally, there is a reversal of
the horizontal circulation (Rodhe, 1996). From
the 10-yr average (Fig. 5), the cyclonic transport
in the Skagerrak is about 1.2×105 m3 s−1. The
simulated transport is of the right order, although
considerably smaller than the observed transport.
However, our estimation is based on a 10-yr
average, and the maximum model depth of the
Skagerrak is only 255 m. Thus, we do not resolve
the full depth range of the Skagerrak with the
maximum depth close to 700 m.
In the central Baltic Sea, the mean horizontal
salinity distribution (Fig. 6) can be compared with
observations presented in Eilola and Stigebrandt
(1998; Fig. 7). From the seasonal variation of the
horizontal salinity distribution, Eilola and
Stigebrandt (1998) determined the spreading of
juvenile freshwater (Gustafsson and Stigebrandt,
1996) in the Baltic proper. They concluded that
the spreading of juvenile freshwater is controlled

Fig. 6. Ten-year average 1986–1995 of the sea surface
salinity distribution (psu) (vertical average of the upper
24 m) for (a) March and (b) July.

over the first eight model levels, corresponding to
a depth range of 0–24 m) is displayed for March
and July. In the Skagerrak, observed mean salinity
distributions (Rodhe, 1996) are well reproduced
by the model. Among others, Rodhe (1996) investi-
gated the dynamics of the large-scale circulation
in the Skagerrak. He concluded that the mean
cyclonic circulation in the Skagerrak is to a large Fig. 7. Mean salinity in the upper 25 m of the Baltic
extent forced by the mixing of highly saline deep proper in March (dashed line) and July (solid line) by

courtesy of Eilola and Stigebrandt (1998).water into the outflowing low-salinity surface
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by unsteady motions induced by fluctuating winds, currents

and to a minor extent by the mean weak cyclonic

circulation with mean surface velocities of Ug=−
g

f

∂g
∂y
, Vg=

g

f

∂g
∂x

0–0.04 m s−1 (Kullenberg, 1981; Sjöberg, 1992).
Furthermore, corresponding geostrophic surface the vorticity tendency reduces to
transports, which were calculated through vertical

cross-sections of 1°×25 m, range from 0 to
∂f
∂t
=
f

H

∂g
∂t
+
f

H
UEgΩVH. (3)

0.7×105 m3 s−1. The geostrophic transports were
too weak to explain the observed southward trans- Thus, vorticity is generated through vortex
ports of juvenile freshwater. Furthermore, Eilola stretching due solely to the rise and fall of the sea
and Stigebrandt (1998) stated, if the circulation of surface, and/or by depth variations, i.e if the

geostrophic flow crosses depth contours. For thea three-dimensional circulation model is in error,
temporal average, under the assumption of aerroneous surface salinities will result.
steady state, it followsThe 10-yr average of the salinity distribution as

well as the seasonal variation are well reproduced UEgΩVH=VyΩ VH=0 (4)
by the model (Fig. 6). The corresponding mean

On the long-term average, the geostrophic baro-surface velocities for the upper 24 m of the water
tropic flow is parallel to the depth contours, i.e.column are in the range 0.02–0.08 m s−1, where
the isolines of the stream function (y) correspondthe higher velocities are concentrated in flow
to the isobaths of the bottom topography,bands of about 50 km width. In the deep area of

the eastern Gotland Basin, maximum velocities of
c=cos a=

VyΩ VH
| VydVH |

. (5)about 0.1 m s−1 are found. The simulated surface
velocities seem to be considerably higher than the

In Fig. 5, the mean transport stream functionobserved weak cyclonic circulation. However, for
for the period 1986–1996 is plotted. In regionsspecific months the averaged surface velocities are
of |c |>0.9, the contours of y and H deviate byconsiderably smaller (e.g. 0.01–0.04 m s−1 for
less than 25°. Especially in the deep basins,July). The simulated flow bands circulate a huge
the resulting circulation is associated with theamount of water within the Baltic proper. The
steepening of the bottom slope in the direction ofcorresponding transport is between 1×105 and
the flow (cf. also with Fig. 1). We use the mean1.5×105 m3 s−1 (Fig. 5).
circulation as reference for variations in the circu-Outside the up- and downwelling regions, the
lation of the Baltic Sea for NAO+ and NAO−circulation in the deep basins of the Baltic Sea is
conditions.due to an interplay of earth rotation and depth

variations on timescales of f −1 and longer. The
general nature of the circulation can be described 7. Changes in circulation and upwelling for
by a depth integrated vorticity balance, derived NAO+ and NAO− phases
from the transport equation for variable depth

with bottom friction neglected (e.g. Csanady, To demonstrate the changes in circulation and
1982). upwelling in the Baltic Sea, we chose JFM 1987

as a representative for NAO− and JFM 1989 for
NAO+ conditions. The circulation patterns∂f

∂t
−
f

H

∂g
∂t
=−

g

H A∂H∂x ∂g∂t−∂H∂y ∂g∂xB obtained for the remaining years of the ensembles
are similar with respect to the corresponding NAO
phases. However, the strength of the circulation+

1

rH
V×tE, f=

∂V
∂x
−
∂U
∂y

(2)
depends on ice coverage and the intensity of the
atmospheric conditions described by either the

where f is the vorticity of the baroptropic flow, H BSI and/or the NAO. The winter 1986/87 was a
is the water depth and g is the sea surface elevation. severe winter, with the Baltic Sea almost totally
The curl of the wind stress (V×tE) can be neglected frozen (Haapala and Leppäranta, 1996), and cor-

respondingly the NAO as well as the BSI remainedon the basin scale, and for barotropic geostrophic
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in negative phase. The winter 1988/89 was a mild additionally flow out of the Baltic Sea; during
inflow, this volume will be stored and laterwinter, with ice only in the most northern and

eastern parts of the Baltic Sea, and with a local released.
The impact of the different forcing conditionsmaximum in the NAO and BSI. The 3-month

average (JFM 1987) of the anomalous SLP field on the circulation of the Baltic Sea is depicted in
Figs. 8 to 11. The surface flow fields for JFM 1987of the Baltic region was determined by a high

pressure cell, situated over Scandinavia, leading and JFM 1989 are represented by streamlines
giving only information about the directionalto easterly winds over the western Baltic Sea and

the Kattegat/Skagerrak area with mean geo- characteristics without the variations in the intens-
ity. Additionally, the stability of the flow, whichstrophic wind speeds of about 5 m s−1. In JFM

1989, the averaged anomalous SLP field revealed is defined as the ratio of the averaged vectorial
velocity and the averaged arithmetic velocitya meridional pressure gradient strongest between

northern Scandinavia and the eastern part of (Neumann and Pierson, 1967; Lehmann and
Hinrichsen, 2000b), is underlayed. The strength ofGermany, leading to westerly winds of about

7.6 m s−1. These contrary atmospheric conditions the circulation patterns in the Baltic Sea can be
deduced by the stream function representationsled to contrary volume exchanges between the

Baltic Sea and the North Sea. The calculated from Figs. 5, 9 and 11. Due to reversed wind
conditions for the years 1987 and 1989, there is aanomalies of volume exchange for JFM 1987 and

JFM 1989 amount to −27 and 281 km3, respect- shift or even a reversal of distinct circulation
patterns.ively. To estimate the total volume exchange, the

anomalies of volume change due to the atmo- At the surface (Fig. 8), the circulation for JFM
1987 is rather similar to the barotropic flowspheric forcing must be supplemented by the

volume change resulting from the river runoff, and (Fig. 9). High stabilities in the Gulf of Bothnia
and the Gulf of Finland are due to sea ice coverage.the net effect of precipitation minus evaporation,

which is approximately 11 600 m3 s−1 (Lehmann Sea ice modifies the momentum flux from the
atmosphere to the ocean. For high sea ice con-and Hinrichsen, 2000a). During outflow condi-

tions, for a 3-month period about 100 km3 will centrations, the ice will become immobile, and

Fig. 8. Streamlines representation of the average of the surface velocity for January, February and March 1989,
underlayed with the stability of the surface flow. Colour bar represents stability values 0–1.
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Fig. 9. Stream function representation of the average of the barotropic circulation for January, February and March
1989, underlayed with the stability of the barotropic flow. Colour bar represents stability values 0–1. Contour
interval is 0.25×105 m3 s−1.

Fig. 10. Streamlines representation of the average of the surface velocity for January, February and March 1987,
underlayed with the stability of the surface flow. Colour bar represents stability values 0–1.

insulates the ocean from the atmospheric wind Baltic, the western Baltic Sea and the Kattegat/
Skagerrak account for the variability in the atmo-stress. Due to frictional effects, the lower sea ice

surface constitutes a momentum sink for the sur- spheric forcing, also apparent in the corresponding
BSI values (Fig. 2). The barotropic circulationface ocean currents. Low stabilities in the central

Tellus 54A (2002), 3



.   .312

Fig. 11. Stream function representation of the average of the barotropic circulation for January, February and March
1987, underlayed with the stability of the barotropic flow. Colour bar represents stability values 0–1. Contour
interval is 0.25×105 m3 s−1.

(Fig. 9) in the Baltic proper is concentrated in the east (Fig. 10). The surface flow is rather stable,
with stabilities for most parts of the Baltic Sea inpersistent current branches, with a pronounced

connection of the transport regime of the western the range 0.7–0.8. Where the Ekman drift is dir-
ected to/off the coast a convergence/divergence isGotland Basin through the Bornholm Basin and

the Stolpe Trench into the eastern Gotland Basin. established, with the consequence of rising/falling
sea level in order to conserve mass. Furthermore,The water volume exchange from west to east

through the Stolpe Trench (1.25×105 m3 s−1 ) is the inclination of the sea level near the coasts is
accompanied by up- and downwelling, resultingin contrast to the prevailing easterly wind condi-

tions. The cyclonic circulation in the central Baltic in a baroclinic response confined to a distance
from the coast of the internal Rossby radius.(1.25×105 m3 s−1 in the western Gotland Basin

and 3.25×105 m3 s−1 in the eastern Gotland Consequently, geostrophically balanced coastal
jets directed mainly in the wind direction areBasin) is similar to the general circulation obtained

from the 10-yr average (Fig. 5), but, strongly produced. Such coastal jets are apparent along
both coasts of the Bornholm and Gotland Basin,increased due to the forcing conditions. There are

strong deviations from the general circulation in also partly in the Gulf of Finland with a return
flow in the central parts of the basins (Fig. 11).the Skagerrak and the Bothnian Sea. In the

Skagerrak, the rotational sense is reversed and the Note the reversed circulation in the Skagerrak
(6.25×105 m3 s−1 ), Arkona and Bornholm Basintransport is increased to about 2.5×105 m3 s−1.

In the Bothnian Sea, the cyclonic circulation has and the Gulf of Riga compared to JFM 1987
(Fig. 9). The Kattegat gyre is pronounced andbeen broken up into smaller cyclonic and

anticylonic circulation cells. shifted to the west. Through the Stolpe Trench
(1.25×105 m3 s−1 ), the flow is directed to the westThe circulation for JFM 1989 shows strong

differences to JFM 1987. Due to the strong west- in contrast to the surface flow which is directed
to the east. The circulation in the Baltic Propererly wind conditions, the averaged surface current

field exhibits for most parts of the Baltic Sea an has been spun off by the strong forcing for the
western branch to 1.75×105 m3 s−1, andalmost horizontally homogeneous Ekman drift to
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4.25×105 m3 s−1 in the circulation cell comprising downwelling is about twice this distance (Fig. 12).
This is in accordance with observations of upwel-the deep eastern Gotland Basin. Compared to the

general circulation (Fig. 5), the correspondence ling areas in the Baltic Sea derived from satellite
data (Gidhagen, 1987). From the analyis of thebetween the circulation patterns in the sub-basin

is higher for JFM 1989 than for JFM 1987. The satellite data, horizontal scales of the coastal
upwelling were found to be of the order of 100 kmhighest deviations of the JFM 1989 circulation

from the general circulation occur in the areas of alongshore, and some 10–20 km offshore.
Additionally, the dynamically forced up- andthe Skagerrak, the Bornholm Basin and the

Stolpe Trench. downwelling due to the gyre circulation are also
affected where the horizontal circulation changesCorresponding to the strong changes in the

horizontal circulation, the vertical velocity reverses its sense of rotation. Vertical velocities are strongly
enhanced for the NAO+ phase compared to theits sign for the up- and downwelling regime dir-

ectly influenced by the wind (Fig. 12). Extreme NAO− conditions, which is mainly a result of the
stability of the horizontal flow and, indeed, of thevalues of vertically averaged vertical velocities for

the years 1987 (about±5×10−6 m s−1 ) and 1989 prevailing atmospheric conditions.
(about±5×10−5 m s−1 ) are found along the
coasts, also reversed in direction. For a stratified
ocean, up- and downwelling areas forced by the 8. Summary and conclusions
wind-driven Ekman transport are confined to a
distance from the coast of the internal Rossby The water mass exchange between the Baltic

Sea and the North Sea in response to atmosphericradius, which is about 5 km in the Baltic Sea
(Fennel, 1991). The zone affected by the up- and forcing and freshwater surplus is well understood.

Fig. 12. Section of averaged vertical velocity (10−6 m s−1) along 57°N15∞ for January, February and March 1987 (a)
and January, February and March 1989 (b). Full line represents upwelling, broken line downwelling. Contour interval
is (a) 5×10−6 m s−1 and (b) 10×10−6 m s−1.
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However, less is known about the three-dimen- The mean circulation in the deep basins could
be described by a depth integrated vorticity bal-sional circulation of the Baltic Sea. In this work,
ance, where the strongest circulation is associatedchanges in circulation and upwelling in the Baltic
with a steepening of the bottom slope in theSea have been studied from numerical model
direction of the flow. With respect to the meansimulations. Three-dimensional models have
circulation, we showed that different extremereached a sufficient state of accuracy that a coher-
atmospheric situations, where both the NAO andent picture of the circulation of the entire Baltic
the BSI have a local maximum and minimum,Sea and its variabilities can be described. The
respectively, force different circulation patternsmain findings of the work can be summarized
associated with changes in up- and downwellingas follows.
along the coasts and in the deep basins. UnderTo relate the local atmospheric conditions over
NAO+ and NAO− phases, the Baltic Sea circula-the western Baltic Sea to the water mass exchange
tion is strongly affected with partly changingand the corresponding mean sea level variations,
the rotational sense of circulation patterns.an index has been introduced which is defined as
Consequently, the horizontal and vertical advec-the difference between normalised sea level pres-
tion will be different for different phases of thesures at Oslo and Szczecin. A positive BSI provides
NAO, implying differences in the turbulent mixinginflow conditions, and negative BSI values are
and stratification in the Baltic Sea, with a corres-correlated with outflow and a corresponding drop
ponding impact on the biological processes con-of the mean sea level. The BSI is clearly related
trolled by advection (Hinrichsen et al., 2001b).to the NAO. About 25% of the local atmospheric
Furthermore, due to Ekman transport away fromvariance can be accounted for by the influence of
the coast, deep water is required to upwell tothe NAO. However, the correlation between the
replace the surface water which has been removed.NAO and the volume exchange or mean sea level
As the deep water contains nutrients which willelevation of the Baltic Sea is small. This indicates
be brought up into the euphotic zone, any changesthat a possible influence of the NAO on the Baltic
in the prevailing wind conditions will have anSea must first become evident in the local atmo-
impact on the primary production and probablyspheric conditions, which constitute the direct
also on the dynamics of higher trophic levels.impact.

The detrended net volume exchange through

the Danish Sounds is almost perfectly correlated 9. Acknowlegements
with the sea surface elevation at Landsort.
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