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15 Abstract

16 The pelagic province of the Southern Ocean geryehas low levels of primary production
17 attributable to a short growing season in the higagtudes, a deep mixed layer, and iron
18 limitation. Exceptions include phytoplankton bloomsthe marginal ice zone (MIZ) during
19 spring and summer sea ice retreat. The prevailpgthesis as to the drivers of the blooms is
20 that sea ice retreat increases the vertical shalofithe water column through the production
21 of melt water and provides shelter from wind-miximgareas of partial sea ice coverage.

22  These conditions are favorable to phytoplanktonmijnoby allowing them to maintain their
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position in the upper reaches of the water colufiins work investigates the drivers MIZ
blooms using a biochemically-coupled global cirtiola model. Results support the
hypothesis in that physical conditions related stallow, vertically stable water column (e.g.
mixed layer depth and available light) were the tmsignificant predictors of bloom
dynamics, while nutrient limitation was of lesserpiortance. We estimate that MIZ blooms
account for 15% of yearly net primary productiortiie Southern Ocean and that the earlier
phases of the MIZ bloom, occurring under parti®d moverage and invisible to remote
sensing, account for about two-thirds of this pddun. MIZ blooms were not found to
enhance depth-integrated net primary production nwhempared to similar ecological
provinces outside of the MIZ, although the elevatbgtoplankton concentrations in surface
waters are hypothesized to provide important fegtiiabitats for grazing organisms, such as

krill.

Keywords

Physical - Biological Coupling; Phytoplankton dynas) Marginal ice zone; Phytoplankton

bloom; Southern Ocean

1. Introduction

1.1. Seasonal Ice Zone Biochemical Province

The seasonal ice zone (S1Z) extends hundreds aikilers from the Antarctic coast
[Sakshaug et gl1991] with sea ice typically being less than thick [Pfaffling et al, 2007]
and growing from April and melting from October. eltoffshore water masses are

characterized by latitudinal gradients in nutrieohgring the winter, which reflect the
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circumpolar frontal structureDafner et al, 2003]. The major fronts are found at 40°S (sub-
tropical front), 45°S (sub-Antarctic front), 50%ntarctic polar front), and ca. 52° to > 60°S
the southern boundary of the Antarctic Circumpdlanrent (ACC) Drsi et al, 1995].
Treguer and Jacques [1992] estimated the SIZ aré& a 16 km? making it the largest of
the Southern Ocean biogeochemical provinces idedtih their review. The SIZ extends
annually as far north as 55°S, while the southestraceas of the SIZ lie directly over the

Antarctic shelf, in the physical domain of the ctarrclockwise Coastal Current.

The Southern Ocean has been described as thetlarghsnhutrient low-chlorophyll
(HNLC) region in the world oceaMartin et al, 1990;Minas and Minas1992]. Low levels
of primary production have been attributed to #iatively short growing season in the higher
latitudes, a deep mixed layer, and iron limitat{dwartin et al, 1990; Mitchell and Holm-
Hansen 1991;Boyd et al. 2000]. It is hypothesized that, for open oceamnarof the SO,
phytoplankton growth rates are enhanced by oceapbgr fronts, whereby divergence of
surface waters can bring iron-replete waters inéoguphotic zoneHense et aJ.2000;Moore
and Abbott 2000;Osmund Holm-Hansen and Hew&804;0. Holm-Hansen et al.2005;
Sokolov and RintouR007]. In open water, the timing and intensitytte spring bloom varies

greatly, probably on account of water mass intevast[Dafner et al, 2003].

The highest levels of Southern Ocean primary prodadave been associated with
coastal polynyasArrigo and van Dijken 2003; 2007], marginal ice zone (MIZ) blooms
[Smith and Nelsqrl985; 1986], and the continental sh&hiith and Gordon1997;Arrigo
and van Dijken2004]. Again, iron supply has been suggesteceta bactor, with important
sources being the interaction between the ACC attbin topography, upwelling, vertical
diffusion and melting of ice and icebergs (Mooreakt 1999; Fung et al., 2000; Law et al.,

2002; Holm-Hansen et al., 2005).
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1.2. Drivers of Marginal Ice Zone Blooms

Of interest to this study are MIZ blooms occurringhe more pelagic extensions of
the SIZ. From a physical standpoint, the MIZ is haen defined as "that part of the ice cover
which is close enough to the open ocean boundalge taffected by its presenca/Vadhams
et al, 1986]. In the context of associated phytoplankilmoms, a more bio-centric definition
is usually applied to water characteristics; spegllfy, areas displaying vertical stability due
to the production of meltwater during the seasa®letreat $ullivan et al. 1988]. Although
this includes conditions of partial ice coveraganote sensing studies are restricted to open
water, and thus usually define the MIZ based orré¢lsency of sea ice presence as a proxy for

stratification and/or nutrient input.

It is hypothesized that the stabilization of thefate layer by ice melt during the
spring provides perfect growth conditions for pipfamkton by allowing for their
concentration in the upper reaches of the euplzothie Emith and Nelsqrl985]. In concert
with conditions of ice melt is the increased auallley of light to the water column, which is
ultimately needed for photosynthesis. Smith and iSorf2008] find that the influence of the
ice cover varies regionally and that only whenit®ecover is thick and closed does it tend to

control the light availability and hence the iniicie of the bloom.

The duration of the bloom also depends upon nutaeailability and the maintenance
of vertical stability, which is reflected by a sloa mixed layer. Vertical stability is likely to
be disrupted once protection from partial sea meeage has diminished and surface waters
are subjected to wind mixing. Support for this stem comes from remote sensing
observations indicating that bloom occurrence amdnisity in the MIZ is correlated with

wind speeds Hitch and Moore 2007]. Specifically, wind speeds above 5shmwere
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negatively correlated with surface chlorophyll wées below 5 ns' were positively

correlated.

Diatoms dominate in highly stratified waters of thMdZ, whereasPhaeocystis
antarcticaassemblages dominate where waters are more dewpdyg [Arrigo et al, 1999;
Goffart et al, 2000]. The question of whether algae releasad frelting ice seed the pelagic
spring phytoplankton bloom has been under debatemfany years [e.gLancelot et al.
1993]. Phytoplankton populations observed withim see, themselves seeded from the
pelagic population as phytoplankton are incorparatgo the ice growth, have been found
during some studies to resemble closely the pelagpalations in spring as well as in autumn
[Krell et al., 2005], while other studies observe different camiies as compared to the
pelagic populationNlathot et al, 1991]. There are three possible scenarios footigns of
the spring MIZ bloom: a) the sympagic populatioedsethe spring pelagic bloom upon ice
melt, or b) a background ‘ambient’ population ofixevhich survives the winter beneath the
sea-ice (perhaps as cysts) seeds the spring pélagicn once conditions improve, or c) cells
to the north of the ice-edge proceed southwardh thié retreating sea-ice. Each of these

scenarios is supported by documentation of theialrstrategies of Antarctic phytoplankton.

1.3. Modeling Approach

MIZ blooms have been reported on numerous occas$ions bothin situ data Emith
and Nelson1985; 1990 ancelot et al. 1993;Bracher et al. 1999;Buesseler et gl.2003]
and from remotely sensed datdore and Abbo;t2000;Fitch and Moore 2007;Arrigo et
al., 2008; Smith and Comiso2008]. MIZ blooms have been suggested to corttikau
significant portion to overall Southern Ocean priyn@roduction due to the widespread

occurrence of MIZ conditions during seasonal ideceg. Smith and Nelson [1986] estimated
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that overall pelagic primary productivity for thaetee Southern Ocean would be increased by
at least 60% if ice edge production were consideidowever, recent remote sensing
estimates by Arrigo et al. [2008] show that MIZ eencontribute 4.4% of total Southern
Ocean primary production and do not substantiallgrease productivity over non-MIZ
conditions. Nevertheless, these estimates areg/ltkdbe conservative because the presence of
sea ice prevents estimates of ocean color via ees®ising (Fig. 1), even within the ice-edge
or low ice concentrationBglanger et al.2007]. It has been suggested that this is aylikel
source of underestimation in remote estimates gthah areas of partial ice coverage may
receive a substantial amount of irradiance intowhéer column to drive primary production

[Smith and Comis@®008].

The tradeoff between localizemh situ sampling, which is limited to shipboard
sampling, and remote sensing estimates, which offar incomplete view during MIZ
conditions, illustrates the difficulty in the inwegmtion of blooms. As an alternative,
numerical ocean modeling allows for the examinavdMIZ blooms over large areas and
over the full growth period. In addition, modelicgn help to elucidate the drivers behind
MIZ blooms by allowing for the investigation of aange of parameters relating to

phytoplankton dynamics.

The objectives of this work focus on two main aspex the MIZ: 1) To assess the
drivers of MIZ blooms within the modeled ecosystesig a multivariate statistical approach
and 2) Characterize the importance of MIZ bloomsot@rall Southern Ocean primary
production. Finally, we discuss the possible ingiiiens of MIZ bloom dynamics for the

lifecycle of the trophically-important krill.
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2. Methods
2.1. Description of the Bio-Physically Coupled Glo#l Circulation Model

Simulations were conducted using the Massachubettisute of Technology General
Circulation Model (MITgcm) Marshall et al, 1997; MITgcm Group 2012], which is
integrated on a cubed-sphere grid, permitting ikedbt even grid spacing while avoiding
polar singularitiesAdcroft et al, 2004]. Each face of the cube is comprised of@510 grid
(mean spacing = 18 km) and 50 vertical levels magpgn thickness from 10 m near the
surface to approximately 450 m at a maximum moeagithl of 6150 mN§enemenlis et al.
2008]. Initial conditions, spin-up, physical forgirfields, sea ice and further details of the
global model are described in Section 3 of Lostlal. [2010]. Of particular relevance to
phytoplankton growth in the SIZ is the parametemraof light transmission through sea ice
and into the euphotic zone; details on the paramzaten of these processes can be found in

the Appendix. The simulation spanned the years 19@igh 2007.

The MITgcm was coupled with a version of the biadeamical model REcoM
("Regulated Ecosystem Model"p¢hartau et a).2007]. REcoM uses phytoplankton growth
parameterizations of Geidet al. [1998] in order to account for the effect of vanyi
stoichiometry on phytoplankton growth and, subsetlye nutrient cycling and other
biological processes. Loss of phytoplankton biomasssumed to be due to grazing, particle
aggregation, exudation, and leakage. Additionahip@terization has been added to account
for silica and iron limitation of phytoplankton gwth [Hohn 2009]. In this form, the
phytoplankton component of the model mainly dessidynamics associated with a diatom

dominated community. For additional details seech@t al [submitted].

Initial condition of all REcoM variables are derdv&om a spun-up simulation with a

coarse version of the model [basedHwohn, 2009] by interpolation onto the fine grid. The
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166 first year (1992) of the coupled high-resolution s not used in the analysis. With the initial
167 conditions from the coarse resolution the modehusated nutrient distributions are non-
168 limiting for nitrogen in the SO, non-limiting foilliea south of 48S and limiting for iron in
169 the 40S-60S latitude band. Further south the surface is fatjy replenished with iron from
170 deeper layers via vertical mixing during ice forraatand iron is only marginally limiting
171 [see alsaHohn 2009, Fig. 4.12]. Additional details regardingnrchemistry and the initial

172  conditions for iron concentration can be foundhe Appendix.
173
174  2.2. Selection of Focus Areas

175 The performance of the simulation was assessedighra comparison to remotely-
176 sensed data. Daily means from remotely sensedsaaverage, sea surface temperature and

177  chlorophylla were used for the comparison:

178 Sea ice coverage - 12,5 km resolution gridded mtoddrom [IFREMER
179 (http://cersat.ifremer.fr/), spanning the years 32907. The product uses the ARTIST
180 algorithm [Spreen et a).2005; Spreen et al.2008] on Special Sensor Microwave Imager

181 (SSM/I) data Cavalieri et al, 2011].

182 Chlorophyll a — 4.62 km resolution gridded product from the &olour Project
183 (http://www.globcolour.info/), spanning the year89¥-2007. We used the GSM merged
184 product (Garver, Siegel, Maritorena ModeGdrver and Siegel1997; Maritorena et al,
185 2002], which combines MERIS, MODIS, and SeaWiFSadd&ue to the differences in
186 satellite operation time, the period from 1997-2Q@fihsists of SeaWiFS data only while

187 2003-onwards uses data from all three satellites.
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Sea surface temperature — 4 km resolution griddedugt uses AVHRR Pathfinder Version
5 data, obtained from the US National Oceanographia Center and GHRSST

(http://pathfinder.nodc.noaa.govidsey et al.2010], spanning the years 1993-2007.

No additional model tuning was done beyond theemi@ntioned tuning of REcoM in
the previously run coarse resolution model. GdherEimulated mean monthly chlorophwl
concentrations (log-transformed) correlated to rensensing data at R=0.62 globally and
R=0.23 for the Southern Ocean. These global cdiwelavalues are higher than those
presented by other coupled GCM studishneider et al.2008;Doney et al. 2009]. Lower
correlations appear to be common for polar regitms review of both GCM and remote-
sensing algorithm models of primary production, 8ueithern Ocean was found to be an area
of highest divergence of estimat&sajr et al, 2006]. In this work, we have chosen to focus
our statistical analysis only on best performing-aveas of the SIZ rather than specifically
tune the MITgcm-REcoM model to SO conditions. TH2 omain was first defined as the
area covered by >15 % sea ice concentration daygooint of the simulated period. Within
the SIZ, criteria for best performing areas wersedaon the correlations (Spearmgnof
daily averages between simulated and remotely wvbdeestimates. Areas must have a
correlation of >0.5 for sea surface temperature sawl ice coverage to qualify for further
analysis. Additionally, chlorophylh must have a correlation of >0.1, and only areasre/lat
least 10 % of daily spring-summer remote sensirtgnases were considered. This final
criterion limited our analysis to the more pelagitension of the SIZ where a greater number
of ice-free days allowed for a more robust compari;All correlations must be significant at

the p < 0.01 level.

2.3. Statistical Approach
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Several modeled parameters were assessed for th#irence on surface
phytoplankton concentrations (Table 1). These ohtl four physical parameters (MLD,
PAR, SST and SSS), three limiting nutrient paransetBIN, DSI, DFE) and one biological

parameter (ZOOC, i.e. as a proxy for grazing lgsses

For each sub-area parameter field, an Empiricahdganal Function analysis (EOF)
was performed to reduce the highly dimensionalisgatporal data to a single dominant
mode of variability. EOF was applied to covariamoatrices based on the centered (mean
subtracted) time series of the grids in each seh:-aBy using the leading EOF mode's
coefficient (i.e. "principal component”), a singlemporal signal was derived for each

modeled parameter.

EOF coefficients were used as covariates for oatissical model with surface
chlorophyll a (CHLA) as the response variable. In order to redthe influence of multi-
collinearity on fitted model terms, a pre-selectadrpredictor covariates was conducted based
on their variance-inflation factor (VIF). We appliea commonly defined threshold for
variable removal when VIF>10. Furthermore, we dedithe threshold for the mean VIF of
included covariates as <6. When violations occyraediterative process was used to remove

covariates until both criteria were satisfied.

Using the R statistical package "mgcv", we applke&eneralized Additive Model
(GAM) [S. N. Wo0d2004;S.N. Wood2006]. GAM models allow for non-linear relatiomnsh
among covariates through the fitting of spline timts to model terms. Cubic regression
splines were fit with the number of basis dimensiteft open to a penalized fitting. Under
these settings, the addition of regression spkmets" is penalized by the associated increase
in degrees of freedom. As a consequence, case® wioerlinear regression splines do not
improve the fitting will be fit by a simple lineaegression.
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Model fitting was done according to recommendatiohZuur et al. [2009]. A full
model, which included all terms, was fit using "nmam likelihood" (ML) as a criteria for
the estimation of smoothing parameters. Remové&rofis was done in a stepwise fashion by
comparing the fits of a "bigger" model, which indad the term under consideration, versus a
"smaller" model, where the term was dropped. Bmetlels were assessed through the
minimization of the Akaike information criterion {8) and significance via a likelihood ratio
(L) test. The final model was refitted using "reggd maximum likelihood" (REML) as the
fitting criteria. An example of a fitted GAM modapplied to a single geographic point of the
SIZ can be seen in Figure 2. Each predictor vagiabfit with a spline function describing its
effect on CHLA. For example, mixed layer depth cimites positively only when less than
45 meters. The example uses time signals with Hatural units for easy interpretation. In the
actual application using EOF coefficients, the algrare normalized (mean=0, sd=1) and of
arbitrary sign, which does not affect the significa or shape of the fitted spline function in

the model.

2.4. Estimation of Primary Production in the Marginal Ice Zone

In order to quantify the impact of MIZ conditions alepth-integrated net primary
production (NPP), we followed the protocol outlinled Arrigo et al. [2008], whereby they
distinguished four ecological provinces for the heun Ocean (< 50 °S) based on depth and
sea ice presence: 1) Pelagic (> 1000 m, 0% iceQ&tdce for > 14 days), 2) Shelf (< 1000
m, 0% ice, and 0% ice for > 14 days), 3) Pelagi@ §# 1000 m, 0% ice, and > 0% ice at
some time in the last 14 days), and 4) Shelf MIZL090 m, 0% ice, and > 0% ice at some
time in the last 14 days). The MIZ threshold ofdays is based oim situ measurements of
low salinity water and phytoplankton bloom pergise following sea ice retrea®$ith and
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Nelson 1986;Lancelot et al. 1991]. Arrigoet al. [2008] estimated NPP with an algorithm
based on remotely sensed ocean color and othemptaes, and thus were restricted to open
water conditions (i.e. 0% sea ice coverage). Dueuoability to observe and quantify the
simulated NPP even under conditions of sea ice ragege we were able to define an
alternative MIZ criterion that better captured theginning of the bloom period. In the
simulation, blooms usually began soon after thaainbreakup and retreat of sea ice, when
concentrations fell below 90% coverage (Fig. 3).aAsonsequence, the spatial development
of the bloom largely follows the southward retreétsea ice. Therefore, we also compare
NPP using an alternative definition for the MIZ ddrons: 5) Pelagic MIZ (> 1000 m, < 90%
ice, and > 0% ice at some time in the last 14 days) 6) Shelf MIZ (< 1000 m, < 90% ice,
and > 0% ice at some time in the last 14 days).thMeeMIZ definitions will later referred to

as "MIZ-0" for the Arrigoet al.[2008] definition and "MIZ-90" for our alternatefihition.

3. Results
3.1. Correlation to Observed Estimates and Focus A&a Selection

Figure 4 shows the spatial correlations of theusaton versus remote sensing data.
Nine sub-areas, with longitudinal extension of <3@ere identified that passed all of the
aforementioned selection criteria (Fig. 4, bottaght). Sea surface temperature and sea ice
coverage were, generally, very well correlated wothserved values throughout the SIZ.
Areas of lower correlation occurred inshore neggdaice shelves (i.e. polynyas), which are
not explicitly modeled, and, in the case of sea m&ar the more variable outer extension of
the SIZ. The correlation of chlorophylwas generally lower and patchier than the other tw

fields, although large areas of significantly pesitcorrelations can be seen encircling the
12



284  Antarctic continent. The fulfillment of criteriaf@hlorophylla was the most restrictive of the

285 comparisons to remote sensing data in definingtieareas for further statistical analysis.
286
287 3.2. Statistical Exploration

288 The leading EOF mode explained a large percenthgaah field's variance, usually >
289 75% (Fig. 5). In order to reduce the impact of medtlinearity between the model predictors,
290 several covariates were excluded from the GAM aislylue to their VIF. ZOOC was
291 removed from all nine sub-area models; DIN was nsddrom seven sub-area models; and

292 SST, SSS and DSI were each removed from one salnavdel (Table 2).

293 For all sub-area models, stepwise removals of neimgiterms did not improve the
294 model and all included terms were deemed highlgiSaant. Fitted spline functions varied in
295 their complexity, as revealed by their associategreles of freedom, but in no case was there
296 an indication that linear relationships were momgrapriate. The squared correlation
297 coefficients (R) were > 0.8 for all models, indicating a relativajood predictive power
298 (Table 2). Generally, covariates associated witysgal conditions were the most significant
299 predictors of CHLA. In particular, MLD and PAR wemonsistently among the most
300 significant terms. Nutrient concentrations (DIN, ID&nd DFE) were of much lower

301 significance (Fig. 6).
302
303 3.3. Primary Production of the Marginal Ice Zone

304 Figure 7 shows yearly cycles in area, NPP and NB&/ay ecological province. The
305 pelagic province dominates in terms of area and AlB#®ugh the pelagic MIZ is a significant

306 contributor to NPP from November to January, esplgcwhen using the MIZ-90 definition.
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On a per area basis, shelf provinces are the modugtive, with the maximum NPP values
around 250 mg C thd* during November and December. Both the shelf Mid the pelagic

MIZ had NPP/area values similar to that of the gelgprovince when using the MIZ-0
definition. When applying the MIZ-90 definition,éhMIZ NPP/area is much lower than its

respective non-MIZ province.

Figure 8 shows yearly means in area, NPP and N&Pkay ecological province as
compared to Arrigo et al [2008]. Both studies sh&milar values in ecological province
area. NPP/area estimates of Arrigo et al [2008]caresistently ~ 2x higher, which translates
to higher values for total NPP by province, althoule relative contributions were similar.
Our MIZ-90 definition resulted in about a 5-foldcnease in area and 3-fold increase in NPP
over values calculated using the MIZ-0 definitidinis increased the MIZ's contribution from

5% to 15% of Southern Ocean NPP.

4. Discussion
4.1. Drivers of Marginal Ice Zone Blooms

Our findings support the hypothesis that the stgbibf a shallow pycnocline,
associated with melting sea ice, is most respoadiin the development of phytoplankton
blooms in the MIZ $mith and Nelsqnl1985; Sullivan et al. 1988]. In particular, light
availability (PAR) and mixed layer depth (MLD) atee most significant predictors of surface
chlorophyll a dynamics in explored sub-areas of the SIZ (Fig. AR is determined
primarily by season and sea ice coverage in the BIID, as determined by gradients in

water density, is mainly affected by the procesgaselting sea ice and mixing of the water

14
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column by wind. From the example GAM model (Fig. @ can see that the contribution of
PAR is largely flat after a minimum threshold isacbed, and similar spline function forms
were also observed in each of the sub-area mod@kis.threshold is met once the sea ice
begins to break up in spring, and it is this meltihat also results in a shallow MLD due to
the strong density gradient created by the fredlemlans of less dense, lower salinity waters
at the surface. Additionally, the partial ice cage hinders mixing by surface winds. The
combination of these factors allows phytoplanktomaintain their position in the high light
conditions of the upper layer of the water columich results in enhanced growth and
maintains bloom conditions. The termination of thé&om coincides with sea ice
concentrations reducing to levels near zero, atelepening of the MLD in response to wind-
forced mixing. This mechanism has also been obdervéhe MIZ through remote sensing,
whereby bloom occurrence was inversely related witlhd speed Fitch and Moore 2007].
Specifically, wind speeds < 5 st were most associated with bloom conditions. Tpisesl
corresponds to the threshold for turbulent miximgl @ deepening of the MLD in coastal
waters Kullenberg 1971; 1972; 1976], with higher speeds shown tcelsed to decreases in
phytoplankton patchinessTlierriault and Platt 1981; Demers et a). 1987]. The GAM
results also indicate that SST and SSS are relatingortant predictors of chlorophyd
dynamics for some sub-areas. These variables @selglrelated to the dynamics of PAR and
MLD and thus their significance is likely mainly &to their association with the formation of

the freshwater lens during ice retreat.

Nutrient dynamics were less important predictorsufface chlorophyla dynamics.
When these variables were included in the modely thiere also significant, yet to a much
smaller degree than the above mentioned physicainpgters. The Southern Ocean is the

largest high-nutrient low-chlorophyll (HNLC) region the world oceanMartin et al, 1990;
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Minas and Minas 1992]. Despite concentrations of macronutrienifisent to support a
greater phytoplankton community, there is evidetheg phytoplankton growth is limited by
iron and occasionally silicaVjartin et al, 1990; Treguer and Jacquesl992;Boyd et al.
2000; Osmund Holm-Hansen and Hewe&Z004; O. Holm-Hansen et gl.2005]. This is
particularly apparent in the pelagic waters northihe SIZ, where productivity is relatively
low. The SIZ has been shown to be less limited ibgasthan the larger Southern Ocean
[Sarmiento et al.2007;Hohn, 2009] yet iron input to the upper ocean may &sdimited
outside the shallower shelf regions. Iron supplyh® ocean surface is dominated globally by
atmospheric depositior-{ing et al, 2000;Mahowald et al. 2005]. However, in the Southern
Ocean this component is small, so that interactibesveen the Antarctic Circumpolar
Current and bottom topography, upwelling, vertiddflusion and melting of ice and icebergs
provide comparatively important sources of irdfopre et al, 1999;Fung et al, 2000;Law

et al, 2003;0. Holm-Hansen et gl.2005]. While our model does consider some ofdhes
processes in the cycling of iron, their dynamicsengot found to have as much importance to
the overall phytoplankton dynamics in the selecigl-areas of the pelagic province (Fig. 6).
In situ estimates of iron concentration are scarce, ealheeit depth, and thus our initial fields
likely include a higher degree of error than foe tbther limiting nutrients. Nevertheless, a
review of Southern Ocean dissolved iron measuresrdidtnot support the link between iron
cycles and uptake by phytoplankton, and suggesdtat dther processes might be more
important drivers in it variability (e.g., recycin exogenous inputs, and/or mixed layer
dynamics) Tagliabue et al. 2012]. The influence of iron limitation on phytapkton
dynamics may be more pronounced in the inshord aheds where vertical diffusion plays a
more important role in its resuspension to the etiphzone. Consistent witln situ
observations, the highest values in simulated NBRe&lso found within the shelf province

(Fig. 7). Uncertainty in initial iron concentrat®nwill likely be improved in future
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simulations due to the growing amount of observaia dheing generated in recent years (e.qg.

GEOTRACES program, http://www.bodc.ac.uk/geotrgces/

Due to constraints of our statistical approach,weee unable to assess the impact of
zooplankton grazing on phytoplankton dynamics du@rbblems of multi-collinearity with
other covariates. We believe that these losseslikally be small at the onset of the bloom,
when zooplankton development is likely to lag tbathe phytoplankton, but may increase

later in the growing season.

4.2. Importance of the Marginal Ice Zone to Southar Ocean Primary Production

The highest rates of primary production in the 8eut Ocean are generally
associated with coastal polynyasrfigo and van Dijken2003; 2007], the MIZ$mith and
Nelson 1986], and the continental she8rhith and Gordon1997;Arrigo and van Dijken
2004] whereas the pelagic province is usually aateat with lower productive waters. One
exception is along the Antarctic Polar Front dueaupovelling of nutrient rich waters to the
euphotic zone via divergence of surface wat@msadher et al. 1999; Hense et al. 2000;

Moore and Abbott2000;Tremblay et al.2002].

Both our results and more recent remote sensinma&sts, which use an algorithm
developed especially for the Southern Oceamrijo et al, 2008], suggest that MIZ
conditions in the pelagic province do not enhan&PNver non-MIZ conditions. Given that
surface chlorophylh levels in the MIZ are often much higher than ie thpen waters and
clearly show bloom conditions, lower associated NW&uld appear to contradict the
longstanding view that MIZ blooms are one of theaarof highest primary production in the
Southern OceanSmith and Nelsqnl986]. Arrigoet al. [2008] argued that the most likely

reason for this result over larger scales of thetl@n Ocean was that the conditions
17
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necessary to create highly productive blooms ateoften met. In particular, they note that
conditions leading to a well-stratified mixed layeay often fail to develop or are destroyed
by wind driven turbulent mixing before a phytoplék bloom can formHitch and Moore
2007]. In other words, using the criterion of regf sea ice presence, as a proxy for the
MIZ, may falsely identify locations where condit®nof vertical stability have been
prematurely destroyed by wind mixing. Our resultggest that blooms are much more
ubiquitous and stable in conditions of partial sea coverage (Fig. 3), possibly due to
protection from wind mixing. Furthermore, throudtetinclusion of this area in the MIZ-90
definition, we find that NPP/area in the MIZ is ev@ore dramatically reduced over estimates
that use the MIZ-0 definition from Arriget al. [2008] (Figs. 7 & 8), supporting the finding
that MIZ blooms are not associated with enhanced.NHgure 9 shows the relationship
between surface chlorophydl and NPP throughout the Southern Ocean, indicdongst
NPP rates associated with the higher surface gbihgtba levels of the MIZ. This negative
relationship is also apparent in the cross sectaew/s, where the strongest and most
concentrated surface blooms are associated withothest NPP. To the contrary, the non-
MIZ areas of the ice-free pelagic province show there typical positive relationship
between surface chlorophyland NPP. The reduced NPP rates in the MIZ arelyndure to
the lower integrated PAR caused by partial seac@meerage, although self-shading is also
likely given the elevated phytoplankton concentmasi in the upper levels of the water

column.

Our results suggest that MIZ conditions accountdbout 15% of Southern Ocean
NPP. In particular, our modeling approach has abvior the quantification of the entire
development of the bloom, including the earliegetaduring the initial breakup and retreat of

sea ice. We estimate that these earlier phasesgdpartial ice coverage account for about
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two-thirds of MIZ NPP. Without this additional compent (i.e. using the MIZ-0 definition),
the contribution of MIZ to total Southern Ocean NRB&uld be 4.7%, which is close to the
estimate of 4.4% by Arriget al [2008]. Additionally, the inclusion of partialige covered
waters allows for a much more complete view ofltgéarly NPP in the Southern Ocean; by
using the MIZ-0 definition (i.e. open water condiis), only 88% of the total Southern Ocean
NPP was accounted for within the four ecologicavpices, whereas the MIZ-90 definition
accounts for 99%. The inability to estimate NPRpartially ice covered areas with remote
sensing has been previously highlighted as a plesstlurce of underestimation of NPP in the
Southern Ocear§mith and Comis®008], and thus our approach has helped to shleddn

the importance of the MIZ to overall Southern OcBi#&P budgets.

Given that our model largely describes the dynamafahie diatom component of the
phytoplankton community, the results do not fullgsdribe all NPP in the SO. Generally,
diatoms have been shown to dominate the highlyifstich waters associated with the MIZ,
whereasPhaeocystis antarcticassemblages dominate where waters are more dewygdyl
[Arrigo et al, 1998;Arrigo et al, 1999]; however, the phytoplankton community corga
many species across a spectrum of life historytegiras, including within the diatoms
themselves. Nevertheless, the simplification o tihhodeled phytoplankton should not
diminish the importance of our results regardingZNdrocesses, although NPP estimates of
the Southern Ocean as a whole are likely incomg@atelower than reality. For example, a
newer version of the REcoM model, which incorpasat@anophytoplankton, estimates that

this smaller fraction accounts for 40% of South@aean NPPHauck et al. submitted].

4.3. Importance of Seasonal Ice Zone Blooms for thearger Ecosystem
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Despite the finding that MIZ processes do not enbaNPP in the pelagic province,
their associated blooms may still have an importai¢ for functioning of the larger
ecosystem. MIZ blooms provide a concentrated famdce in the upper layers of the water
column that are likely to improve the feeding a#firtcy of grazing organisms. Antarctic krill
(Euphausia superfahave long been of particular interest due tortloeintral role in the
Southern Ocean food web, both as important gradfepsankton and as prey to a variety of
higher predators. Krill are found in highest abumdss on the shelf, but can be generally
described as a pelagic species, with 87% of tha totll stock living in deep ocean water

(>2000 m) Atkinson et al.2008].

Krill distribution largely overlaps with that of ¢hS1Z, and sea ice habitats are required
during parts of its lifecycle. Whereas adult kalle known to have a more benthic feeding
mode during the winter periotkgwaguchi et al. 1986], krill larvae actively feed on the sea
ice biota living within and below the sea id2aly and Macaulay1991]. Several studies also
link sea ice extent and duration with recruitmantcess and abundance changtsdel and
Loeh 1995;Loeb et al. 1997;Atkinson et al.2004], highlighting the long-term trend towards
reduced krill populations in response to globalmiag induced reductions in sea ice extent.
This scenario is most probable for the west Antaféeninsula region, which has shown the

largest increases in temperature and subsequartti@as in sea ice.

Food availability has been identified as the mogiartant factor in the krill's lifecycle
[Siege] 2005;Atkinson et al.2008;Meyer et al. 2009;Meyer et al. 2010], including several
critical stages for recruitment succedsefer 2012]. Our results show a maximum in the
MIZ province's area and NPP during spring, a pevwbén phytoplankton blooms have been
shown to be important for successful recruitmetowang for early ovarian development,

early spawning, and multiple egg batch@si¢tin and Rossl991;Schmidt et a).2012]. MIZ
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bloom dynamics may also be of particular relevancethe first larval feeding stage
(Calyptopsis 1, "C1"), which reach surface watdteraheir developmental ascent and must
find food within the first 10 days in order to siue [Ross and Quetjril989]. An interesting
analog from the tropics is that of the Peruvianhany (Engraulis ringeny which has been
found to have highest recruitment within an "optirmavironmental window" of conditions
conducive to the formation of phytoplankton bloormsparticular, the relationship between
wind speed and recruitment is bell-shaped with aimam near the threshold of turbulent
mixing (5 ms™*) [Cury and Roy1989]. The authors hypothesized that under togsienal
conditions, upwelling of nutrient-rich waters canelf phytoplankton growth without
destroying the blooms through turbulent mixing.mentioned before, the same threshold has

been associated with the diminishment of bloonthéMIZ [Fitch and Moore 2007].

Light has been hypothesized to be an importanticude triggering of metabolic
changes in krill following winter [see review byleyer 2012]. From an evolutionary
perspective, such mechanisms would only develdight is a consistent and accurate cue of
improved feeding conditions. Our results suppaog thew through the finding that PAR is a
highly significant predictor of surface chlorophglconcentrations in the SIZ. In addition, the
increase in PAR following sea ice melting will b@m abrupt than the more gradual seasonal
increase in daylight experienced outside the Sk&sibly providing a more obvious cue

signaling increased food availability.

5. Conclusions

This study sheds light on the drivers of MIZ blaoand their importance to overall

primary production in the Southern Ocean. Our tessupport the prevailing hypothesis that
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MIZ blooms are driven mainly by physical processes; the formation of a shallow,
vertically stable water column, during sea ice aatr allows for the development and
maintenance of the phytoplankton bloom in the uppaches of the water column. Although
nutrient concentrations are significantly related ghytoplankton concentrations, bloom
diminishment is more related to the deepening ef tlixed layer depth, following wind-
mixing.

We estimate that MIZ blooms account for about 15%otal NPP in the Southern
Ocean, of which two-thirds occurs under partial a@erage. This finding indicates that
remote sensing estimates may substantially undeast their contribution. MIZ blooms
occurring under partial ice coverage are not assediwith enhanced NPP over comparable
open ocean areas, likely due to lower light avditgbcaused by partial sea ice coverage.
Nevertheless, the high concentration of phytoplamktithin the shallow upper reaches of the
water column likely provides conditions of enhangeaizing for zooplankton, such as krill, in
the post-winter period of enhanced productivitye Timding that light availability is a highly
significant predictor of elevated surface phytogtan concentrations, and that these blooms
are ubiquitous within the partially ice coverediosg of the SlIZ, supports the hypothesis that
krill may use light in the triggering of metabolibhanges following winter in preparation for

improved feeding conditions.
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A. Appendix

The coupled numerical biogeochemical ocean genaraulation model contains many
parameterizations that determine its performanca iglobal simulation. Here we present
those parameterizations that are particularly seiéto our study: iron chemistry, iron cycling

and light transmission through sea ice.

A.l. Iron Chemistry

All biogeochemical tracers of REcoM are advecteglagsically passive tracers with
individual local source terms. For the micronuttiémon (Fe), which limits growth via a
Michaelis-Menten law with a half-saturationlef, = 0.12 umol ri¥, the source term consists
of iron scavenging following Parekh et al. [200d4hd the source term of the macronutrient
dissolved inorganic carbon (DIC) scaled by a fikea-to-carbon ratio of 0.005. For DIC the
source term consists of respiration of phytoplanknd zooplankton, a sink due to
photosynthesis, degradation of extracellular orgar@rbon. The source term for iron then

reads

with a scavenging ratesc of 0.001 d. The free irorFe'is computed following Parekét al
[2004]
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where FeL is complexed iron associated with an organic lydor is the total ligand,
assumed constant (1), is free ligand, and is the conditional stability constant (100)

when the system is in equilibrium.

Iron concentrations are initialized with outputtioé PISCES modelumont et al.
2003]. These concentrations were determined tod&igh in the Southern Ocean as
compared to iron distribution fields basediositu measurements by de Baaral [1999],
with highest overestimation of Fe concentrationdeep waters. The PISCES data is
therefore corrected towards lower concentratiorteénSouthern Ocean. Following this
correction, the mean (standard deviation) initial Fe concentrations (umd) of the SIZ
domain were 0.022 (x0.01) at the surface and 0(824.24) at about 1000 m.

A.2. Light transmission

The sea ice model use two “ice”-classes: open vaatdrice. All net fluxes, including
shortwave radiation.¢. light), are computed from the open water fractowl the ice fraction
separately and then averaged to give the netlifluthe case of light, the net light that reaches

the surface layer of the ocean model is

g g reoees () F rae (F

where c is the fractional ice cover ([0,1]), aM@sw,icewatermerdre the ice, water and net
downward shortwave heat fluxes. Light can peneicaéut is attenuated with an exponential

law:
o ) . + - -/0(123 )/4-5

with the ice thicknes$ice measured in meters. The albedo of sea jgeis a function of
temperatureQswis the incoming shortwave radiation. In the casa snow cover ice there is

no penetration.
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Figure Legends

Figure 1. Fraction of days with remote estimateshddrophylla during 1997-2007

(Globcolour GSM, 4 km product). Dashed line indésathe maximal extent of the SIZ

Figure 2. Example of GAM model fit to time seriesrh a single grid location in the SIZ.
Fitted smooth terms are to the right of each cate’s time series with CHLA as the response

variable. Prediction values are shown as blue idoBHLA time series.

Figure 3. Simulated daily average chloroplytioncentration (mg iy color gradient) and
sea ice coverage (%, white isolines. Two week dmapsrom October 15— December 3,
2004 (A-D) show the development of a phytoplankitoom in areas where sea ice coverage

has been reduced to below about 90 %.

Figure 4. Correlation of simulated vs. remote sapsistimates for chlorophydl sea surface
temperature, and sea ice coverage. Isolines irdaraias of strong correlation among all three
fields. Bottom right map shows the nine sub-ardastified for further statistical analysis.

Black dashed isoline shows the maximum extent®f3IZ over the study period.

Figure 5. Variance explained by the leading EOFefieh variable field.
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Figure 6. Log likelihood ratios of GAM model termciusion. All terms are significant at the

p < 0.001 level. Asterisks (*) indicate terms nutluded in the sub-area model.

Figure 7. Southern Ocean ecological province yeartyes in area (A), net primary
production (NPP) (B), and net primary production aea (NPP/area) (C). Year-day mean

(solid line) and standard deviation (shaded area¥lown.

Figure 8. Comparison of Southern Ocean ecologiaalipce yearly means in area (A), net
primary production (NPP) (B), and net primary proitlon per area (NPP/area) (C) to remote

sensing based on estimates of Arrgj@l.[2008].

Figure 9. Comparison of December 2004 monthly meé&ssirface chlorophykh
concentration (left) and integrated net primaryduation (NPP) (center). White isolines
indicate the mean sea ice concentrations. Dadhae#l lnes along 30°E and 150°W indicate
the locations of the cross section views of chlbgdipa concentrations (right). In the cross
section views, dashed white lines indicate NPPsatid white lines indicate the integrated

photosythetically active radiation (PAR) down te thepth of the mixed layer.
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939 Tables

940 Table 1. Model parameter descriptions

941

942

Abbreviation Variable Units
CHLA Surface chlorophyll mg m?
MLD Mixed layer depth m

PAR Integrated photosythetically active radiatienLD) wmt

SST Sea surface temperature °C
SSS Sea surface salinity psu

DIN Surface dissolved inorganic nitrogen mmof m
DSl Surface dissolved silicate mmol’m
DFE Surface dissolved iron mol m?*
Z00C Surface zooplankton carbon mmof m
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943 Table 2. Fitted GAM model statistics by SIZ area.

944

945

946

947

Terms
Area N  R-sq. (adj.) MLD PAR SST SSS DIN DSI DFE
df 7.91 7.33 8.38 8.12 8.33 8.51
1 5478 0.83  vif 4.5 2.7 4.9 6 45 7.1
L* 2191 2017 907 323 140 415
df 8.75 6.94 8.89 8.88 8.58 8.58
2 5478 0.87  vif 4.1 3.4 5.9 8.2 6 2.9
L* 2145 2722 1326 380 176 123
df 8.44 6.75 7.42 8.28 8.6
3 5478 0.87  vif 3.9 3.9 4.7 5.6 2.1
L* 2581 2194 797 701 307
df 7.8 7.35 8.01 8.55 8.56 8.77
4 5478 0.87  vif 4.9 3.9 4 8.1 6.1 3.1
L* 1338 3965 1324 630 594 495
df 8.08 7.09 7.06 8.18 8.46 8.7
5 5478 0.82 i 4.7 3.3 6.3 4.9 3.4 3.4
L* 1335 3531 424 666 213 350
df 5.63 7.66 8.81 5.96 8.44 6.31
6 5478 0.85 vif 5.3 2.6 7.2 8.6 5.9 5.6
L* 289 6718 1232 163 114 124
df 7.93 8.11 8.35 8.19 8.81 8.48
7 5478 0.83  vif 35 1.5 3.6 7 4.3 9.2
L* 1031 5403 72 760 395 237
df 8.22 7.68 8.29 7.38 7.68 7.49
8 5478 0.86 vif 4.2 25 6.3 4.8 3.7 2.6
L* 2566 1919 1101 904 113 365
df 8.78 7.29 7.91 8.62 7.89 8.47
9 5478 0.89  \vif 4.4 2.3 9.3 3.8 4 4.1
L* 945 4946 2409 229 419 382

df = degrees of freedom, vif = variance inflati@etor, L = Log likelihood ratio, (*) All terms

are significant at the p < 0.001 level
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