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Abstract—In this paper, we present a tubular structure segmentation method that utilizes a second order tensor constructed from directional intensity measurements, which is inspired from diffusion tensor image (DTI) modeling. The constructed anisotropic tensor which is fit inside a vessel drives the segmentation analogously to a tractography approach in DTI. Our model is initialized at a single seed point and is capable of capturing whole vessel trees by an automatic branch detection algorithm developed in the same framework. The centerline of the vessel as well as its thickness is extracted. Performance results within the Rotterdam Coronary Artery Algorithm Evaluation framework are provided for comparison with existing techniques. 96.4% average overlap with ground truth delineated by experts is obtained in addition to other measures reported in the paper. Moreover, we demonstrate further quantitative results over synthetic vascular volumes, as well as qualitative evaluations on the same CTA datasets, from visual scores by a cardiologist expert.
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I. INTRODUCTION

SEGMENTATION of coronary arteries is a fundamental step for accurate visualization of vessels and assessment of cardiovascular diseases. Computationally created 3-Dimensional (3D) models of arteries are used as a virtual medical navigation tool and in investigation of possible anomalies in arteries. Coronary artery segmentation attempts at either directly a vessel-lumen surface extraction, or central lumen line and diameter estimation in different medical image modalities, particularly, Computed Tomography Angiography (CTA). Segmentation of coronary arteries is a challenging task. This is typically due to the small size of the vessels compared to the image resolution, the presence of (motion) artifacts in the data, the presence of neighboring structures with similar intensities as the vessel, and pathologies such as severe stenoses and calcifications.

In the past decade, various sophisticated vascular segmentation algorithms have been developed, and several reviews have been published on vasculature segmentation in the literature [1]–[7]. Vessel segmentation methods can be roughly categorized into three: filtering-based techniques, model-based techniques, and minimal-path techniques.

Earlier vessel segmentation algorithms used filters for vessel enhancement before segmentation. Most well-known filtering techniques are Hessian-based ([8]–[13]), non-linear diffusion ([14]–[16]), and flux-based filtering ([17], [18]). Similarly, other filtering methods for vessel segmentation are based on morphological operators, which analyze images or objects by their interaction with shapes. In particular, mathematical morphology operators that have been involved in vessel segmentation methods include: watershed transform [19], [20], grey-level hit-or-miss transform [21], [22], and connected filtering based on component-trees [23], [24]. The advantage of morphology based vessel segmentation algorithms is that they are mostly automatic. However, structures around the vessel can be detected as vessel and they do not perform well in cluttered/noisy images.

In the second category of vessel segmentation, model-based approaches, explicit vessel models are applied to extract the vasculature. Two main model-based approaches are: (i) deformable models, particularly level-set representations [25]–[27], and (ii) tubular/cylinder models [28], [29]. The level set methods have the advantage of representing surfaces implicitly, hence do not suffer from a re-parameterization problem and provide effortless topology changes of structures. Therefore, the level sets are found useful in segmenting inhomogeneous vascular objects such as blood vessels. However, these advantages also lead to unwanted leakage to surrounding regions when geometrical constraints are not used in the level set function evolution. To address this problem, Nain et al. [30] presented a level-set model with a soft shape prior, which combined image statistics and tubular shape information to segment tubular structures while penalizing leakage. On the other hand, in the tubular/cylinder model category, Friman et al. [29] proposed a tubular tracking algorithm based on a 3D template matching, called Multiple Hypothesis Tracking (MHT), which was used to traverse difficult vessel passages such as those caused by pathologies and areas of low contrast. The algorithm starts from an initial point given on the centerline, and a search tree is built by recursively evaluating possible vessel continuations. Sometimes MHT can terminate earlier; in this case, a minimal path algorithm based on Fast Marching is needed to fill the gaps between newly initialized points and terminated points. The vessel template model presented in [29] had a flatter vessel profile than the Gaussian profile used in [31] and provided flexible central
position, radius and orientation adjustment. Worz et al. [28] proposed tubular vessel models of varying sizes and used a Gaussian-smoothed 3D cylinder, since the 2D cross-sections of medium and large sized vessels were plateau-like and could not be accurately represented by a 2D Gaussian profile.

Minimal path techniques are commonly employed in interactive frameworks, requiring the start and end points for each vessel. Some works have proposed the definition of termination criteria to automatically stop the path propagation and relax the need for end points. For instance, Gulsun and Tek [32] proposed such criteria through heuristic thresholds.

Li and Yezzi [33] proposed a new variant of the traditional, purely spatial minimal path technique by incorporating an additional non-spatial dimension into the search space. They modeled the vessel as a 4D curve, which consisted of three spatial coordinates and an extra non-spatial dimension, which described the thickness at the corresponding 3D point. Thus, each 4D point represented a sphere in 3D space, and the vessel was obtained as the envelope of the family of spheres traversed along this 4D curve. However, Li and Yezzi’s model [33] utilized isotropic potentials, and the vessel orientation was not taken into account. To improve this method, Mohan et al. [34] suggested a 4D curves minimal path algorithm which added the radius dimension in a 2D planar disk at each centerline coordinate. Furthermore, they associated to the path an anisotropic potential related to the Finsler metric, which was used in a geodesic active contour approach to estimate the minimal path over the centerline of the vessel as well as the radius. Bennmansaur and Cohen [35] proposed an interactive vessel segmentation method, which was in the framework of the 4D curves approach of Li and Yezzi [33]. They took into account the vessel orientation by considering an anisotropic metric, which was based on the Optimally Oriented Flux (OOF), introduced by Law and Chung [17]. The designed metric was oriented along the direction of the vessel, admitted higher velocity on the centerline, and provided an estimate of the vessel radius. Lesage et al. [36] created a graph-based method that jointly optimizes the vascular centerline and associated radius on a 4D space-scale graph. It relies on a recursive Bayesian model, and is optimized by minimal path-like techniques, also, it provides a workflow flexibility.

Fully automatic vessel extraction algorithms such as [37], [38] implicitly deal with branching. Interactive methods mostly do not handle branching, since user interaction is provided for every branch. Some semi-automatic methods explicitly represent bifurcations [39] or others perform vascular tree connection after finding the branches [34]. Zhou et al. [40] proposed a learning based method with specially designed filters on cross-sectional planes to automatically detect the bifurcation points of the vessels. Li et al. [41] proposed to use a 4D interactive key point searching scheme. After the key points are located, iteratively, the branches are identified by finding structures between all adjacent key point pairs.

In this paper, following the approaches of introducing orientation information into tubular structure segmentation, we view the vessel segmentation problem from a tensor estimation and tractography perspective as in Diffusion Tensor Imaging (DTI). Our original idea involves estimation of a tensor from multiple intensity measurements that are constructed by a cylindrical model added on top of the 4D curves model of Li and Yezzi [33]. This cylindrical component introduces directionality into the model, and thus facilitates a tensor fit to the tubular structure (Section II-B). The estimated anisotropic tensor inside the vessel drives the segmentation analogously to a tractography approach in DTI analysis starting from a seed point used as initialization (Section II-C). In addition, we developed a branch detection and unsupervised branch clustering method, which can automatically locate multiple branchings in complex tree structures (Section II-D). Therefore, starting from a seed point, an entire vessel tree can be captured by our technique, which provides the vessel orientation, its centerline (central lumen line) and its thickness (vessel lumen diameter). In this paper, our main application of the developed technique is to 3D modeling of coronary arteries from Computed Tomography Angiography (CTA) scans.

We discuss the relation of our method to closely related earlier work. Approaches that are based on the Hessian-based vesselness measures of e.g. Frangi et al. [11] depend on filtering (enhancement) of the whole intensity data, and one drawback as stated by Bennmansour et al. [35], is that they include adjacent features, e.g. heart chambers or other organs, as vessels. Bennmansour et al. [35]’s method is based on the OOF descriptor, (Law and Chung [17]), which estimates the vessel direction through minimization of a measure of the image gradient, and is only localized around the vessel boundaries. This is a boundary-based approach, whereas the proposed approach is region-based, therefore naturally is more robust to noise in computations. The vessel direction is found as the direction along which the integration of the image gradient sampled on the surface of a sphere is minimal. Bennmansour et al. then designed a 4D metric which was partitioned into a 3D symmetric positive definite component and a scalar radius potential. The 3D component of the metric was obtained from the eigenvectors and eigenvalues of the OOF descriptor. Then, the obtained 4D tensor is used in an Eikonal equation as its metric in estimation of the minimal path along the vessel. This is different from our approach, which provides a region-based directional tensor estimation, which samples its measurements from the differences between a cylinder and an inside sphere. Furthermore, as the Bennmansour et al. [35]’s method does not provide any branch detection methodology, its level of interactivity is high. Specifically, the following two ideas in adoption of the DTI fiber tracking concept are novel in the vessel segmentation: (i) given a scalar valued 3D volume: construction of the multi-directional regional spatial information over sampling from various directions on the unit sphere $S^2$, and estimation of a rank 2 tensor from the created data; (ii) utilizing the created tensor field in a tractography framework. This is also different from the idea of [34], which utilizes a geodesic active contour framework for surface segmentation. It applies the surface update equations in a Sobolev Space to estimation of white matter bundles, such as the cingulum as one application, whereas in contrast our method applies the well known tractography idea from fiber tracking to the vessel.

1A preliminary version of this work has appeared in [42].
surface segmentation. Mohan et al [34] does not create a rank 2 tensor using the directional cylinders as presented in this paper. Rather, they utilize 2D disks directed along the vessel centerline, and the intensity measurements are taken between the inner disk and the outer annular region. Furthermore, active contour approaches are known to be sensitive to initialization, whereas our streamline tractography approach has a simple correction step for robustness to the initialization and tracking.

II. METHODS

In this section, the details of our tubular structure segmentation method, which we call vessel tractography, are described.

A. Image Preprocessing

Vessel calcifications are not part of the vessel’s lumen, for this reason, they are eliminated before applying the vessel tractography algorithm. The images are preprocessed before segmentation to obtain a calcification map first, and later setting the voxel intensity for vessel calcifications equal to the intensity of the myocardial tissue. The basic idea of our method shows similarity to Agatston scoring [43]. However, in our technique, simple statistical analyses of the calcified areas are calculated. In the first step, the cardiologist expert annotates the area of calcifications only on a set of clinical CTA data used for training. After the first and second order statistics on the region of the calcifications are computed, a fixed threshold is obtained and applied automatically on all CTA volumes (further details are in Section III Experimental Results). The obtained calcification map (e.g. see Figure 1) is then used to exclude those intensities in vessel extraction.

Fig. 1. An example of the preprocessing step.

B. Intensity Based Tensor Fitting

We develop an intensity based tensor model, which is well-suited to tubular structures as vessels. Although similar to Li and Yezzi’s idea [33], a 4D curve representation is used, our novel contributions are three-fold: (1) to bring an anisotropy metric to the measurements model by using regional measurements from intensity at various spatial directions and using them in a linear least squares tensor fitting to estimate a rank 2 tensor; (2) to adapt brain white matter tractography ideas to vessel tractography, for the first time to our knowledge; (3) to design a new tubular bifurcation detection algorithm.

Our vessel model is constructed as follows:

\[ C(u) = (c(u), r(u)), \quad C \in \mathbb{R}^4, \quad u \in [0, L] \]  

where \( c(u) \) represents the location on a vessel centerline in \( \mathbb{R}^3 \), \( r(u) \in [r_{\text{min}}, r_{\text{max}}] \in \mathbb{R}^+ \) represents the radius of a sphere at a centerline coordinate point \( x_s \in \mathbb{R}^3 \) is denoted by: \( sph = (x_s, r) \). A cylinder along each sampled orientation \( v \) is represented by a stack of disks and denoted as follows:

\[ cyl = \bigcup_{l=0,\ldots,h} disk(x_l, r, v), \quad x_l = x_s + vl, \]  

where \( x_l \) is defined as a point in \( \mathbb{R}^3 \), \( v \) is an orientation vector in \( \mathbb{S}^2 \), which also indicates the normal vector to the disk: \( disk(x_l, r, v) \) with radius \( r \), and \( h \) is defined as the height of the cylinder (see Figure 2). Next, sampling a set of orientation vectors \( g_i \) over the unit sphere \( \mathbb{S}^2 \), each intensity measurement \( M_i \) at the given direction \( g_i \) is an image based feature, which is modeled according to the intensity properties of the vessel. Here, a piecewise constant intensity model is utilized, and the measurement is based on a difference between the intensity mean \( \mu_{\Omega_1} \) of the sphere \( \Omega_1 \) and intensity mean \( \mu_{\Omega_2} \) of the region \( \Omega_2 \), where \( \Omega_1 = sph \) and \( \Omega_2 = cyl - sph \). These intensity measurements are computed along each orientation vector \( g_i \in \mathbb{S}^2 \). Image intensity is denoted by a gray-valued \( I : \Omega \in \mathbb{R}^3 \rightarrow \mathbb{R} \) where \( \Omega \) is the image domain.

Formally, the measurement \( M_i \) is expressed as follows:

\[ M_i = (\mu_{\Omega_1} - \mu_{\Omega_2})^2, \]  

and measurement orientations are defined as a matrix:

\[ G = [g_1 \quad g_2 \quad \ldots \quad g_m], \]  

where \( g_i = [g_{i,x} \quad g_{i,y} \quad g_{i,z}]^T \) is the column vector for each measurement orientation and \( m \) is the number of orientations represented on \( \mathbb{S}^2 \). For now, let \( g_v \) represent the vessel direction vector. For \( g_i \) s.t. \( g_i^T g_v = 0 \), \( M_i \) becomes large, as the intensity distribution changes less along the vessel direction, and more along the orthogonal directions. Moreover, \( M_i \) becomes maximum when \( \Omega_1 \) fits to the vessel, and \( \Omega_2 \) is outside the vessel.

Using a \( 3 \times 3 \) tensor, which is a symmetric positive definite matrix:

\[ D = \begin{bmatrix} d_{11} & d_{12} & d_{13} \\ d_{12} & d_{22} & d_{23} \\ d_{13} & d_{23} & d_{33} \end{bmatrix}, \]  

\( M_i \) can be modelled as:

\[ M_i = g_i^T D g_i. \]  

In general, a matrix \( D \in \mathbb{R}^{n \times n} \) is said to be positive semidefinite if \( x^T D x \geq 0 \), for all \( x \neq 0 \) in \( \mathbb{R}^n \). The tensor \( D \) is expected to be symmetric positive semi-definite as the measurements \( M_i \) are non-negative, however, due to noise in the data, one is usually not guaranteed to recover all \( D \)’s with this property unless one includes it explicitly as a constraint.

After the measurements \( M_{i=1}^{n} \) are calculated for all orientations, to solve for the tensor \( D \) from \( M_i = g_i^T D g_i \), \( i = 1, \ldots, m \) equations, we utilize a least squares fitting. We stack the six components of \( D \) into a vector, since \( D \) is a symmetric matrix, as:

\[ d = [d_{11} \quad d_{22} \quad d_{33} \quad d_{12} \quad d_{13} \quad d_{23}]^T \]
and re-arrange Eq. (6) to get
\[ M_i = H_d, \]  \tag{8}
where \( H_i \) is the \( i^{th} \) row of the matrix, which is constructed as follows:
\[
H = \begin{bmatrix}
g_{1x}^2 & g_{1y}^2 & g_{1z}^2 & 2g_{1x}g_{1y} & 2g_{1x}g_{1z} & 2g_{1y}g_{1z} \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
g_{mx}^2 & g_{my}^2 & g_{mz}^2 & 2g_{mx}g_{my} & 2g_{mx}g_{mz} & 2g_{my}g_{mz}
\end{bmatrix}
\tag{9}
\]
In matrix form, Eq. 8 becomes \( M = H_d \). Linear least squares fitting is applied to solve for \( d \):
\[
d = (H^T H)^{-1} H^T M. \tag{10}\]

Once \( d \) is obtained, we construct the vessel tensor \( D \), simply as in Eq. (5). The least squares method also utilized in DTI literature (e.g., [44]) generally gives good results for noisy datasets, since more measurements than needed (usually \( m \gg 7 \)) are used in the estimation process. However, it is possible to occasionally obtain negative tensors (i.e., tensors with negative eigenvalues). After the tensor estimation, one needs to check the tensor positivity, and re-project the negative tensors onto the positive tensors space. This is generally done by forcing the negative eigenvalues of the tensor to zero:
\[
\hat{\lambda}_1u_1u_1^T + \hat{\lambda}_2u_2u_2^T + \hat{\lambda}_3u_3u_3^T, \tag{11}\]
\( \forall (x,y,z) \in \Omega \) where \( \hat{\lambda}_1, \hat{\lambda}_2, \hat{\lambda}_3 \) are the eigenvalues and \( u_1, u_2, u_3 \) are the eigenvectors of \( D \) with \( \hat{\lambda}_1 = \max(0, \lambda_1) \). Note that this projection minimizes the Frobenius norm between \( D \) and \( \hat{D} \). Since the eigenvalue of the principal direction is always positive (unless all eigenvalues are negative which should not be encountered), \( u_1 \), the principal vector of the tensor does not change after the projection in DTI modeling. In our vessel tensor model, the estimated tensor will be forced to positive definiteness via an absolute value operation, which will be discussed next after the final tensor estimation.

1) Vessel Lumen Thickness Estimation: As explained above in subsection II-B, the tensor estimation depends on the radius parameter of the measurements model. Furthermore, the thickness of the vessel lumen is directly related to the radius of the model, as the lumen radius is to be obtained when there is a perfect fit of the model to the data. Therefore, the tensors are first estimated for multiple radii, and the tensor with the “best radius” is selected as explained next.

To estimate the final tensor \( D \), which describes the direction of the vessel and the radius of the sphere, the tensor \( D^r \) is calculated \( \forall r \in [r_{min}, r_{max}] \) at a point inside the vessel. When the diameter of the sphere is below or above the true vessel lumen thickness, the measurement \( M_i^r \) becomes lower. The \( M_i^r \) thus becomes the largest with the sphere which is tangent to the vessel and, hence the radius of the sphere is detected as:
\[
\hat{r} = \arg \max_r \|D^r\|, \forall r \in [r_{min}, r_{max}], \tag{12}\]
where \( \|\cdot\| \) denotes the 2-norm of the matrix \( D^r \). That is, the norm of the tensor in Eq. (12) happens to be the largest when the sphere fits to the vessel boundary. After the tensor \( D^r \) is computed, it is decomposed into its eigenvalues and eigenvectors using SVD (Singular Value Decomposition): \( D^r = V_r \lambda_r V_r^T \), where \( \lambda_r = \text{diag}\{\lambda_1^r, \lambda_2^r, \lambda_3^r\} \) is the diagonal matrix with the eigenvalues, and \( V_r = [v_1^r, v_2^r, v_3^r] \) are the eigenvectors of the tensor.

As the measurement, \( M_i \), is the lowest along the vessel direction and larger along the orthogonal directions, the tensor \( D \) consists of two major eigenvectors, so it becomes a planar ellipsoid (\( \lambda_1 \approx \lambda_2 \gg \lambda_3 \)). Shape of the tensors on the centerline are more planar and have bigger norm than the tensors nearer to edges. In addition, when the radius of the sphere-cylinder model is smaller or larger than the true radius of the vessel, the norm of the tensor becomes lower.

The 2-norm of symmetric matrices corresponds to the largest \( \lambda \), here \( \lambda_1^r \), of the \( D^r \). For an expected planar tensor, there are two large eigenvalues that can be utilized, then the Eq. (12) can be alternatively expressed as follows:
\[
\hat{r} = \arg \max_r [\lambda_1^r + \lambda_2^r], \forall r \in [r_{min}, r_{max}], \tag{13}\]
This idea has resemblance to the scale-space approaches where the calculations are done over multiple scales, and an optimal scale in terms of typically the standard deviation parameter of a Gaussian kernel is selected at each volume coordinate (e.g., as in Frangi’s method [11]). Estimated tensor \( D \) is now equal to \( D^\hat{r} \). As a result, \( v_3 \) is the eigenvector corresponding to the smallest eigenvalue of the tensor, and it represents the vessel orientation. By SVD decomposition,
the eigenvalues of the tensor are forced to be non-negative [45]. Particularly, for the symmetric square matrix \( D \), its singular values are the absolute values of its eigenvalues. This enforcement of positivity works to our advantage, as in our tensor model, the vessel orientation is determined by \( v_3 \), and problematic negative eigenvalues are either mapped to a large positive number or if they were small in magnitude, they would still retain their small magnitude after \( \sqrt{\cdot} \) operation. Therefore, SVD provides a desired positive-definite tensor solution. As the tensor’s norm is preserved, and it is not reconstructed after the tensor projection, this does not constitute a problem.

To illustrate estimated tensors, a synthetic Y-shaped vessel volume [46] at a constant thickness is utilized, which is shown in Figure 3(a). Norm of the tensor is plotted as a function of sphere radius in Figure 3(b). For instance, the norm at radius 3 becomes maximum for a specific voxel chosen from the centerline of the synthetic vessel. In Figure 4, the tensors for the Y-shaped vessels are depicted for radii 2, 3 and 4 respectively. As can be observed, the norm of the tensors on the centerline for the true radius are the largest compared to those of all other radius estimates.

**Fig. 3.** Example of vessel lumen thickness estimation: (a) \( 60 \times 60 \times 60 \) synthetic vessel volume with a constant radius of 3; (b) Norm of the tensor \( D^r \) for a voxel on the centerline of the synthetic data, for a range of radius \( r \). 

**Fig. 4.** Estimated tensors using radii 2, 3, and 4 for \( 60 \times 60 \times 60 \) synthetic vessel volume.

C. Vessel tractography

We define a vessel tractography, which traces the centerline of a vessel using the intensity based tensor \( D \), inspired by the DTI tractography that uses a diffusion tensor. Vessel tractography starts with a user defined initial seed point. The seed point is preferably selected at the center of one of the cross sections of the vessel. The tract, i.e. the 3D centerline, starts to propagate along the positive and negative directions of the eigenvector corresponding to the smallest eigenvalue of the planar tensor. For all spatial coordinates along the tract, the tensor is calculated as explained in Section II-B. The minor eigenvector of the tensor, \( v_3 \), is obtained at the current coordinate \( c(u_{n-1}) \), and a new tract coordinate \( c(u_n) \) is calculated by adding the \( v_3 \) to \( c(u_{n-1}) \). This is in fact the streamline tractography (SLT) approach [47] in DTI, which uses the vessel orientation by weighting it with \( \alpha \) to compute an Euler’s method approximation to the parametrized tract \( c(u) \) as follows:

\[
 c(u_n) = c(u_{n-1}) + \alpha \frac{dc(u)}{du} \rightarrow c(u_n) \approx c(u_{n-1}) + \alpha v_3,
\]

where \( c(u = 0) \) is the seed point, and \( 0 \leq u_n \leq L \), \( L \) is the length of the vessel. The tract is computed by taking a piecewise linear step (\( 0 \leq \alpha \leq 1 \)) in the direction of \( v_3 \), hence tract propagation occurs in vessel tangential direction approximated by \( v_3 \) (See Figure 5).

**Fig. 5.** Illustration of the vessel tractography: Centerline of the vessel (black) is shown by gray. Extracted vessel tract until the current coordinate \( c(u_{n-1}) \) is depicted by (navy blue). On the distal part of the tract (turquoise); minor vector of the planar tensor, \( v_3 \), current location, \( c(u_{n-1}) \), and how the tract is obtained by adding the \( v_3 \) direction to the current location \( c(u_{n-1}) \) are shown.

The tractography algorithm continues till pre-defined convergence criteria are satisfied:

- First convergence criterion is the mean intensity ratio between the spherical region of the seed and that of the current coordinate \( c(u_{n-1}) \). The sphere centered at the seed point is defined as \( sph_0 = (c_{seed}, r_{seed}) \) and sphere at the current coordinate \( c(u_{n-1}) \) is \( sph_1 = (c(u_{n-1}), r) \), and the regions are specified as \( \Omega_0 = sph_0 \) and \( \Omega_1 = sph_1 \). If the ratio \( \mu_{\Omega_1}/\mu_{\Omega_0} \) is below a given threshold (\( \beta_0 \)), this implies that the tract reaches the end
of the vessel and the tractography stops at this point (See Figure 6(a)).

- Second termination criterion is defined from the ratio $\beta_1 = \mu_{\Omega_3}/\mu_{\Omega_1}$ where $\Omega_3 = sph_3 - sph_1$ and $sph_3 = (c(\Omega_{n-1}), 2r)$ (See Figure 6(b), 6(c)). When $c(\Omega_{n-1})$ reaches the origin (e.g. coronary ostium) or the end of artery, $\beta_1$ is assumed to be approximately 1. $\beta_1$ is used both to force tract to stop at the end of vessel and to prevent the tract from diverging towards regions around the vessel.

- Third criterion, which stops the tract when the radius $r$ at point $c(\Omega_{n-1})$ reaches $r = r_{max}$, is used to avoid divergence of the vessel tract to surrounding blob regions.

This plane is chosen to be large enough to involve the vessel boundaries and surroundings of the vessel, but not very large to compromise other structures around the vessel. Let $(x', y')$ represent the coordinates of the maximum brightness point, which is found in following way:

$$ (x', y') = \text{argmax}_{x,y} \sum_{i,j \in N(x,y)} I_{\text{prj}}(i, j), $$(16)

where the neighbourhood function $N(x, y)$ is expressed as:

$$ N(x, y) = \{(i, j)|(x - i)^2 + (y - j)^2 \leq r^2\}. $$

Then the corresponding point in the original image is defined as

$$ c' = c(\Omega_{n-1}) + (x' - x_c)\frac{v_1}{2} + (y' - y_c)\frac{v_2}{2} $$

where $c'$ is the centralized point, which is the corrected centerline coordinate.

### D. Branch Detection - Unsupervised Clustering

In order to extend our vessel tractography model to tubular trees, we developed a branch detection method. It is inspired from the Mohan et al. work [34], which was based on an assumption that vessels have at most two branches to be separated. Their algorithm checks the surrounding regions around the center coordinate $c(\Omega_{n-1})$ and cluster them via a K-means clustering, with K=3 including the main branch.

We propose an unsupervised clustering method, which is capable of detecting any number of branchings from a parent coordinate. In our method, we assume that the branches of the vessel tree have similar intensity distributions with the main branch. We search the branches on a spherical surface around the current coordinate in a forward field of view (see Fig. 7), which avoids the branch candidates that are already processed. Branch candidate coordinates are calculated as:

$$ c(i) = c(\Omega_{n-1}) + 2rgi, \quad gi \in g $$

where $g$ represents orientations on $S^2$ as defined in Section II-B.

The intensity mean of the sphere, $\mu_{sph_1}$, centered at the potential branch coordinate, $c(i)$, is defined inside a sphere $sph_1 = sph(c(i), r)$, and the intensity mean of the sphere, $\mu_{sph_0}$, centered at the seed coordinate, $c_{seed}$ is calculated inside $sph_0 = (c_{seed}, r_{seed})$. Intensity mean ratio, $\beta_1$, is applied for the potential branch candidates using $\mu_{sph_1} > \mu_{sph_0}/\beta_1$. When the potential branch candidate has a mean intensity higher than $\mu_{sph_0}/\beta_1$, the tensor fitting is applied at that coordinate, otherwise it is eliminated. Direction of the vectors are used as a cluster feature in our method. If $v_3$ of the tensor of the potential branch coordinate is not in the direction of the current path, $v_3$ and its coordinate is put into a new cluster or to an already existing cluster as follows:

1) When the vector $v_3$ is closer to the directions in one of the previously formed clusters, it is inserted into an appropriate cluster with its corresponding coordinate;

2) When the vector $v_3$ has a distinct orientation, a new cluster is constructed, and this vector is added with its corresponding coordinate to that cluster.
Figure 7 depicts the eliminated branch candidates, and branch coordinates that are clustered using our method. Black balls represent the coordinates that are eliminated. On the other hand, red balls represent the coordinates that are clustered. In the Y-shaped vessel, two branches are found and clustered.

To increase the number of samples in each cluster, detected branch coordinates and orientation vectors are stacked into clusters in a 2r voxel distance away from the first coordinate that detected the branches. Then, the coordinate mean of each cluster is calculated and labelled as a branch coordinate. The proposed branch detection algorithm is summarized in Algorithm 1. The algorithm is based on the assumption that the vessel displays greater intensity than structures surrounding the vessel that have a size similar to that of a vessel. We perform branch detection step each time the current point \(c(u_{n-1})\) moves one unit, i.e. when there is 1 voxel difference between its last location where a branch check was performed.

![Figure 7](image)

(a) Branch Elimination process: Black balls: eliminated coordinates. Red balls: coordinates that will be clustered in the next step. (b) Clustering of branch coordinates: Y-shaped vessel splits into two clusters.

The estimated tensors are shown on several sample coronary arterial branches in Figure II-D over real CTA volumes. It can be observed that tensor fitting works reasonably well over challenging vessel regions such as stenotic areas (Case 2); branchings (Case 3), noisy intensity scenarios (Case 4 and 5), and nearby high-contrast regions (Case 5). For the latter case, i.e. with a neighboring cluttering region in a certain direction, a good tensor fit was possible due to sampling of measurements from the majority of the remaining directions. Indeed, for such perturbations, our algorithm involves a centerline correction step as explained in Section II-C.

III. EXPERIMENTAL RESULTS

In this section, we present our validation experiments in four parts: (a) synthetic experiments; (b) Rotterdam Coronary Artery Algorithm Evaluation Framework; (c) qualitative scoring of clinical cases; (d) quantitative validation of branch detection.

We first give a quantitative validation of the performance of the vessel tractography method on synthetic vascular image volumes, which are obtained from the work of Hamarneh and Jassi’s [48] that simulate volumetric images of vascular trees and generate the corresponding ground truth segmentations. In these synthetic data experiments, we evaluate the performance of the segmentation and bifurcation detection together. We also perform experiments by adding different levels of salt & pepper, and Gaussian noise, and comparing our results by a generic segmentation algorithm. In the second part, we demonstrate the quantitative performance of our method on Rotterdam Coronary Artery Evaluation Framework [49], [50], which facilitates testing over worldwide standard datasets and comparison to existing state-of-the-art algorithms in the literature. They provide 8 training datasets with ground truths and 24 test datasets for performance measures among several methods. Next, we extracted the coronary arteries from patient CTA volumes acquired at our clinical site, and evaluated our

---

**Algorithm 1** Branch Detection algorithm - Unsupervised Clustering Method

**Input:** Sample N directions \(g_i, \forall i \in (1, N)\) uniformly off the sphere \(S^2\), \(\mu_{seed}\) intensity mean of the sphere centered at \(c_{seed}\) with radius \(r_{seed}\), mean threshold \(\beta_1\), angle thresholds \(A_1, A_2\) and \(Cl_C\) (clusters of branch coordinates), \(Cl_V\) (clusters of orientation vectors). The clusters are cleared at the coordinate where the junction is detected for the first time.

**Output:** Updated \(Cl_C, Cl_V\).

for \(i \in (1, N)\)

- Check similarity of directions \(g_i\) and \(v_3\):
  \[ g_i^T v_3 < \cos(A_1) \]
  to avoid searching the branches in the previously processed voxels.
- Find a branch candidate \(c(i)\) using Eq. (19).
- Eliminate the candidate coordinate \(c(i)\), if it is labelled as processed (the coordinates already processed are labelled by a spherical mask with the estimated \(r\)).
- Apply the tensor fitting as explained in Section II-B; find \(r(i)\) (radius), \(v(i)\) (vessel direction) and \(\mu(i)\) (mean of the sphere with radius \(r(i)\) centered at \(c(i)\)) of the tensor at \(c(i)\).
- Eliminate the candidate coordinate \(c(i)\) for:
  a) \(v_i\) that has overlap with the parent vector \(v_3\);
  b) \(r = r_{max}\);
  c) \(\mu(i) < \mu_{seed} \beta_1\).
- if \(Cl_C\) or \(Cl_V\) is empty then
  Create a new cluster in \(Cl_V\) and insert \(v(i)\) into that cluster.
  Create a new cluster in \(Cl_C\) and insert \(c(i)\) into that cluster.
  else
  for all vectors in each \(Cl_V\)
  if \(v_i\) has a similar orientation with \(w \in Cl_V:\ r_i^T w < \cos(A_2)\)
  Insert \(v_i\) to an appropriate cluster in \(Cl_V\).
  Insert \(c_i\) to an appropriate cluster in \(Cl_C\).
  else
  Create a new cluster for \(v_i\) and \(c_i\);
  insert them to \(Cl_V\) and \(Cl_C\).
  end if
  end if
end for
end for
method by qualitative scores of a cardiologist expert. We collected 10 cardiac CTA datasets from Cardiology Department of Yeditepe University Hospital, which were acquired from a Philips Brilliance 64 slice CTA machine. The datasets are contrast enhanced and average voxel size of the datasets is $0.43 \times 0.43 \times 0.45 \ mm^3$. The data set was obtained from a series of patients presenting with stable angina pectoris. Three patients had previous myocardial infarction. For the synthetic and qualitative validation cases, a single seed point is selected from each tree, then the entire vessel tree is segmented automatically.

The parameters of the algorithm are estimated from several experiments:

- Regions of severe and moderate calcifications are quantitatively evaluated on 15 datasets. First, the datasets are brought to the same intensity scale in order to specify the calcium threshold from a more certain intensity range, then the calcified regions are annotated by the cardiologist expert. First and second order intensity statistics are evaluated in these regions, the average maximum and minimum intensities are found in a training set, then all CTA volumes are rescaled. The calcium thresholding parameter is determined on these volumes as $1743 \pm 104.41$ (mean±standard deviation). We selected a typical value, $t_{calc} = 1700$, as a threshold, and applied to the datasets in the preprocessing step of our method.

- In order to estimate the height of the cylinder in our vessel model, the range of height scales 2, 4 and 6 is selected, and applied to the training dataset of the Rotterdam database [51]. Dice overlap ratio (OV=OM, which will be mathematically expressed in the validation step) is selected as a metric to compare the performances. $h = 4r$ has the highest OV value (See Table I); due to the fact that $h = 2r$ contains minimal background information and $h = 6r$ contains unnecessary background samples, they perform worse than $h = 4r$. Therefore, $h = 4r$ is selected as the height of the cylinder model.

- We perform experiments on the training dataset of the Rotterdam database to estimate the number of directions needed for tensor fitting (See Table II). Minimum value of $m$ is selected as 6, since the tensor has 6 degrees of freedom (DOF). The OV measure for 6, 15, 24, and 32 number of unit directions on $S^2$ are calculated, from which $m = 24$ gives the best overlap measure. The OV scores for larger m, (e.g $m = 32$), do not improve as the measurements taken with larger number of directions start to overlap due to the thickness of the cylinder model.

- To estimate the number of directions on $S^2$ for branch detection ($N$), we tested our method on the three complex structured vascular dataset of Hamarneh and Jassi’s [48], in which we selected $N$ as 32, 64, 128 and 256 respectively (See Table III for the performance results). Although the OV value of $N = 256$ is slightly better than $N = 128$, comparing the runtime of our algorithm in both cases led us to select $N = 128$ as a number of unit directions for branch detection.

- $\alpha = 0.15$ which is the step size in SLT.

- The initial radius range is selected between 0.25 and 4 mm in tensor fitting. The coronary artery radius values can be variable from a patient to a patient. Therefore, we selected the minimum and maximum radii range to include all possible anatomical variability due to having
TABLE I
PERFORMANCE FOR DIFFERENT HEIGHT SCALES IN THE CYLINDER MODEL

<table>
<thead>
<tr>
<th>Dataset Number</th>
<th>H=6</th>
<th>H=12</th>
<th>H=24</th>
<th>H=36</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>95.95</td>
<td>78.87</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2.02</td>
<td>99.55</td>
<td>72.83</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3.50</td>
<td>98.52</td>
<td>94.10</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2.81</td>
<td>91.25</td>
<td>98.54</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.76</td>
<td>96.25</td>
<td>97.72</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>4.20</td>
<td>99.15</td>
<td>74.04</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>4.27</td>
<td>99.33</td>
<td>99.4</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>3.63</td>
<td>97.1</td>
<td>85.67</td>
<td></td>
</tr>
<tr>
<td>Avg. Overlap Ratio</td>
<td>2.77</td>
<td>97.14</td>
<td>85.67</td>
<td></td>
</tr>
</tbody>
</table>

TABLE II
PERFORMANCE FOR DIFFERENT NUMBER OF DIRECTIONS IN TENSOR FITTING

<table>
<thead>
<tr>
<th>Dataset Number</th>
<th>M=6</th>
<th>M=12</th>
<th>M=24</th>
<th>M=32</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>44.95</td>
<td>78.71</td>
<td>95.05</td>
<td>96.01</td>
</tr>
<tr>
<td>1</td>
<td>82.60</td>
<td>93.59</td>
<td>99.55</td>
<td>99.48</td>
</tr>
<tr>
<td>2</td>
<td>41.64</td>
<td>90.12</td>
<td>98.52</td>
<td>96.79</td>
</tr>
<tr>
<td>3</td>
<td>61.82</td>
<td>82.39</td>
<td>91.25</td>
<td>90.72</td>
</tr>
<tr>
<td>4</td>
<td>57.32</td>
<td>85.27</td>
<td>96.25</td>
<td>96.32</td>
</tr>
<tr>
<td>5</td>
<td>70.81</td>
<td>79.90</td>
<td>91.15</td>
<td>97.85</td>
</tr>
<tr>
<td>6</td>
<td>59.80</td>
<td>90.58</td>
<td>99.33</td>
<td>97.89</td>
</tr>
<tr>
<td>7</td>
<td>67.03</td>
<td>82.45</td>
<td>97.1</td>
<td>88.19</td>
</tr>
<tr>
<td>Avg. Overlap Ratio</td>
<td>60.75</td>
<td>85.38</td>
<td>97.14</td>
<td>95.41</td>
</tr>
</tbody>
</table>

the radius range is selected between \( r - 3 \) and \( r + 3 \), which avoids unnecessary computations of tensor fitting over a large range of radii. Moreover, introduced radius dependency results in a smoother path, as the radius range gets narrower in tensor fitting, and the radius becomes more dependent on the radius of the previous coordinate, hence this acts as a smoothness constraint.

The proposed vessel tractography algorithm is fully implemented in C++ environment, using Qt [52] and VTK [53] libraries for visualization.

A. Synthetic Validation

Ten datasets that simulate volumetric gray-valued images of vascular trees and create the corresponding ground truth segmentations and bifurcation points, are generated for synthetic validation of vessel extraction and branch detection using the VascuSynth Software [48]. We used 4 different quantitative measures for the synthetic validation as True Positives \((TP = \frac{N_B \cap N_R}{N_R})\), False Negatives \((FN = \frac{N_R - N_B \cap N_R}{N_R})\), False Positives \((FP = \frac{N_B - N_B \cap N_B}{N_B})\) and Overlap Measure \((OM = \frac{N_B \cap N_B}{\min(N_B, N_R)})\) between the estimated vessel map and the ground truth vessel map. \(N_R\) is the number of reference ground truth voxels, and \(N_B\) is the number of voxels detected by our algorithm in synthetic data. On the generated 10 synthetic volumes, Table V tabulates average TP, FN, FP and OM rates with standard deviation. On average, TP and OM ratios were obtained 95.50±0.858\%, 94.37±1.178\%, FN 4.50±0.858\%, and FP 6.65±1.865\%. It also tabulates the number of ground truth bifurcations in each dataset and corresponding number of bifurcations detected with vessel tractography. As seen, most of the branches are detected by our automatic branch detection method. In average, 97.38\% percentage of the branches, only missing the very short branches (≤4-5 voxels length), with 1.54\% standard deviation is detected.

We also tested the performance of vessel tractography by adding two levels of salt and pepper noise and Gaussian noise with two different variances to the synthetic volumes, and compared our results with the region growing (RG) algorithm. For simplicity, first three datasets, which are the sample datasets available on-line [54], are used in the noise experiments. Table VI shows the comparison of the region growing algorithm with our method (VesselTractography). Our algorithm is more resistive to salt and pepper noise compared to the region growing algorithm that uses a neighborhood intensity similarity criterion. Similarly, the performance of our method in the presence of two levels of Gaussian noise: \(\sigma^2_{\text{noise}} = 20\), \(\sigma^2_{\text{noise}} = 60\) is reported in Table VII.
Figure 9 presents an example volume from the synthetic vascular dataset of Hamarneh and Jassi’s work [48], and the results of our algorithm on the data #1 (volume size $101 \times 101 \times 101$ voxels) are depicted. Top frame shows a volume rendering of the 3D vascular data. The user selects a single seed, which is shown with a yellow sphere, over one of the branches marked in Fig. 9(b). Then, the entire centerline tree (depicted by green in (b)) is extracted automatically by our method. The branch coordinates that are found during the execution of our algorithm are also shown in (b) by red spheres. Vessel tree with radial thickness superimposed as the envelope of spheres is shown in (c) (pink).

Figure 10 depicts the result of our algorithm on another dataset from [48] with additional salt and pepper noise of weight 0.2 (probability of noise). After selecting a single seed on one of the branches, the entire tree is captured automatically. Extracted centerline of the volume is shown in green, and the vessel tree with radial thickness is shown in orange on the right.

Our algorithm was able to capture the vessel structures and branches in all cases, as may be observed from both the quantitative and qualitative results with a slightly reduced performance as the level of noise is increased, which is expected.

<table>
<thead>
<tr>
<th>Location</th>
<th>$\mu_{i_1}$</th>
<th>$\mu_{i_2}$</th>
<th>$\mu_{i_3}$</th>
<th>$\mu_{i_4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proximal</td>
<td>141.17 $\pm$ 33.67</td>
<td>41.49 $\pm$ 16.72</td>
<td>55.65 $\pm$ 24.32</td>
<td>135.17 $\pm$ 33.67</td>
</tr>
<tr>
<td>Distal</td>
<td>92.03 $\pm$ 28.21</td>
<td>41.49 $\pm$ 16.72</td>
<td>33.17 $\pm$ 19.32</td>
<td>92.03 $\pm$ 28.21</td>
</tr>
</tbody>
</table>

### TABLE V

<table>
<thead>
<tr>
<th>Method</th>
<th>TP (%)</th>
<th>FN (%)</th>
<th>FP (%)</th>
<th>OM (%)</th>
<th>Number of bifurcations</th>
<th>Number of bifurcations detected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data 1</td>
<td>94.30</td>
<td>5.7</td>
<td>8.45</td>
<td>93.03</td>
<td>99</td>
<td>97</td>
</tr>
<tr>
<td>Data 2</td>
<td>94.77</td>
<td>5.23</td>
<td>4.88</td>
<td>93.76</td>
<td>49</td>
<td>49</td>
</tr>
<tr>
<td>Data 3</td>
<td>96.13</td>
<td>3.87</td>
<td>4.76</td>
<td>95.70</td>
<td>199</td>
<td>195</td>
</tr>
<tr>
<td>Data 4</td>
<td>95.72</td>
<td>4.28</td>
<td>7.25</td>
<td>94.32</td>
<td>139</td>
<td>134</td>
</tr>
<tr>
<td>Data 5</td>
<td>96.02</td>
<td>3.98</td>
<td>4.50</td>
<td>95.77</td>
<td>159</td>
<td>155</td>
</tr>
<tr>
<td>Data 6</td>
<td>96.79</td>
<td>3.21</td>
<td>4.77</td>
<td>96.04</td>
<td>109</td>
<td>108</td>
</tr>
<tr>
<td>Data 7</td>
<td>94.42</td>
<td>5.58</td>
<td>8.87</td>
<td>92.89</td>
<td>79</td>
<td>79</td>
</tr>
<tr>
<td>Data 8</td>
<td>95.93</td>
<td>4.07</td>
<td>5.99</td>
<td>95.02</td>
<td>299</td>
<td>290</td>
</tr>
<tr>
<td>Data 9</td>
<td>94.79</td>
<td>5.21</td>
<td>7.99</td>
<td>93.49</td>
<td>259</td>
<td>253</td>
</tr>
<tr>
<td>Data 10</td>
<td>96.15</td>
<td>3.85</td>
<td>9.04</td>
<td>93.72</td>
<td>499</td>
<td>483</td>
</tr>
</tbody>
</table>

Avg.$\pm$std 95.50$\pm$0.858 4.50$\pm$0.858 6.65$\pm$1.865 94.37$\pm$1.178 Avg. OV$\pm$std 97.38$\pm$1.54

**B. Rotterdam Coronary Artery Evaluation**

We have performed quantitative validation via testing on the database provided as part of the Rotterdam Coronary Artery Algorithm Evaluation Framework [51]. This framework facilitates standardized evaluations of centerline extraction methods over the same datasets with ground truth and with standard performance measures. So far, the results of 22 methods are evaluated in this framework\(^2\). The proposed segmentation framework was applied to all 32 datasets (including the 8 training and 24 testing data sets), and the results were submitted to the organizers for extracting the evaluation parameters.

\(^2\)Please note that these results were obtained at the time of this writing (Oct 2012) and that the evaluation framework is continuously updated.
TABLE VI
Comparison of the segmentation results of VesselTractography with region growing (RG): additional salt & pepper noise with weights of 0.05 and 0.2.

<table>
<thead>
<tr>
<th>Measure (%)</th>
<th>Weight 0.05</th>
<th>data 1</th>
<th>VesselTractography</th>
<th>data 2</th>
<th>VesselTractography</th>
<th>data 3</th>
<th>VesselTractography</th>
</tr>
</thead>
<tbody>
<tr>
<td>FN</td>
<td>0.66</td>
<td>93.28</td>
<td>65.91</td>
<td>69.91</td>
<td>56.08</td>
<td>30.09</td>
<td>6.09</td>
</tr>
<tr>
<td>FP</td>
<td>1.90</td>
<td>8.33</td>
<td>0.20</td>
<td>0.63</td>
<td>5.33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OM</td>
<td>7.96</td>
<td>92.31</td>
<td>79.35</td>
<td>82.28</td>
<td>94.80</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Measure (%)</th>
<th>Weight 0.20</th>
<th>data 1</th>
<th>VesselTractography</th>
<th>data 2</th>
<th>VesselTractography</th>
<th>data 3</th>
<th>VesselTractography</th>
</tr>
</thead>
<tbody>
<tr>
<td>FN</td>
<td>0.56</td>
<td>92.04</td>
<td>48.92</td>
<td>60.10</td>
<td>93.54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP</td>
<td>1.22</td>
<td>8.91</td>
<td>0.60</td>
<td>0.17</td>
<td>5.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OM</td>
<td>76.74</td>
<td>91.60</td>
<td>65.44</td>
<td>74.99</td>
<td>92.49</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

TABLE VII
Performance of Vessel Tractography in the presence of two levels of Gaussian noise: $\sigma^2 = 20$, $\sigma^2 = 60$.

<table>
<thead>
<tr>
<th>Measure (%)</th>
<th>$\sigma^2 = 20$</th>
<th>data 1</th>
<th>$\sigma^2 = 60$</th>
<th>data 2</th>
<th>$\sigma^2 = 20$</th>
<th>$\sigma^2 = 60$</th>
<th>data 3</th>
<th>$\sigma^2 = 20$</th>
<th>$\sigma^2 = 60$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FN</td>
<td>9.11</td>
<td>9.35</td>
<td>6.22</td>
<td>5.77</td>
<td>7.72</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FP</td>
<td>8.45</td>
<td>8.97</td>
<td>6.73</td>
<td>6.13</td>
<td>6.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OM</td>
<td>92.27</td>
<td>90.82</td>
<td>93.54</td>
<td>94.06</td>
<td>92.76</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 10. Extracted vessel tree example from the synthetic vascular dataset with salt and pepper noise of weight 0.2. Left: Centerline; Right: Vessel surface constructed from the envelope of spheres.

Four arteries are provided for extraction from the coronary tree; to provide guidance on these arteries, the four reference points (Point A, B, S, E) are also provided for each data. The evaluation framework consists of three categories that describe the amount of user-interaction required: Automatic extraction methods, methods with minimum user interaction (semi-automatic) and interactive extraction methods. For the automatic extraction category, the methods find the centerlines of coronary arteries without user-interaction. In order to evaluate the performance of the automatic coronary artery centerline extraction methods, two points from the proximal (Point A) and distal (Point B) region per vessel are provided to extract the coronary artery of interest. These points are only used for guidance (to select the correct artery) and not for use in the automatic segmentation algorithms. In the second category, the users are allowed to use one point per vessel as input for the algorithm. This can be either one of the points: Point A, Point B, Point S (the start point of the centerline), Point E (the end point of the centerline), or Point U (any manually defined point). All methods that require more user-interaction than one point per vessel as input are part of the interactive extraction methods category. In this category, methods can use e.g. both points S and E from category 2, a series of manually clicked positions, or one point and a user-defined threshold. We submitted our method to the second category; semi-automatic extraction, which provides one seed per vessel tree branch. As the user is allowed to use one seed per branch in this category, we selected 3-4 points per dataset to increase the accuracy of our results. The user is able to select a seed from any contrasted region along the vessel, hence, in this challenge, our method is categorized as a semi-automatic method with Point U interaction.

Accuracy and overlap scores for the segmented vessels are calculated as described in [50]. There are three overlap scores: Overlap (OV), Overlap until first error (OF) and Overlap with $>1.5$ mm vessel (OT). These scores measure the overlap between the segmented centerlines and a ground truth centerline derived from manual segmentations by human experts. The accuracy scores evaluate the distance to the ground truth centerline. For instance, Average distance inside vessel (AI) measure describes the extraction accuracy if the centerline is located within the vessel. The scores are scaled so that 0 indicates complete failure, 10 corresponds to a result within the human inter-observer variability, and 100 is a perfect result. The average overlap and accuracy scores for our algorithm are presented in Table VIII. Nearly complete segmentation of the target vessels, with 96.4% OV, 69.9% OF, and 97.0% OT scores, are obtained. This leads to high overlap scores, with an average of 64.4 for the OV score, 70.3 for the OT score i.e., significantly better than the human inter-observer variability, and OF score is 51.6. The average distance inside the vessel to the ground truth centerline is 0.36 mm, and we obtained 30.7 for average AI score. Finally, the table shows statistics for the 'rank'. For each of the evaluated vessels, the 22 evaluated methods were ranked and assigned a number (1-22) representing its rank. If a method would always get the best results, it would get an average rank of 1.0. Comparison of our algorithm, with the 22 methods in the Rotterdam challenge are shown in Table IX. Our algorithm ranks first in the semi-automatic category, since on average, only one seed point (Point U) is used per vessel, whereas the other five non-automatic methods among the top 9 rank require more seeds (e.g. $\geq 2$ such as at least Point S and Point E), while the four of them require no seeds (See “User interaction (per vessel)” column from Table IX). Our method ranks the $6^{th}$ according to the overlap scores (See “Avg. OV. rank”). For the overall results, it ranks the $10^{th}$ (See “Avg. rank”) among 22 methods. The first five methods are the interactive methods that use more than two seed points per vessel. Typically, the
seed points include the Point S and Point E. Although, in the Rotterdam challenge, the start and end points are provided for each dataset for a fair comparison, in real scenarios, it is hard to track particularly the end point of the vessel, therefore, our algorithm’s lack of requirement for an end point is an advantage over those methods. The other four methods are the automatic methods that are mainly hybrid techniques, which include several pre and post processing steps such as heart extraction, Hessian-based enhancement and morphology, and do not provide the lumen thickness information. For further information about the methods, see [51]. To summarize, our algorithm has the following advantages over earlier methods: since the user may select a single seed from any contrasted region over the vessel, it is easy-to-use and requires almost no training when compared to the interactive methods that required the start and end points of an artery. Additionally, the proposed method simultaneously detects both the thickness of the vessel lumen as well as the centerline of the vessel structure, which may provide advantage for the further analysis of the lumen thickness profile.

Figure 11 shows sample visualizations of the results from training dataset 1, 2 and 6 of Rotterdam coronary artery database. Our method is relatively fast, as it is a centerline-based method. The runtime of our algorithm with 3D visualization is ~9 minutes for a complete CTA vessel tree from a volume of typical size with $512 \times 512 \times 441$ voxels running on a PC with 2.67 GHz dual processor. We also added an option to our vessel tractography program for single branch extraction (without branch detection), which takes about a minute. Table IX provides also the runtime comparison with other methods.

### TABLE IX

<table>
<thead>
<tr>
<th>Method</th>
<th>Avg. Oxy. rank</th>
<th>Avg. Acc. rank</th>
<th>Avg. Th. rank</th>
<th>Computation time (per dataset)</th>
<th>User interaction (per vessel)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firman et al.</td>
<td>10.02</td>
<td>9.97</td>
<td>10.54</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Schap et al.</td>
<td>9.74</td>
<td>9.67</td>
<td>10.36</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Wold et al.</td>
<td>10.13</td>
<td>9.98</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Szymczak et al.</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Lesage et al.</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Kramar et al.</td>
<td>10.13</td>
<td>9.98</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Zambor et al.</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Young et al.</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>ChS Analyzer</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>VesselFrangiography</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Krizman et al.</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Uck et al.</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>van den Broertjes et al.</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Kittler et al.</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Milte et al.</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Wang et al.</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Wang et al. (simply)</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Dvorsky et al.</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Martin et al.</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Hernández Reyes et al.</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Zhong et al.</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
<tr>
<td>Castro et al.</td>
<td>10.37</td>
<td>10.36</td>
<td>10.19</td>
<td>2 min.</td>
<td>3 min.</td>
</tr>
</tbody>
</table>

C. Qualitative Visual Scores on Clinical Cases

Next, we applied our method to the extraction of the coronary arteries over CTA volumes from our clinical partner site. We collected 10 cardiac CTA datasets from Cardiology Department of Yeditepe University Hospital, which are acquired using a Philips Brilliance 64 slice CTA machine.

For a qualitative evaluation; in each dataset, the cardiologist expert in the team evaluated the results of the extracted artery tree ($\geq 1.0 mm$ vessel lumen thickness), which are segmented by selecting a single seed. Our method detected all branches with $\geq 1.0 mm$ vessel lumen thickness. Then, the expert specifically gave scores (0-5) to RCA (Right Coronary Artery), LM (Left Main), LAD (Left Anterior Descending) and LCX (Left Circumflex Artery) by considering (i) length (the length of the vessel from ostium to the end ($\geq 0.5 mm$)); (ii) thickness (vessel lumen thickness); (iii) centerline (central lumen line) of each artery, where 0 means complete failure, and 5 is the complete success. The expert was instructed to give a 5 score if all the above three criteria visually looked complete (perfect); drop 0.5 points if any one of the three criteria were not “perfect”, but “acceptable”; drop 0.5 points if two of the criteria were not “perfect” but “acceptable”. If all the three criteria are “acceptable”, then the score would be 3.5. (lower rankings would continue in this manner with “low performing”, and “complete failure”).

The scores (“perfect”, “acceptable”, “low performing”) for the three criteria are specified as follows: For the length criterion; perfect score indicates the vessel is extracted from ostium to leaf (ostium to 0.5 mm lumen thickness), acceptable score means the clinically relevant part of the vessel (ostium to 1.5 mm) is extracted correctly, and low performing score corresponds to the extraction of vessel from ostium to 1.5 mm. In order to evaluate the results of the lumen thickness and centerline, 20 sample points that include all specific cases are selected along each branch. For the vessel thickness criterion; perfect score indicates the estimated lumen thickness $\geq 90\%$.
fits to the vessel lumen, acceptable score determines the fit between 80% and 90%, and low performing score signifies < 80% fit to the vessel lumen. For the centerline criterion, perfect score represents propagation of the estimated centerline ≤ 0.5 mm away from the central lumen, acceptable score means the estimated centerline propagates between 0.5 mm and 1 mm away from the central lumen, and low performing score indicates the estimated centerline propagates ≥ 1.5 mm away from the central lumen. Scores ≥ 4 were obtained in each criterion for each coronary branch. The visual scores for the average of the three criteria are tabulated in Table X.

D. Quantitative Validation of Branch Detection on Clinical Cases

In addition, we evaluated the proposed branch detection algorithm on the same 10 patient CTA dataset of Section III-C. First, we asked the cardiologist expert to mark the origins of the clinically relevant branches (> 0.5 mm), i.e. the bifurcation points, in each CTA volume blindly (that is without seeing our visualization and detection results). This effort resulted in total 147 bifurcation annotations, whose physical coordinates were recorded. Then, the branching points were detected by our algorithm, and it was observed that, on average, the 92.06% of the marked points can be detected successfully in a < 1.5 mm elliptical region (< 1.5 mm is the longer axis, which is along the centerline of the vessel. The length becomes < 0.85 mm in the orthogonal directions of the vessel). In Table XI, the number of bifurcation points marked by the expert, the number of detected branching points in the elliptical region defined, and the overlap score (OM = % # detected / # marked) are shown for each dataset. The missing branches are observed to have the < 1.0 mm thickness.

Sample extracted arteries for CTA datasets of patient 1, 2, 5, 6, 8 and 9 are depicted in Figure 12.

TABLE X

<table>
<thead>
<tr>
<th>Measure</th>
<th>min.</th>
<th>max.</th>
<th>avg.</th>
<th>min.</th>
<th>max.</th>
<th>avg.</th>
<th>rank</th>
<th>min.</th>
<th>max.</th>
<th>avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>OV</td>
<td>75.5%</td>
<td>100.0%</td>
<td>96.4%</td>
<td>38.8</td>
<td>100.0</td>
<td>64.3</td>
<td>1</td>
<td>14</td>
<td>6.85</td>
<td></td>
</tr>
<tr>
<td>OF</td>
<td>6.2%</td>
<td>100.0%</td>
<td>69.9%</td>
<td>3.1</td>
<td>100.0</td>
<td>51.6</td>
<td>1</td>
<td>19</td>
<td>7.80</td>
<td></td>
</tr>
<tr>
<td>OT</td>
<td>75.5%</td>
<td>100.0%</td>
<td>97.0%</td>
<td>38.8</td>
<td>100.0</td>
<td>70.3</td>
<td>1</td>
<td>16</td>
<td>5.89</td>
<td></td>
</tr>
<tr>
<td>Al</td>
<td>0.23 mm</td>
<td>0.58 mm</td>
<td>0.36 mm</td>
<td>17.9</td>
<td>59.3</td>
<td>30.7</td>
<td>3</td>
<td>19</td>
<td>12.82</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>1</td>
<td>19</td>
<td>9.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

we designed a fast and novel tubular structure segmentation method, which constructs an intensity-based tensor that traces a vessel, and used it in a tractography framework, inspired from the DTI field. In our model, we created planar rank 2 tensors along the centerline, where the eigenvector that corresponds to the smallest eigenvalue represents the vessel orientation. Intuitively, planar tensors are a generalization of placing a collection of disks each lying in the plane perpendicular to the center line of the vessel. The inverse of this planar tensor, which will be an elongated anisotropic ellipsoid, can be also used as an alternative to our planar tensor model. In this case, the principal eigenvector represents the vessels orientation, and the smallest two eigen values (λ2 and λ3) can be used as a measure for the vessel extraction. The vessel tractography algorithm is initialized with a single seed, located on the centerline, then, an entire vessel tree is automatically segmented by incorporating our automatic branch detection method. During the extraction of the centerline, the vessel lumen surface is estimated without further passes on the algorithm. The performance of our method was evaluated on synthetic complex-structured, varying-contrast datasets, where we obtained around 95% overlap ratios. Within the Rotterdam Coronary Artery Algorithm Evaluation Framework, the proposed method is the 10th among all 22 methods, and is the 1st among the semi-automatic algorithms. In a qualitative expert evaluation, we tested our algorithm on clinical datasets, where high visual scores were obtained. Moreover, we performed a quantitative validation of the proposed branch detection method on the same clinical CTA datasets, which were manually annotated for bifurcations by an expert.

Limitations of our method include requirement of user-interactivity. Even though the method needs only a single seed point for the extraction of a vessel tree, our method can become full-automatic by applying a heart extraction method and ostium localization in the preprocessing. Furthermore, looking at the tubular segmentation problem from a tensor estimation and tractography point of view, several new directions for improvement of our work emerge following the presented work: (1) Intensity measurements other than the piece-wise constant model can be utilized. For instance, a Gaussian intensity density model with mean and variances of inside and outside vessel, or non-parametric density estimators can be utilized to represent possible vessel intensity distributions; (2) In order to have a smoother centerline, simple streamline tractography can be extended to a geodesic tractography approach using the vessel tensor as the metric; (3) Rather than a single tensor model, a mixture of tensors [55] could be utilized to naturally handle the branching scenarios; (4) New vessel models, i.e instead of a cylinder, e.g a cone or a half ellipsoid, can be proposed; (5) In order to handle the branch detection problem

IV. DISCUSSION AND CONCLUSION

In this paper, we presented a vessel tractography idea for extraction of coronary arteries from CTA scans. For this purpose,

3 The bifurcations annotations along with the given dataset can be reached from: http://vpa.sabanciuniv.edu/sites/cabdvdb/
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TABLE XI
OVERLAP SCORES OF BRANCH DETECTION ON 10 CTA VOLUMES FROM PATIENT 1 (PT 1) TO PATIENT 10 (PT 10)

<table>
<thead>
<tr>
<th></th>
<th>Pt 1</th>
<th>Pt 2</th>
<th>Pt 3</th>
<th>Pt 4</th>
<th>Pt 5</th>
<th>Pt 6</th>
<th>Pt 7</th>
<th>Pt 8</th>
<th>Pt 9</th>
<th>Pt 10</th>
</tr>
</thead>
<tbody>
<tr>
<td># marked bifurcations</td>
<td>13</td>
<td>15</td>
<td>23</td>
<td>15</td>
<td>17</td>
<td>12</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>18</td>
</tr>
<tr>
<td># detected bifurcations</td>
<td>12</td>
<td>13</td>
<td>22</td>
<td>13</td>
<td>15</td>
<td>11</td>
<td>10</td>
<td>11</td>
<td>12</td>
<td>17</td>
</tr>
<tr>
<td>OM(%)</td>
<td>92.31</td>
<td>86.67</td>
<td>95.65</td>
<td>86.67</td>
<td>88.24</td>
<td>91.67</td>
<td>90.91</td>
<td>100</td>
<td>100</td>
<td>94.44</td>
</tr>
</tbody>
</table>

(a) Patient 1  
(b) Patient 2  
(c) Patient 5  
(d) Patient 6  
(e) Patient 8  
(f) Patient 9

Fig. 12. Visualization of the extracted arteries from CTA volumes of patient # 1, 2, 5, 6, 8, and 9.

in the tensor model itself, we are extending our work to higher dimensional tensors and orientation distribution functions. Our ongoing work involves pursue of these interesting research directions.
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