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ABSTRACT 

For intelligent surveillance, one of the major tasks to achieve is to 

recognize activities present in the scene of interest. Human 

subjects are the most important elements in a surveillance system 

and it is crucial to classify human actions. In this paper, we tackle 

the problem of classifying human actions as running or walking in 

videos. We propose using local temporal features extracted from 

rectangular boxes that surround the subject of interest in each 

frame. We test the system using a database of hand-labeled 

walking and running videos. Our experiments yield a low 2.5% 

classification error rate using period-based features and the local 

speed computed using a range of frames around the current frame. 

Shorter range time-derivative features are not very useful since 

they are highly variable. Our results show that the system is able 

to correctly recognize running or walking activities despite 

differences in appearance and clothing of subjects.  

 

Index Terms— surveillance, video signal processing, 

pattern classification, time domain analysis 

 

1. I�TRODUCTIO� 

Recognition of human activities has several important surveillance 

applications. One of these applications is tracking of suspicious 

activities. This application is directly related to public security, 

airport security and transportation. Intelligent surveillance is about 

understanding/recognizing objects or events instead of just 

tracking an object in a scene. First aim of this kind of systems is 

the recognition of human presence. An intelligent surveillance 

system should be able to distinguish the difference between a 

human and another moving object and more importantly it should 

distinguish a suspicious act from a usual one [1].  

The improvements in object detection and tracking systems in 

recent studies should be followed by interpreting human 

behaviour. Activity recognition and classification is the bridge 

between tracking and behaviour understanding. In this article, we 

study activity recognition which could be the next step after 

object/subject tracking. 

There are mainly three approaches to interpret the human 

actions. In generic model recovery, human posture is modeled by 

3D models that are used in 3D feature extraction. Appearance 

based models depend on 2D images and features are extracted 

from frames directly. Features to be used are usually extracted 

from silhouettes of subjects in 2D images [2,3]. The extracted 

features are compared with the training data and then classified 

[4]. Motion based models depend on the characteristics of human 

motions instead of static models of human beings [5,6,7]. 

Our approach is based on the change of the bounding box of a 

subject in time. One of the most important reasons that made us 

prefer this method is that it is generally relatively easier to find a 

box that bounds a foreground object when compared to detailed 

models and silhouette extraction. Also, dynamic information 

extracted from bounding boxes is easy to process. In addition, 

bounding box method is suitable to be used in real-time operations 

because it is faster to extract the dynamic information as 

compared to dynamic features extracted from silhouettes and other 

model based systems.  

Our method performs running/walking classification in each 

frame. A window of 33 frames around the current frame is used to 

extract dynamic features for that frame. Thus, only 16 frames in 

the future are used. So the system is able to decide with a delay of 

less than one second. In this study, hand-drawn bounding boxes 

are used as an initial study, but in real applications, an automated 

object detection system should be able to create these boxes 

accurately. 

2. PROBLEM A�D THE DATABASE 

2.1. Problem 

The problem we want to solve is the classification of human 

activities as running or walking when the human of interest is 

bounded by a rectangular box in every frame. These bounding 

boxes are used for feature extraction and features are used for 

activity classification. 

2.2. The Database 

The database that is used for the training and test of the planned 

system consists of videos of two different actions, walking and 

running, of different people. In addition to walking and running 

videos of all people, videos of people with walking one hand full, 

both hands full and carrying a backpack are recorded. These 

videos are separated into frames and in every frame the subject is 

bounded by a hand-marked box. Coordinates, width and height of 

these bounding boxes are used for feature extraction. For the 

training and testing of the system, thirty videos are used (six 

running and twenty four walking). From these thirty videos 1931 

frames are generated; 194 frames are from running videos and 

1737 frames are from walking videos. Clearly, there is a class 

imbalance problem in our setup due to available data. However, 



we deliberately do not use this information in our classification 

results (in terms of class priors for example) since we would like 

to measure average performance of such systems. 

3. FEATURES 

In our study, we worked on six different features that are listed 

below: 

• Features related to the period 

- Period of width/height ratio signal (PERIOD) 

- Swing of width/height ratio signal (SWING) 

• Speed of the bounding box (SPEED) 

• Temporal derivative features 

- Change of width/height (DERIVATIVE) 

- Percentage change of width (W-DERIVATIVE) 

- Percentage change of height (H-DERIVATIVE) 

Similar features were used for “person identification by gait 

recognition” problems [8], but for the problem we are working on, 

we have not run into these features in the literature. 

As the tracked person moves, width/height ratio of the box 

changes and with every step of the person the ratio signal repeats 

itself. It can be concluded that as the period decreases the object is 

running. This ratio is examined within a window of 33 frames (16 

frames to right, 16 frames to left and the frame we are processing 

at the moment). In this window, usually there exists more than one 

period of the ratio signal. To find the period of this signal, its 

autocorrelation signal is found and the distance between two 

consecutive peaks of the autocorrelation signal is calculated as the 

period. 

As the second feature, swing amount of the width/height ratio 

is extracted. For this operation, the same window of 33 frames is 

used. Difference between maximum and minimum values of our 

ratio within this window gives us the second feature. We expect 

that swing amount to be higher when the subject is running due to 

over-stretching. These two features are demonstrated on a sample 

width/height signal in Figure 1. 
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Figure 1 An example width/height ratio signal. 

Our third feature is the speed of the bounding box which is 

calculated by using the displacement of the center point of the 

boxes. It is obvious that as speed increases a person is more likely 

to be running. As range of displacement values might vary in 

different videos due to the distance of the subject to camera, all 

displacement values are normalized with mean of the height signal 

within an analysis window of length 33 around the current frame. 

We fit two lines to the displacement signals in x-direction and y-

direction within the analysis window as shown in Figure 2. Slopes 

of these two lines give us the speed in both directions. Square root 

of sum of these two speeds’ squares provides the overall speed of 

the bounding box in each frame. 
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Figure 2 An example displacement signal (in x-direction) and 

the fitted line around current frame. 

Another feature generated by using the width/height ratio is 

the derivative of this ratio. It can be said that change of this ratio 

would be faster when object is running. Let’s call Dw as the half 

length of the window that is used for derivative operation. So, for 

every frame, Dw frames to right and Dw frame to left, together 

with the frame we are processing, a window of total length 2Dw+1 

is used. For the derivative operation the formula below is used: 
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In this equation, v(.) indicates the signal value and ∆(.) 

indicates the calculated derivative value.  

The remaining two features are the normalized derivatives of 

the width and height of the rectangular box. Derivatives are 

calculated regarding to the equation above and the result is 

divided by the average value within the derivative window in 

order to normalize the value. The normalization is required 

because the derivative value should be independent of the scale. 

During running, change in bounding box’s dimension is thought to 

be faster when compared to walking, so derivative of these 

changes are selected as the fifth and the sixth features. 

 



Figure 3 Examples of marked video frames. 

Following the extraction of features, we go through the 

training and testing of the system. 

4. TRAI�I�G A�D TESTI�G 

The database used for training and testing of the system consists 

of 30 videos and 1931 frames (194 frames for running videos and 

1737 frames for walking). A moving human, within a frame is 

bounded by a rectangular box that is drawn by hand. Example 

video frames are shown in Figure 3. Training and testing of the 

system is done in MATLAB environment. File reading, 

processing and composition of feature vectors are done via 

MATLAB. For classification algorithms we are using PRTools [9] 

which is a MATLAB toolbox. Using PRTools, system can be 

easily trained and can be classified quickly by different classifiers. 

For the training and testing of the system, we used n-fold cross-

validation.  

In this method, certain percentage of the feature vectors is 

used for training of the system and the rest is used for testing. We 

divided our database into six parts. Each part consisted of one 

running video and four walking videos. So, we made sure that 

training data and test data do not overlap and that they come from 

different videos. In every test, 5/6 of the videos are used for 

training and the remaining data as test data. Note that, the videos 

contain different number of frames, so that each cross-validation 

test uses different number of test frames. This operation is 

repeated six times, for every part of the database. At the end of all 

tests, 6 results are found for every classifier and weighted mean of 

these 6 results give us the overall classification error rates. 

During testing step, every feature is used alone and results 

are compared. Following this only one feature comparison, we 

combined the features which provide the least error and trained 

the system once more. Test results are higher when the system is 

trained by more than one feature as expected and the error rate 

decreases significantly. The last test-run is done after combining 

all feature vectors together.  

The error rates vary due to features and also due to classifiers. 

The classifiers used for our system are listed below: 

1. QDC:  Quadratic classifier assuming normal densities 

2. LDC: Linear classifier assuming normal densities with equal 

covariance matrices 

3. �MC: Nearest mean classifier 

4. PARZE�C: Parzen density based classifier 

5. K��C: K-nearest neighbour classifier 

6. TREEC: Decision tree 

7. LM�C: Neural network classifier trained by the Levenberg-

Marquardt rule 

LDC and NMC are simple linear classifiers with few 

variables. QDC is the quadratic classifier with a more flexible 

decision boundary. Non-parametric classifiers such as PARZENC 

and KNNC rely much on the training data and may not generalize 

well. TREEC and LMNC can be seen as more complex classifiers. 

We used different types of classifiers to see the effect of using 

complex (usually over-trained) versus simple but generalizing 

classifiers in this problem. 

Results of the experiments can be seen in Table 1. The most 

successful three classifiers appear to be QDC, LMNC and 

PARZENC. When derivative-based dynamic features are used for 

training and testing of the system, high error rates around 50% are 

given by the NMC classifier, which is clearly a suboptimal choice. 

It can be observed that when features are used separately, the 

best indicative feature is the speed of the bounding box. Although 

it has the lowest error rates, when the object walks with an angle 

to the camera or walks fast, speed cannot provide all the 

information about the action and classification error rates may 

increase. A successful feature is the period of the width/height 

ratio signal. Swing feature does not yield successful classification 

when used by itself, but when we combine it with the period and 

speed; we obtain improved classification rates for all classifiers. 

When we use three features (period, swing and speed), the test 

results are very close to the result we get by combining all 

features. It is worth to mention that these three features with QDC 

classifier yield the best result of 2.38% error. It appears that the 

derivatives are not as helpful in classification of human actions as 

the speed and the period based features. We conjecture that the 

derivatives contain shorter range information which may be 

misleading in classifying actions. Still, for some classifiers (such 

as TREEC), it is interesting to see that we gain by including 

derivative features in our feature set. Thus, more extensive 

experiments may be needed to confirm the uselessness of 

derivative-based features. 

5. DISCUSSIO� 

Test results demonstrate that the performance of our 

walking/running classification system is satisfactory. Although the 

error rates are low, it should be noted that data used for training 

and testing of the system are different activities of the same people 

recorded according to a scenario. As a result, a limited set of data 

is used in this study. Scenarios recorded in videos are scripted and 

they are not complicated as real videos. Any actions other than 

walking and running are not included in the videos. There are no 

moving objects in the background and the bounding box that 

surrounds our target object is drawn by hand. 



 QDC LDC �MC PARZE�C K��C TREEC LM�C 

PERIOD 9.84 9.99 5.96 4.51 5.54 10.20 6.84 

SWI�G 10.05 11.13 28.22 18.18 16.93 16.93 13.98 

DERIVATIVE 10.05 10.05 49.72 10.05 10.05 17.97 10.05 

W- DERIVATIVE 10.05 10.05 49.87 10.20 10.15 16.57 10.46 

H- DERIVATIVE 10.41 10.25 52.67 9.79 9.94 11.91 10.41 

SPEED 4.97 4.97 5.80 3.47 4.09 7.82 3.31 

PERIOD+SPEED 4.51 4.19 5.96 4.51 3.42 4.19 2.54 

PERIOD+SWI�G+SPEED 2.38 2.95 5.96 4.30 3.94 7.72 4.82 

ALL FEATURES 2.59 3.06 5.96 4.30 3.83 4.92 3.06 

Table 1 Percentage Classification Error Rates (%) 
 

In real applications, as the environment diverges from ideal 

case, results will degrade. Thus, classification error rates much 

higher than 2-3% should be expected. It should be noted that box 

extraction is a difficult task because noise, illumination, occlusion 

and view point changes lead to wrong foreground estimation 

causing the error rates to increase. As our future work, we will 

work on non-ideal scenarios and automatically marked videos. 

In addition, classification of actions is done on a frame-by-

frame basis. This is important in real-life applications because a 

tracked person might walk for a period of time then start running 

or vice versa. If it is required to classify activity in a video (or 

within a range of frames) majority voting can be applied. 

Temporal information can also be used by employing a hidden 

Markov model that uses classifier posterior probabilities as 

features for activity classification. 

6. CO�CLUSIO� 

In this study, dynamic bounding box based features are studied to 

classify human actions as walking and running. 

       As far as we know, these features are not used in order to 

classify human actions and they are innovative. In testing a 

database of videos of running and walking, high success rates are 

achieved. In the future, these algorithms will be applied and 

developed on a more realistic and non-ideal database. 
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