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#### Abstract

We study the linear complexity of sequences over the prime field $\mathbb{F}_{d}$ introduced by Sidel'nikov. For several classes of period length we can show that these sequences have a large linear complexity. For the ternary case we present exact results on the linear complexity using well known results on cyclotomic numbers. Moreover, we prove a general lower bound on the linear complexity profile for all of these sequences. The obtained results extend known results on the binary case. Finally we present an upper bound on the aperiodic autocorrelation.
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## 1 Introduction

For an odd prime power $q$ let $\mathbb{F}_{q}$ be the finite field of order $q$ and let $d$ be a prime divisor of $q-1$. The cyclotomic classes of order $d$ give a partition of $\mathbb{F}_{q}^{*}:=\mathbb{F}_{q} \backslash\{0\}$ defined by

$$
D_{0}:=\left\{\alpha^{d n}: 0 \leq n \leq(q-1) / d-1\right\} \quad \text { and } \quad D_{j}:=\alpha^{j} D_{0}, 1 \leq j \leq d-1,
$$

for a generating element $\alpha$ of $\mathbb{F}_{q}^{*}$.
In [14] Sidel'nikov introduced the $q$ - 1 -periodic sequence $S=s_{0}, s_{1}, \ldots$ with terms in $\mathbb{F}_{d}$ defined by

$$
\begin{align*}
s_{n} & =j \quad \Leftrightarrow \quad \alpha^{n}+1 \in D_{j}, \quad n=0, \ldots, q-2, n \neq(q-1) / 2 \\
s_{(q-1) / 2} & =0, \quad \text { and }  \tag{1}\\
s_{n+q-1} & =s_{n}, \quad n \geq 0
\end{align*}
$$

[^0]Independently in [9] Lempel, Cohn and Eastman studied the sequence (1) for $d=2$.

The linear complexity profile of a sequence $S=s_{0}, s_{1}, \ldots$ over the field $\mathbb{F}_{d}$ is the function $L(S, N)$ defined for every positive integer $N$, as the least order $L$ of a linear recurrence relation over $\mathbb{F}_{d}$

$$
\begin{equation*}
s_{n}=c_{1} s_{n-1}+\ldots+c_{L} s_{n-L} \tag{2}
\end{equation*}
$$

for all $L \leq n \leq N-1$, which $S$ satisfies. We use the convention that $L(S, N)=0$ if the first $N$ elements of $S$ are all zero and $L(S, N)=N$ if the first $N-1$ elements of $S$ are zero and $s_{N-1} \neq 0$. The value

$$
L(S)=\sup _{N \geq 1} L(S, N)
$$

is called the linear complexity of the sequence $S$. For the linear complexity of any periodic sequence of period $t$ one easily verifies that $L(S)=L(S, 2 t) \leq t$.
Alternatively, the linear complexity of a periodic sequence with terms in $\mathbb{F}_{d}$ is the length of the shortest linear recurrence relation (2) the sequence satisfies for all $n \geq L$.
In Section 2 we recall some concepts and facts from the theory of linear recurring sequences over finite fields (see [10, Chapter 6] and [3]), and present a technique for determining the linear complexity of sequences of the form (1). Roughly speaking, we can determine the exact linear complexity whenever we know the value of certain cyclotomic numbers and the factorization of $X^{q-1}-1$ over $\mathbb{F}_{d}$. Unconditionally we prove two results which yield good lower bounds on the linear complexity of sequences of the form (1) for several classes of period length. In Section 3 we use the results of Section 2 to obtain exact results on the linear complexity of the ternary Sidel'nikov sequence. In Section 4 we prove a general lower bound on the linear complexity profile. The results on the linear complexity and the linear complexity profile complement and extend results in previous works on the binary case by Helleseth and Yang [6], Kyureghyan and Pott [8], and Meidl and Winterhof [12]. Finally, in Section 5 we prove an upper bound on the aperiodic autocorrelation of the Sidel'nikov sequence which complements the results of [7] on the autocorrelation distribution.

## 2 Preliminaries

Let $S=s_{0}, s_{1}, \ldots$ be an $N$-periodic sequence over $\mathbb{F}_{d}$, then we can identify $S$ with the polynomial $S(X):=s_{0}+s_{1} X+\ldots+s_{N-1} X^{N-1} \in \mathbb{F}_{d}[X]$ of degree at most $N-1$. The following well known lemma [3, Lemma 8.2.1] describes the computation of the linear complexity of a periodic sequence.

Lemma 1. Let $S$ be a sequence of period $N$ over $\mathbb{F}_{d}$ and

$$
S(X):=s_{0}+s_{1} X+\ldots+s_{N-1} X^{N-1}
$$

Then the linear complexity of $S$ is given by

$$
N-\operatorname{deg}\left(\operatorname{gcd}\left(X^{N}-1, S(X)\right)\right)
$$

If $N=d^{s} r$ with $\operatorname{gcd}(d, r)=1$, then we have $X^{N}-1=\left(X^{r}-1\right)^{d^{s}}$. Consequently, in order to calculate the linear complexity of $S$ we are interested in the multiplicities of the $r$ th roots of unity as roots of the polynomial $S(X)$. For the determination of the multiplicity of roots of the polynomial $S(X)$ we can employ the $k$ th Hasse derivative (cf. [5]) $S(X)^{(k)}$ of $S(X)$, which is defined to be

$$
S(X)^{(k)}=\sum_{n=k}^{N-1}\binom{n}{k} s_{n} X^{n-k}
$$

The multiplicity of $\xi$ as root of $S(X)$ is $v$ if $S(\xi)=S(\xi)^{(1)}=\ldots=S(\xi)^{(v-1)}=0$ and $S(\xi)^{(v)} \neq 0$ (cf. [10, Lemma 6.51]).

In order to obtain results on the linear complexity of the sequence (1) we are interested in the Hasse derivatives of the polynomial $S(X)$ which corresponds to the sequence (1).

The binomial coefficients modulo $d$ appearing in $S(X)^{(k)}$ can be evaluated with Lucas' congruence (cf. [4, 11])

$$
\binom{n}{k} \equiv\binom{n_{0}}{k_{0}} \cdots\binom{n_{l}}{k_{l}} \bmod d
$$

if $n_{0}, \ldots, n_{l}$ and $k_{0}, \ldots, k_{l}$ are the digits in the $d$-ary representation of $n$ and $k$, respectively. We immediately see that

$$
\begin{equation*}
\binom{n}{k} \equiv\binom{i}{k} \bmod d \tag{3}
\end{equation*}
$$

for $k<d^{l}$ and $n \equiv i \bmod d^{l}$.
As before we denote the cyclotomic classes of order $\delta$ by $D_{j}, j=0, \ldots \delta-1$, for a divisor $\delta$ of $q-1$. The cyclotomic numbers $(i, j)_{\delta}$ of order $\delta$ are defined by

$$
(i, j)_{\delta}=\left|\left(D_{i}+1\right) \cap D_{j}\right|, \quad 0 \leq i, j \leq \delta-1
$$

(For monographs on cyclotomic numbers see $[2,15]$.)
Put $l=1$ if $k=0$ and $l=\left\lfloor\log _{d}(k)\right\rfloor+1$ if $k \geq 1$. For the sequence $S$ defined by (1) we can express $S(1)^{(k)}, k=0,1, \ldots, d^{l}-1$, in terms of cyclotomic numbers of order $d^{l}$ using (3), namely

$$
\begin{align*}
S(1)^{(k)} & =\sum_{n=k}^{q-2}\binom{n}{k} s_{n}=\sum_{i=k}^{d^{l}-1}\binom{i}{k} \sum_{n \equiv i \bmod d^{l}} s_{n}=\sum_{i=k}^{d^{l}-1}\binom{i}{k} \sum_{n \equiv i \bmod d^{l}} \sum_{m=1}^{d-1} \sum_{s_{n}=m} m \\
& =\sum_{i=k}^{d^{l}-1}\binom{i}{k} \sum_{j=0}^{d^{l-1}-1} \sum_{m=1}^{d-1}(i, d j+m)_{d^{l}} m . \tag{4}
\end{align*}
$$

More general, if $r$ is a divisor of $q-1$ with $\operatorname{gcd}(r, d)=1$, and $\xi$ is a primitive $r$ th root of unity over $\mathbb{F}_{d}$ then for the sequence $S$ defined by (1) we can express
$S(\xi)^{(k)}$ in terms of cyclotomic numbers of order $d^{l} r$, namely

$$
\begin{align*}
S(\xi)^{(k)} & =\sum_{n=k}^{q-2}\binom{n}{k} s_{n} \xi^{n-k}=\sum_{h=0}^{r-1} \sum_{\substack{n=k \\
n \equiv h+k \bmod r}}^{q-2}\binom{n}{k} s_{n} \xi^{h} \\
& =\sum_{h=0}^{r-1} \sum_{i=k}^{d^{l}-1}\binom{i}{k} \sum_{\substack{n=i \bmod d^{l} \\
n \equiv h+k \bmod r}} s_{n} \xi^{h} \\
& =\sum_{h=0}^{r-1} \sum_{i=k}^{d^{l}-1}\binom{i}{k} \sum_{j=0}^{d^{l-1} r-1} \sum_{m=1}^{d-1}(u(h, i), d j+m)_{d^{l} r} m \xi^{h}, \tag{5}
\end{align*}
$$

where $u(h, i)$ is (by the Chinese-Remainder-Theorem) the unique integer $u$ with $0 \leq u \leq d^{l} r-1, u \equiv h+k \bmod r$, and $u \equiv i \bmod d^{l}$.

Since in general the determination of cyclotomic numbers of order $\delta$ is difficult if $\delta$ is not small, we can utilize the above relations solely for small $r$. The following propositions on large prime factors $r$ of $q-1$ enables us to obtain good lower bounds on the linear complexity for several classes of period length $q-1$. For certain classes of period length the propositions reduce the problem of determining the exact linear complexity to the problem of finding the multiplicity of $\pm 1$ as a root of $S(X)$.
Proposition 1. Let $r \neq d$ be a prime divisor of $q-1$. If $d$ is a primitive root $\bmod r$ and $r \geq q^{1 / 2}+1$ then for each $r$-th root of unity $\beta \neq 1$ we have $S(\beta) \neq 0$.

Proof. Since $\beta^{r}=1$ we get

$$
S(\beta)=\sum_{n=0}^{q-2} s_{n} \beta^{n}=\sum_{h=0}^{r-1} \sum_{j=0}^{(q-1) / r-1} s_{h+j r} \beta^{h} .
$$

Note that the least residue of $(q-1) / 2$ modulo $r$ is 0 . Since $d$ is a primitive root $\bmod r$ the polynomial $\Phi_{r}(X)=1+X+\ldots+X^{r-1}$ is irreducible and thus the minimal polynomial of $\beta$ over $\mathbb{F}_{d}$. Consequently $S(\beta)=0$ implies

$$
\sum_{j=0}^{(q-1) / r-1} s_{h+j r}=\sum_{j=0}^{(q-1) / r-1} s_{j r}, \quad h=1, \ldots, r-1
$$

Note that for $n \neq(q-1) / 2$ we have that

$$
\begin{equation*}
\varepsilon_{d}^{s_{n}}=\chi_{d}\left(\alpha^{n}+1\right) \tag{6}
\end{equation*}
$$

where $\chi_{d}$ denotes the nontrivial multiplicative character with $\chi_{d}\left(\alpha^{k}\right)=\mathrm{e}^{2 \pi \sqrt{-1} k / d}$ and $\varepsilon_{d}=\mathrm{e}^{2 \pi \sqrt{-1} / d}$. Furthermore, note that

$$
\prod_{j=0}^{(q-1) / r-1}\left(\alpha^{j r} X+1\right)=1-X^{(q-1) / r}
$$

Hence,

$$
\varepsilon_{d}^{\sum_{j=0}^{(q-1) / r-1} s_{h+j r}}=\prod_{j=0}^{(q-1) / r-1} \chi_{d}\left(\alpha^{h+j r}+1\right)=\chi_{d}\left(1-\alpha^{h(q-1) / r}\right)
$$

has the same value for all $h=1, \ldots, r-1$. Now

$$
\begin{aligned}
r-1 & =\left|\sum_{h=0}^{r-1} \chi_{d}\left(1-\alpha^{h(q-1) / r}\right)\right|=\frac{r}{q-1}\left|\sum_{h=0}^{q-2} \chi_{d}\left(1-\alpha^{h(q-1) / r}\right)\right| \\
& \leq \frac{r}{q-1}\left(\left(\frac{q-1}{r}-1\right) q^{1 / 2}+1\right)<q^{1 / 2}
\end{aligned}
$$

by Weil's bound for character sums (see e.g. [10, Theorem 5.41]) contradicting our assumption on $r$.

Proposition 2. Let $r \neq d$ be a prime divisor of $q-1$ and $q \equiv 3 \bmod 4$. If $d$ is $a$ primitive element mod $r$ and

$$
\begin{equation*}
r \geq q^{1 / 2} \frac{1}{\min _{0 \leq a \leq d-1}|\cos 2 \pi a / d|}+1 \tag{7}
\end{equation*}
$$

then for each $2 r$-th root of unity $\beta \neq \pm 1$ we have $S(\beta) \neq 0$.
Proof. For $\beta^{r}=1$ the statement follows from Proposition 1.
If $\beta^{r}=-1$ we get

$$
S(\beta)=\sum_{n=0}^{q-2} s_{n} \beta^{n}=\sum_{h=0}^{r-1} \sum_{j=0}^{(q-1) / r-1}(-1)^{j} s_{h+j r} \beta^{h} .
$$

Again from the irreducibility of $\Phi_{r}(X)=1-X+\ldots-X^{r-2}+X^{r-1}$ we conclude that $\Phi_{r}(X)$ is the minimal polynomial of $\beta$ over $\mathbb{F}_{d}$, and that $S(\beta)=0$ implies

$$
\sum_{j=0}^{(q-1) / r-1}(-1)^{j} s_{h+j r}=(-1)^{h} \sum_{j=0}^{(q-1) / r-1}(-1)^{j} s_{j r}, \quad h=1, \ldots, r-1 .
$$

Denote the sum on the left side by $T(h)$. Then it is obvious that $T(h+r)=-T(h)$ and that $T(0)=T(2)=\ldots=T(2 r-2)=-T(1)=-T(3)=\ldots=-T(2 r-1)$.

Hence,

$$
\begin{align*}
2(r-1) \min _{0 \leq a \leq d-1}|\cos 2 \pi a / d| & \leq\left|(r-1)\left(\varepsilon_{d}^{T(0)}+\varepsilon_{d}^{-T(0)}\right)\right| \\
& =\left|\sum_{\substack{h=1 \\
h \neq r}}^{2 r-1} \varepsilon_{d}^{\sum_{j=0}^{(q-1) / r-1}(-1)^{j} s_{h+j r}}\right| . \tag{8}
\end{align*}
$$

Note that, provided that $q \equiv 3 \bmod 4$, we have

$$
\prod_{j=0}^{(q-1) / r-1}\left(\alpha^{j r} X+1\right)^{(-1)^{j}}=\left(1+X^{(q-1) / 2 r}\right)\left(1-X^{(q-1) / 2 r}\right)^{-1}
$$

where we denote the function on the right side by $f(X)$. Hence, for $1 \leq h \leq 2 r-1$ except for $h=r$, it follows together with (6) that

$$
\varepsilon_{d}^{\sum_{j=0}^{(q-1) / r-1}(-1)^{j} s_{h+j r}}=\prod_{j=0}^{(q-1) / r-1} \chi_{d}\left(\alpha^{h+j r}+1\right)^{(-1)^{j}}=\chi_{d}\left(f\left(\alpha^{h}\right)\right)
$$

Now, together with (8) this yields

$$
\begin{aligned}
2(r-1) \min _{0 \leq a \leq d-1}|\cos 2 \pi a / d| & \leq\left|\sum_{h=0}^{2 r-1} \chi_{d}\left(f\left(\alpha^{h}\right)\right)\right|=\frac{2 r}{q-1}\left|\sum_{h=0}^{q-2} \chi_{d}\left(f\left(\alpha^{h}\right)\right)\right| \\
& \leq \frac{2 r}{q-2}\left(\left(\frac{q-2}{r}-1\right) q^{1 / 2}+1\right)<2 q^{1 / 2}
\end{aligned}
$$

by Weil's bound for character sums contradicting our assumption on $r$.
Propositions 1 and 2 immediately yield the lower bound $L(S) \geq 2(r-1) d^{s}$ for the sequence (1) over $\mathbb{F}_{d}$ with period length of the form $q-1=2 u d^{s} r, u \neq d$ odd, $d$ is a primitive root modulo the prime $r$ and $r$ satisfies (7). For instance, for $d=5$ condition (7) equals $r \geq q^{1 / 2} \frac{1}{\cos 2 \pi / d}+1 \approx 3.236 q^{1 / 2}+1$.

## 3 The ternary case $d=3$

From Propositions 1 and 2 we know that a $2 r$ th root of unity $\beta \neq \pm 1$ is not a root of the polynomial $S(X)$ if $r$ is a prime such that 3 is a primitive element modulo $r$ and $r \geq 2 q^{1 / 2}+1, q \equiv 3 \bmod 4$. If $q=3^{s} 2 r+1$ is a prime power such that $r$ is a prime and 3 is a primitive element modulo $r$, then we can obtain exact values for the linear complexity of the sequence (1) for the ternary case if we know the multiplicity of 1 and -1 as a root of $S(X)$. In the following we establish general results on the multiplicity of 1 and -1 as a root of $S(X)$. First we focus on the multiplicity of 1 and remark that $X-1$ will always be a divisor of $\operatorname{gcd}\left(X^{q-1}-1, S(X)\right)$.
For the proof of our first result we will need cyclotomic numbers of order 3. For $q=3 t+1$ let $L^{2}$ and $M^{2}$ be the uniquely determined integers such that

$$
\begin{equation*}
4 q=L^{2}+27 M^{2}, \quad L \equiv 1 \bmod 3 \tag{9}
\end{equation*}
$$

We remark that the sign of $M$ is ambiguously determined, depending on the choice of the primitive element $\alpha$. Then we have [3, p.92]

$$
\begin{align*}
& (1,1)_{3}=(2 q-4-L-9 M) / 18 \\
& (2,1)_{3}=(1,2)_{3}=(q+1+L) / 9 \quad \text { and }  \tag{10}\\
& (2,2)_{3}=(2 q-4-L+9 M) / 18
\end{align*}
$$

Proposition 3. (i) $(X-1)^{2}$ divides $\operatorname{gcd}\left(X^{q-1}-1, S(X)\right)$ if and only if $q \equiv$ $1 \bmod 9$.
(ii) $(X-1)^{3}$ divides $\operatorname{gcd}\left(X^{q-1}-1, S(X)\right)$ if and only if $q \equiv 1 \bmod 9$ and $M \equiv$ $0 \bmod 3$, where $M$ is determined (up to sign) from the representation (9) of $q$.

Proof. First we note that $(X-1)^{2}$ and $(X-1)^{3}$ divides $X^{q-1}-1$. To estimate the multiplicity of 1 as a root of $S(X)$ we employ the Hasse derivatives. With (4) we obtain

$$
\begin{aligned}
& S(1)^{(1)}=(1,1)_{3}+2(1,2)_{3}+2(2,1)_{3}+(2,2)_{3}, \text { and } \\
& S(1)^{(2)}=(2,1)_{3}+2(2,2)_{3}
\end{aligned}
$$

With (10) this yields

$$
\begin{aligned}
S(1)^{(1)}= & (1,1)_{3}+(1,2)_{3}+(2,2)_{3}=\frac{2 q-4-L-9 M}{18}+\frac{q+1+L}{9} \\
& +\frac{2 q-4-L+9 M}{18}=\frac{q-1}{3} \equiv 0 \bmod 3
\end{aligned}
$$

if and only if $q \equiv 1 \bmod 9$. For $S(1)^{(2)}$ we obtain

$$
S(1)^{(2)}=\frac{q+1+L}{9}+2 \frac{2 q-4-L+9 M}{18}=\frac{q-1}{3}+M \equiv 0 \bmod 3 .
$$

Since we have to assume that $q \equiv 1 \bmod 9$ this yields $S(1)^{(2)} \equiv 0 \bmod 3$ if and only if $M \equiv 0 \bmod 3$.

The subsequent proposition presents results on the multiplicity of 2 as a root of $\operatorname{gcd}\left(X^{q-1}-1, S(X)\right)$. Note that 6 divides $q-1$ and that 2 is a root of $X^{q-1}-1$ with multiplicity at least 3 . The proof of the proposition uses the same technique as the proof of Proposition 3. For the sake of completeness the proof is added in the Appendix. Instead of cyclotomic numbers of order 3 we have to employ cyclotomic numbers of order 6 which depend upon the decomposition

$$
\begin{equation*}
q=6 f+1=A^{2}+3 B^{2} \tag{11}
\end{equation*}
$$

of $q$ with $A \equiv 1 \bmod 3$ and additionally $\operatorname{gcd}(A, q)=1$ if $q=p^{m}$ and $p \equiv$ $1 \bmod 6$. The sign of $B$ is ambiguously determined, depending on the choice of the primitive element $\alpha$.

Proposition 4. (i) $X+1$ and $(X+1)^{2}$ divide $\operatorname{gcd}\left(X^{q-1}-1, S(X)\right)$ if and only if $B \equiv 0 \bmod 3$,
(ii) $(X+1)^{3}$ divides $\operatorname{gcd}\left(X^{q-1}-1, S(X)\right)$ if and only if $B \equiv 0 \bmod 9$, where $B$ is determined from the representation (11) of $q$.

Remark 1. The condition $B \equiv 0 \bmod 3$ is satisfied if and only if 2 is a cube in $\mathbb{F}_{q}$ (cf. [2, Corollary 2.6.4]).

With the Propositions $1-4$ we immediately obtain the following exact values for the linear complexity of the ternary Sidel'nikov sequence.
Theorem 1. Let $S$ be the ternary Sidel'nikov sequence (1) with period $q-1$ for a prime power $q$ of the form $q=3^{s} 2 r+1$, where $r$ is a prime such that 3 is a primitive root modulo $r$, and suppose that $r \geq 2 q^{1 / 2}+1$. If
$-q \not \equiv 1 \bmod 9, B \not \equiv 0 \bmod 3$ then $L(S)=q-2$,
$-q \equiv 1 \bmod 9, M \not \equiv 0 \bmod 3, B \not \equiv 0 \bmod 3$ then $L(S)=q-3$,
$-q \not \equiv 1 \bmod 9, B \equiv 0 \bmod 3, B \not \equiv 0 \bmod 9$ then $L(S)=q-4$,
$-q \equiv 1 \bmod 9, M \not \equiv 0 \bmod 3, B \equiv 0 \bmod 3, B \not \equiv 0 \bmod 9$ then $L(S)=q-5$.

## A remark to higher derivatives

In [1] Baumert and Fredricksen presented formulas for the cyclotomic numbers of order 9 and 18 for the case of a prime field $\mathbb{F}_{p}$. More precisely, if $p=3^{s} 2 r+1$ with $s \geq 2$ and ( $\gamma$ being a 9 th root of unity)

$$
p=\left(\sum_{i=0}^{5} c_{i} \gamma^{i}\right)\left(\sum_{i=0}^{5} c_{i} \gamma^{-i}\right)
$$

is a factorization of $p$ in the field of 9 th roots of unity, then each cyclotomic number of order 9 respectively of order 18 is expressed as a constant plus a linear combination of $p, L, M, c_{0}, \ldots, c_{5}$. We will indicate how we can use this results to obtain more information on the linear complexity of the Sidel'nikov-Lempel-Cohn-Eastman Sequence.
With the knowledge of the cyclotomic numbers of order 9 and 18 we are able to determine $S^{(k)}(1)$ and $S^{(k)}(2)$ for $k=3, \ldots, 8$ from (4) and (5).

Here, we restrict ourselves to the 4th derivatives for the special case that ind $2 \equiv 0 \bmod 9$ and ind $3 \equiv 1 \bmod 3$. Applying the results of [1] with straightforward but longsome calculations we get

$$
S^{(3)}(1)=c_{2} \quad \text { and } \quad S^{(3)}(2)=\frac{c_{2}-c_{5}}{2}
$$

Hence we obtain the following proposition for the considered special case.
Proposition 5. (i) $(X-1)^{4}$ divides $\operatorname{gcd}\left(X^{p-1}-1, S(X)\right)$ if and only if $p \equiv$ $1 \bmod 9, M \equiv 0 \bmod 3$ and $c_{2} \equiv 0 \bmod 3$,
(ii) $(X+1)^{4}$ divides $\operatorname{gcd}\left(X^{p-1}-1, S(X)\right)$ if and only if $B \equiv 0 \bmod 9$ and $c_{2}-c_{5} \equiv$ $0 \bmod 6$.
Consequently for this special case we can extend Theorem 1 as follows.
Theorem 2. Let $S$ and $p$ satisfy the conditions of Theorem 1. Let ind $2 \equiv 0 \bmod$ 9 and ind $3 \equiv 1 \bmod 3$. If
$-p \equiv 1 \bmod 9, M \equiv 0 \bmod 3, c_{2} \not \equiv 0 \bmod 3, B \equiv 0 \bmod 3, B \not \equiv 0 \bmod 9$ then $L(S)=p-6$,
$-p \equiv 1 \bmod 9, M \not \equiv 0 \bmod 3, B \equiv 0 \bmod 9, c_{2}-c_{5} \not \equiv 0 \bmod 6$ then $L(S)=$ $p-6$,
$-p \equiv 1 \bmod 9, M \equiv 0 \bmod 3, c_{2} \not \equiv 0 \bmod 3, B \equiv 0 \bmod 9, c_{2}-c_{5} \not \equiv 0 \bmod 6$ then $L(S)=p-7$.

## 4 A lower bound on the Linear Complexity Profile

Theorem 3. The linear complexity profile $L(S, N)$ of the Sidel'nikov sequence (1) satisfies

$$
L(S, N) \geq \min \left(\frac{N+1}{q^{1 / 2} \log q+3}, \frac{q-1}{q^{1 / 2} \log q+2}\right)-1 .
$$

Proof. Suppose that $S$ satisfies the recurrence relation (2) for $L \leq n \leq N-1$. If we put $c_{0}=-1$ then we have

$$
\sum_{l=0}^{L} c_{l} s_{n-l}=0 \in \mathbb{F}_{d} \quad \text { for } L \leq n \leq \min (N, q-1+L)-1
$$

Recall that for $m \neq(q-1) / 2$ we have

$$
\begin{equation*}
\chi_{d}\left(\alpha^{m}+1\right)=\varepsilon_{d}^{s_{m}}, \tag{12}
\end{equation*}
$$

where $\chi_{d}$ denotes the nontrivial multiplicative character of order $d$ with $\chi_{d}\left(\alpha^{m}\right)=$ $\mathrm{e}^{2 \pi \sqrt{-1} m / d}$ and $\varepsilon_{d}=\mathrm{e}^{2 \pi \sqrt{-1} / d}$.

Thus, for all $n$ satisfying $L \leq n \leq \min (N, q-1+L)-1$ and $\frac{q-1}{2} \notin\{n, n-$ $1, \ldots, n-L\}$, we get

$$
\begin{aligned}
\chi_{d}\left(\prod_{l=0}^{L}\left(\alpha^{n-l}+1\right)^{c_{l}}\right) & =\prod_{l=0}^{L} \chi_{d}\left(\alpha^{n-l}+1\right)^{c_{l}} \\
& =\prod_{l=0}^{L} \varepsilon_{d}^{c_{l} s_{n-l}}=\varepsilon_{d}^{\sum_{l=0}^{L} c_{l} s_{n-l}}=1 .
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
\min (N-L, q-1)-2(L+1) & \leq \sum_{n=L}^{\min (N, q-1+L)-1} \chi_{d}\left(\prod_{l=0}^{L}\left(\alpha^{n-l}+1\right)^{c_{l}}\right) \\
& \leq(L+1) q^{1 / 2} \log q,
\end{aligned}
$$

where the last step follows from [13, Lemma 3.3]. The bound immediately follows from the above inequality.

## 5 An upper bound on the Aperiodic Autocorrelation

Let $S=s_{0}, s_{1}, \ldots$ be an $N$-periodic sequence over the finite field $\mathbb{F}_{d}$. The autocorrelation of $S$ is the complex-valued function defined by

$$
\mathrm{A}_{d}(S, t):=\sum_{n=0}^{N-1} \varepsilon_{d}^{s_{n+t}-s_{n}}, \quad 1 \leq t \leq N-1
$$

where $\varepsilon_{d}=\mathrm{e}^{2 \pi \sqrt{-1} / d}$.
In [7] Kim et al. presented results on the distribution of the autocorrelation of the Sidel'nikov sequence when $t$ takes different values. In particular the autocorrelation of the Sidel'nikov sequence (1) was determined to be

$$
\mathrm{A}_{d}(S, t)=\chi_{d}^{-1}\left(1-\alpha^{t}\right)+\chi_{d}\left(1-\alpha^{-t}\right)-\chi_{d}\left(\alpha^{-t}\right)-1
$$

for $1 \leq t \leq N-1$.
While the autocorrelation reflects global randomness the aperiodic autocorrelation, which is defined by

$$
\operatorname{AAC}_{d}(S, u, v, t)=\sum_{n=u}^{v} \varepsilon_{d}^{s_{n}-s_{n+t}}, \quad 0 \leq u<v<N, 1 \leq t<N
$$

reflects local randomness.
If $S$ is a random sequence over $\mathbb{F}_{d}$ then $\left|\mathrm{A}_{d}(S, t)\right|$ and $\left|\mathrm{AAC}_{d}(S, u, v, t)\right|$ can be expected to be quite small. The security of many cryptographic systems depends upon the generation of pseudorandom, i.e., unpredictable quantities and a low (aperiodic) autocorrelation is a desirable feature for pseudorandom sequences.

Theorem 4. The aperiodic autocorrelation $\mathrm{AAC}_{d}(S, u, v, t)$ of the Sidel'nikov sequence (1) over $\mathbb{F}_{d}$ can be estimated by

$$
\left|\operatorname{AAC}_{d}(S, u, v, t)\right| \leq 2 q^{1 / 2} \log q+2
$$

for $0 \leq u<v<q-1$ and $1 \leq t<q-1$.
Proof. By definition and by (12) we have

$$
\begin{aligned}
\left|\operatorname{AAC}_{d}(S, u, v, t)\right| & =\left|\sum_{n=u}^{v} \varepsilon_{d}^{s_{n}-s_{n+t}}\right| \leq\left|\sum_{n=u}^{v} \chi_{d}\left(\alpha^{n}+1\right) \chi_{d}^{d-1}\left(\alpha^{n+t}+1\right)\right|+2 \\
& =\left|\sum_{n=u}^{v} \chi_{d}\left(\left(\alpha^{n}+1\right)\left(\alpha^{n+t}+1\right)^{d-1}\right)\right|+2 \leq 2 q^{1 / 2} \log q+2
\end{aligned}
$$

where the last inequality follows from [13, Lemma 3.3].
Remark 2. We remark that the estimate in Theorem 4 accords with

$$
\max _{t=1, \ldots, q-2}\left|\operatorname{AAC}_{d}(S, 0, N-1, t)\right|=\Omega\left(q^{1 / 2}\right)
$$

where $N=(1 / 5-\varepsilon) q, \varepsilon>0$.
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## 6 Appendix

For the proof of Proposition 4 we will utilize the following relation between the cyclotomic numbers of order $d$ (cf. [3, p.84]]. Let $q=d f+1$, then

$$
(i, j)_{d}=(d-i, j-i)_{d}=\left\{\begin{array}{l}
(j, i)_{d}, \quad f \text { even }  \tag{13}\\
(j+d / 2, i+d / 2)_{d}, \quad f \text { odd }
\end{array}\right.
$$

We will then need the following cyclotomic numbers of order 6 given in [3, Appendix B]. Let $q \equiv 1 \bmod 6$ with decomposition (11) and let $2=\alpha^{m}$.

Case Ia: $q \equiv 1 \bmod 12, m \equiv 0 \bmod 3$

$$
\begin{aligned}
& (0,1)_{6}=(q-5+4 A+18 B) / 36,(0,2)_{6}=(q-5+4 A+6 B) / 36 \\
& (0,4)_{6}=(q-5+4 A-6 B) / 36,(0,5)_{6}=(q-5+4 A-18 B) / 36 \\
& (1,2)_{6}=(1,3)_{6}=(1,4)_{6}=(2,4)_{6}=(q+1-2 A) / 36
\end{aligned}
$$

Case Ib: $q \equiv 1 \bmod 12, m \equiv 1 \bmod 3$

$$
\begin{aligned}
& (0,1)_{6}=(q-5+4 A+12 B) / 36,(0,5)_{6}=(q-5+4 A-6 B) / 36 \\
& (1,3)_{6}=(q+1-2 A-6 B) / 36, \quad(1,4)_{6}=(q+1-2 A+12 B) / 36 .
\end{aligned}
$$

Case Ic: $q \equiv 1 \bmod 12, m \equiv 2 \bmod 3$

$$
\begin{aligned}
& (0,1)_{6}=(q-5+4 A+6 B) / 36, \quad(0,5)_{6}=(q-5+4 A-12 B) / 36 \\
& (1,3)_{6}=(q+1-2 A-12 B) / 36,(1,4)_{6}=(q+1-2 A+6 B) / 36 .
\end{aligned}
$$

Case IIa: $q \equiv 7 \bmod 12, m \equiv 0 \bmod 3$

$$
\begin{aligned}
& (1,0)_{6}=(q-5+4 A+6 B) / 36,(0,1)_{6}=(0,2)_{6}=(q+1-2 A+12 B) / 36, \\
& (1,1)_{6}=(q-5+4 A-6 B) / 36,(1,2)_{6}=(2,1)_{6}=(q+1-2 A) / 36, \\
& (0,4)_{6}=(0,5)_{6}=(q+1-2 A-12 B) / 36 .
\end{aligned}
$$

Case IIb: $q \equiv 7 \bmod 12, m \equiv 1 \bmod 3$

$$
\begin{aligned}
& (0,2)_{6}=(q+1-2 A+12 B) / 36,(0,4)_{6}=(q+1-8 A-12 B) / 36, \\
& (1,0)_{6}=(q-5-2 A+6 B) / 36, \quad(1,1)_{6}=(q-5+4 A-6 B) / 36 .
\end{aligned}
$$

Case IIc: $q \equiv 7 \bmod 12, m \equiv 2 \bmod 3$

$$
\begin{aligned}
& (0,2)_{6}=(q+1-8 A+12 B) / 36,(0,4)_{6}=(q+1-2 A-12 B) / 36 \\
& (1,0)_{6}=(q-5+4 A+6 B) / 36, \quad(1,1)_{6}=(q-5-2 A-6 B) / 36 .
\end{aligned}
$$

Proof of Proposition 4:
With (5) we obtain

$$
\begin{aligned}
S(2)= & (0,1)_{6}+(0,4)_{6}+(4,1)_{6}+(4,4)_{6}+(2,1)_{6}+(2,4)_{6} \\
& +2(0,2)_{6}+2(0,5)_{6}+2(4,2)_{6}+2(4,5)_{6}+2(2,2)_{6}+2(2,5)_{6} \\
& +2(3,1)_{6}+2(3,4)_{6}+2(1,1)_{6}+2(1,4)_{6}+2(5,1)_{6}+2(5,4)_{6} \\
& +(3,2)_{6}+(3,5)_{6}+(1,2)_{6}+(1,5)_{6}+(5,2)_{6}+(5,5)_{6} .
\end{aligned}
$$

If $q \equiv 1 \bmod 12$ with (13) we obtain $S(2)=2(0,1)_{6}+(0,5)_{6}+(1,3)_{6}+2(1,4)_{6}$. For the Case Ia, i.e. 2 is a cube which implies $B \equiv 0 \bmod 3$, we then get

$$
\begin{aligned}
S(2)= & 2 \frac{q-5+4 A+18 B}{36}+\frac{q-5+4 A-18 B}{36}+\frac{q+1-2 A}{36} \\
& +2 \frac{q+1-2 A}{36} \\
= & -\frac{q-5+4 A+18 B}{36}+\frac{q-5+4 A-18 B}{36}=-B=0 .
\end{aligned}
$$

In the Case Ib , where $B \not \equiv 0 \bmod 3$, we obtain

$$
\begin{aligned}
S(2)= & 2 \frac{q-5+4 A+12 B}{36}+\frac{q-5+4 A-6 B}{36}+\frac{q+1-2 A-6 B}{36} \\
& +2 \frac{q+1-2 A+12 B}{36}=\frac{-18 B}{36}+\frac{-18 B}{36}=-B \neq 0 .
\end{aligned}
$$

Finally for Case Ic (again $B \not \equiv 0 \bmod 3)$ we get

$$
\begin{aligned}
S(2)= & 2 \frac{q-5+4 A+6 B}{36}+\frac{q-5+4 A-12 B}{36}+\frac{q+1-2 A-12 B}{36} \\
& +2 \frac{q+1-2 A+6 B}{36}=\frac{-18 B}{36}+\frac{-18 B}{36}=-B \neq 0 .
\end{aligned}
$$

If $q \equiv 7 \bmod 12(13)$ yields $S(2)=2(0,4)_{6}+2(1,1)_{6}+(0,2)_{6}+(1,0)_{6}$. Consequently for the Case IIa we obtain

$$
\begin{aligned}
S(2)= & 2 \frac{q+1-2 A-12 B}{36}+2 \frac{q-5+4 A-6 B}{36}+\frac{q+1-2 A+12 B}{36} \\
& +\frac{q-5+4 A+6 B}{36}=\frac{24 B}{36}+\frac{12 B}{36}=B=0 .
\end{aligned}
$$

For the Case IIb respectively for the Case IIc we get

$$
\begin{aligned}
S(2)= & 2 \frac{q+1-8 A-12 B}{36}+2 \frac{q-5+4 A-6 B}{36}+\frac{q+1-2 A+12 B}{36} \\
& +\frac{q-5-2 A+6 B}{36}=\frac{6 A+24 B}{36}+\frac{-6 A+12 B}{36}=B \neq 0,
\end{aligned}
$$

respectively

$$
\begin{aligned}
S(2)= & 2 \frac{q+1-2 A-12 B}{36}+2 \frac{q-5-2 A-6 B}{36}+\frac{q+1-8 A+12 B}{36} \\
& +\frac{q-5+4 A+6 B}{36}=\frac{-6 A+24 B}{36}+\frac{6 A+12 B}{36}=B \neq 0 .
\end{aligned}
$$

Summarizing $S(2)=0$ if and only if 2 is a cube or equivalently $B \equiv 0 \bmod 3$.
With (5) we obtain

$$
\begin{aligned}
S(2)^{(1)}= & (1,1)_{6}+2(1,2)_{6}+(1,4)_{6}+2(1,5)_{6}+2(5,1)_{6}+(5,2)_{6} \\
& +2(5,4)_{6}+(5,5)_{6}+2(4,1)_{6}+(4,2)_{6}+2(4,4)_{6}+(4,5)_{6} \\
& +(2,1)_{6}+2(2,2)_{6}+(2,4)_{6}+2(2,5)_{6}
\end{aligned}
$$

If $q \equiv 1 \bmod 12$ with (13) this yields $S(2)^{(1)}=(0,5)_{6}+(0,1)_{6}+2(2,4)_{6}+$ $2(0,2)_{6}+(1,2)_{6}+2(0,4)_{6}$, and hence for $m \equiv 0 \bmod 3$, the only case of interest, we get

$$
\begin{aligned}
S(2)^{(1)}= & \frac{q-5+4 A-18 B}{36}+\frac{q-5+4 A+18 B}{36}+2 \frac{q+1-2 A}{36} \\
& +2 \frac{q-5+4 A+6 B}{36}+\frac{q+1-2 A}{36}+2 \frac{q-5+4 A-6 B}{36} \\
= & \frac{-12 B}{36}+\frac{12 B}{36}=0 .
\end{aligned}
$$

If $q \equiv 7 \bmod 12$ with (13) we have $S(2)^{(1)}=(0,2)_{6}+(0,4)_{6}+2(0,5)_{6}+2(2,1)_{6}+$ $(1,2)_{6}+2(0,1)_{6}$, which again vanishes if $m \equiv 0 \bmod 3$ (Case IIa).

Finally (5) yields $S(2)^{(2)}=(2,1)_{6}+(2,4)_{6}+2(2,2)_{6}+2(2,5)_{6}+2(5,1)_{6}+$ $2(5,4)_{6}+(5,2)_{6}+(5,5)_{6}$. Using (13) for the Case Ia we obtain

$$
\begin{aligned}
S(2)^{(2)}= & (2,4)_{6}+2(0,4)_{6}+2(1,2)_{6}+(0,1)_{6} \\
= & \frac{q+1-2 A}{36}+2 \frac{q-5+4 A-6 B}{36}+2 \frac{q+1-2 A}{36} \\
& +\frac{q-5+4 A+18 B}{36}=\frac{2 B}{3},
\end{aligned}
$$

and for the Case IIa we obtain

$$
\begin{aligned}
S(2)^{(2)}= & (2,1)_{6}+2(0,1)_{6}+2(1,2)_{6}+(0,4)_{6} \\
= & \frac{q+1-2 A}{36}+2 \frac{q+1-2 A+12 B}{36}+2 \frac{q+1-2 A}{36} \\
& +\frac{q+1-2 A-12 B}{36}=-\frac{2 B}{3} .
\end{aligned}
$$

Consequently $S(2)^{(2)}=0$ if and only if $B \equiv 0 \bmod 9$.
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