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Abstract—In this note we propose a robust tracking controller for robots that requires only position measurements. The controller consists of two parts: a linear observer part that generates an estimated error state from the error on the joint position and a linear feedback part that utilizes this estimated state. It is shown that this computationally efficient controller yields semi-global uniform ultimate boundedness of the tracking error. An interesting feature of the controller is that it straightforwardly extends recent results on robust control of robots by linear state feedback to linear estimated-state feedback.

I. INTRODUCTION

Over the last decade, a lot of research effort has been put into the design of sophisticated control strategies for robots, see, for instance, [12]. In spite of these efforts, virtually all industrial robot systems today are still controlled by some kind of linear state feedback [1], [14]. The reasons for this are threefold. First, the linear state feedback (in literature frequently referred to as PD controller) is computationally simple and does not require any model knowledge, which makes it attractive from the viewpoint of implementation. Second, practice has proved that the PD controller is robust to disturbances like friction and load torques, which represents a prerequisite for the realm of applications. Third, since industrial robots are typically overdesigned in the sense that heavy and consequently rigid links are used together with high-gear transmission mechanisms [1], they can be described by linear and decoupled dynamics, for which linear state-feedback control methods have been proposed recently that evade the velocity measurement problem by integrating a velocity observer in the control loop (e.g., [3], [4], [11]). These methods require exact knowledge of the nonlinear robot dynamics, which, in practice is generally not available. Motivated by this, Canudas de Wit and Fixot [5] have addressed the robust tracking control problem of robots using only position feedback. These authors combine a nonlinear switching type control method with a sliding mode velocity observer to face bounded uncertainties in the robot dynamics.

In this paper we present a novel approach to the robust control problem stated above. This approach originates from a strategy for combined controller-observer design for robots that we recently proposed in [3]; see also [2]. The rationale underlying this strategy is to extend in a natural way the passivity methodology to state-feedback robot control (cf. [12] and references therein) to the case that only joint position measurements are present. This allows us to develop a controller that consists of two parts:

1) a linear observer that generates an estimated error state from the position error
2) a linear feedback controller that employs the estimate of the error state.

By using stability analysis techniques that are similar to the ones in [13], it is proved that this linear estimated-state feedback controller provides uniform ultimate boundedness of the closed-loop error dynamics. As in [13], we give an explicit relation between the bound on the error state and the controller and observer feedback gains. This, together with the fact that the linear estimated-state feedback controller is easily implementable and needs only position information, makes the proposed controller particularly interesting from a practical point of view.

This paper is organized as follows. In Section II some mathematical preliminaries are given that support the stability analysis in the following sections. The proposed robot controller is introduced in Section III, together with its stability properties. Section IV contains a discussion of some characteristics of the novel control approach, and finally we give conclusions. Standard notation is used. In particular, vector norms are Euclidean, and for matrices the induced norm \( |A| = \sqrt{\lambda_{\text{max}}(A^T A)} \) is employed, with \( \lambda_{\text{max}}(\cdot) \) the maximum eigenvalue. Moreover, for any positive definite matrix \( A(x) \) and for all \( x \) we denote by \( A_{\text{min}} \) and \( A_{\text{max}} \) the minimum and maximum eigenvalue of \( A(x) \), respectively.

II. MATHEMATICAL PRELIMINARIES

This section presents a stability result that plays a central role in the sequel. This result is a modified version of a theorem by Chen and Leitmann [6] (see also [13]), which basically states that a system is uniformly ultimately bounded if it has a Lyapunov function whose time-derivative is negative definite in an annulus of a certain width around the origin. For the sake of brevity, the proof is omitted. The following lemma is useful for the stability analysis.

Lemma 1: Consider the function \( g(y): \mathbb{R} \to \mathbb{R} \)

\[
g(y) = a_0 + a_1 y - a_2 y^2, \quad y \in \mathbb{R}^+ \tag{1}
\]
where $\alpha_i > 0$, $i = 0, 1, 2$. Then $g(y) < 0$ if $y > \eta > 0$, where

$$\eta = \frac{\alpha_1 + \sqrt{\alpha^2 + 4\alpha_0\alpha_2}}{2\alpha_2}. \quad (2)$$

**Proposition 1:** Let $x(t) \in \mathbb{R}^n$ be the solution of the differential equation

$$\dot{x}(t) = f(x(t), t) \quad x(t_0) = x_0$$

and assume there exists a function $V(x(t), t)$ that satisfies

$$P_m \|x(t)\|^2 \leq V(x(t), t) \leq P_M \|x(t)\|^2 \quad (3a)$$

$$\dot{V}(x(t), t) \leq g(||x(t)||) < 0 \quad \text{for all } ||x(t)|| > \eta > 0 \quad (3b)$$

with $P_m$ and $P_M$ positive constants, $g(\cdot)$ as in (1), and $\eta$ as in (2). Define $\delta \equiv \sqrt{P_m^2/P_M}$ and $d > \delta \eta$. Then $x(t)$ is uniformly ultimately bounded, that is

$$\|x_0\| \leq \delta \rightarrow \|x(t)\| \leq d \quad \text{for all } t \geq t_0 + T(d, r) \quad (4)$$

where

$$T(d, r) = \begin{cases} 0, & r \leq R \\ \frac{Q_d^2 - P_m^2 - d^2 - R^2}{R - R_{min}}, & R > R \end{cases} \quad (5)$$

and $R = \delta^{-1}d$.

**III. LINEAR ESTIMATED STATE-FEEDBACK CONTROLLER**

The general equations describing the dynamics of an $n$ degrees-of-freedom rigid robot manipulator are given by [14]

$$M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) + F(q) + T = \tau \quad (6)$$

where $q$ is the $[n \times 1]$ vector of generalized coordinates, $M(q) = M(q)/M^+ > 0$ the $[n \times n]$ positive definite inertia matrix, $C(q, \dot{q})$ the Coriolis and centrifugal torques $[n \times 1]$, $G(q)$ the gravitational torques $[n \times 1]$, $F(q)$ the friction torques $[n \times 1]$, $T$ an $[n \times 1]$ vector of load disturbances, and $\tau$ the $[n \times 1]$ vector of control torques. The matrix $C(q, \dot{q})$ is defined via the Christoffel symbols [12], which implies that $M(q) - 2C(q, \dot{q})$ is skew symmetric. We use the following property.

**Property 1:** For revolute robots, $M(q)$, $C(q, \dot{q})$, and $G(q)$ are unbounded w.r.t. $q$, i.e., (cf. [7])

$$0 < M_m \leq \|M(q)\| \leq M_M \quad \text{for all } q \quad (7a)$$

$$\|C(q, \dot{q})\| \leq C_M \|\dot{q}\| \quad \text{for all } q, x \quad (7b)$$

$$\|G(q)\| \leq G_M \quad \text{for all } q. \quad (7c)$$

In addition, the friction and load disturbance torques are bounded by (cf. [7])

$$\|F(\dot{q})\| \leq F_{1,M} + F_{2,M}||\ddot{q}|| \quad \text{for all } \ddot{q} \quad (7d)$$

$$\|T\| \leq T_M. \quad (7e)$$

To solve the tracking control problem for (6) using position feedback only, consider the linear output-feedback robot control system (see Fig. 1).

**Controller**

$$\tau = -K_d \dot{\tilde{e}} - K_p \tilde{e} \quad (8a)$$

**Observer**

$$\begin{align*}
\dot{\tilde{e}} &= \tilde{w} + \Delta_w \tilde{e} \\
\dot{\tilde{w}} &= L_d \dot{\tilde{e}} - \tilde{e} 
\end{align*} \quad (8b)$$

where $q_d(t)$ represents the desired path to be tracked by the robot system, $\tilde{e} \equiv \tilde{q} - \tilde{q}_d$, $K_p = K_p^2 > 0$ the controller proportional gain, $K_d = K_d^2 > 0$ the controller derivative gain, $L_p = L_p^2 > 0$ the observer proportional gain, and $L_d = L_d^2 > 0$ the observer derivative gain. This control system consists of two parts: a linear observer part (8b) that generates an estimated error state $[\tilde{e}, \dot{\tilde{e}}]^T$ from the tracking error $e$ and a linear controller part (8a) that utilizes this estimated error state in the feedback loop.

Let us make the following assumption on the structure of $K_p$, $K_d$, $L_p$, and $L_d$.

**Assumption 1:** $K_p$, $K_d$, and $L_p$, $L_d$ satisfy respectively

$$K_p = \lambda K_d, \quad K_d = (\Delta_d + \gamma)I \quad (9a)$$

$$L_p = M_d, \quad L_d = (L_d + \lambda I) \quad (9b)$$

where $\lambda > 0$, $\Delta_d > 0$, $\gamma > 0$ and $L_d > 0$ all scalar.

In addition, we require the following assumptions.

**Assumption 2:** The desired trajectory signals $\tilde{q}_d(t)$ and $\tilde{q}_d(t)$ are bounded by $V_M$ and $A_M$ respectively, i.e.,

$$V_M = \sup_{t}||\tilde{q}_d(t)||, \quad A_M = \sup_{t}||\dot{\tilde{q}}_d(t)||. \quad (10)$$

Then our main result can be formulated as the following theorem.

**Theorem 1:** Consider the linear output-feedback robot controller (8) in closed loop with (6). Define $x(t)^T = [\tilde{e}(t)^T (\Delta_w(t))^T \dot{\tilde{e}}(t)^T (\dot{\tilde{e}}(t))^T]$, where $\epsilon \equiv \tilde{q} - \tilde{q}_d$, $\tilde{q} \equiv \tilde{q} - \dot{\tilde{q}}$, and assume that $||x_0||$ represents an upper bound on the initial error state $x(0)$. Under the conditions

$$k_d > \lambda M_M \quad (11a)$$

$$L_d > 2M_m \{k_d + \gamma\} \quad (11b)$$

$$\gamma > 2\epsilon^{-1}(\beta_0 + \beta_1(\beta_0^2 + \beta_2(\beta_0^2)^2)) \quad (11c)$$

where

$$\beta_0 = M_M A_M + C_M V_M^2 + G_M + F_{1,M} + F_{2,M} V_M + T_M \quad (12a)$$

$$\beta_1 = 2(1 + \sqrt{2}) C_M V_M + F_{2,M} \quad (12b)$$
where

\[ \dot{\alpha}_s = (1 + \sqrt{2})C_{\alpha} \]

\[ \rho = 3\sqrt{2}(\lambda M_{\alpha})^{-1}k_d \]

\[ \mu = \max\{\overline{\eta}, ||x_0||\} \]  

and \( \varepsilon \) and \( \overline{\eta} \) are positive constants that satisfy

\[ \varepsilon < 2^{-1}(k_d - \lambda M_{\alpha}) \]

\[ \overline{\eta} = \frac{\varepsilon \beta_1 + \sqrt{\varepsilon (\varepsilon \beta_1)^2 + 4\varepsilon \beta_0 (k_d - \lambda M_{\alpha} - \varepsilon \beta_2)}}{2(k_d - \lambda M_{\alpha} - \varepsilon \beta_2)} \]

and the closed-loop system is uniformly ultimately bounded, with

\[ \|x(t)\| \leq \delta \overline{\eta} \quad \text{for all } t \geq T(\delta \overline{\eta}, ||x_0||) \]

where \( T(\cdot) \) is defined in (5). In the limiting case that \( \varepsilon \to 0 \), and consequently \( \gamma \to \infty \) and \( l_d \to \infty \), the closed-loop system is asymptotically stable.

**Proof:** The closed-loop error dynamics (6), (8) are given by

\[ M(q)\ddot{q} + C(q, \dot{q})q + k_d \dot{q} = -K_{s1}q + C(q, \dot{q})\dot{q} - \Delta Y(\cdot) \]

\[ M(q)\ddot{q}_2 + C(q, \dot{q})q_2 + (l_dM(q) - K_{s1})q_2 = -K_{s2}q_2 + C(q, \dot{q} - \dot{q}_0)\dot{q} - \Delta Y(\cdot) \]

where \( s_1 \) and \( s_2 \) are defined as

\[ s_1 \equiv \dot{q} - \dot{q}_0 \equiv \dot{\varepsilon} + \lambda \varepsilon \]

\[ s_2 \equiv \dot{q} - \dot{q}_0 \equiv \dot{\overline{\eta}} + \lambda \overline{\eta} \]

and the perturbation term \( \Delta Y(\cdot) \) satisfies

\[ \Delta Y(q, \dot{q}, \dot{q}_0, \dot{q}, t) = M(q)\overline{\eta}_d + C(q, \dot{q}_0)\dot{q}_0 + G(q) + F(q) + T. \]

From Property 1 and Assumption 2 it follows that

\[ \|\Delta Y(\cdot)\| \leq M_{\alpha}A_{\alpha} + C_{\alpha}V_M^2 + G_{\alpha} + F_{1\alpha}V_M + F_{2\alpha}V_M + T_{M} + \{F_{1\alpha} + (1 + \sqrt{2})C_{\alpha}V_M\} \|x\| \]

\[ \equiv \alpha_0 + \alpha_1\|x\|. \]

(17)

Take as a candidate Lyapunov function the function

\[ V(x, t) = \frac{1}{2}x^TP(x, t)x \]

(18)

where

\[ P(x, t) = \begin{bmatrix} M(x, t) & M(x, t) \\ M(x, t) & 2\lambda^{-1}k_d \end{bmatrix} \]

\[ \begin{bmatrix} M(x, t) & 0 \\ 0 & M(x, t) \end{bmatrix} 2\lambda^{-1}k_d + M(x, t) \]

(19)

In the Appendix it is shown that condition (11a) implies that

\[ \frac{1}{2}P_m\|x\|^2 \leq V(x, t) \leq \frac{1}{2}P_M\|x\|^2 \]

with \( P_m, P_M \) defined by

\[ P_m = \frac{1}{2}M_m, \quad P_m = 6\lambda^{-1}k_d. \]

(20)

Along the error dynamics (14), the time-derivative of (18) becomes

\[ \dot{V}(x, t) = -x^TQ(x, t)x - s_2^T(l_dM(q) - 2k_d - 2\gamma s_2)x + \gamma s_1^2 + \gamma s_2^2 - \Delta Y(\cdot) - C(q, s_2)q_2 \]

\[ + \dot{\varepsilon}^T C(q, \dot{q})\dot{q} + \dot{\overline{\eta}}^T \Delta Y(\cdot) + C(q, \dot{q} - \dot{q}_0)\dot{q}_0 \]

(22)

with

\[ Q(x, t) = \begin{bmatrix} k_d - \lambda M(x, t) & 0 \\ 0 & k_d \end{bmatrix} \]

(23)

where Assumption 1 and the skew-symmetry of \( \dot{M}(q) - 2C(q, \dot{q}) \) have been used.

Using Property 1, Assumption 2, condition (11b) and (17), an upper bound on (22) is given by

\[ \dot{V}(x, t) \leq -Q_m\|x\|^2 + \gamma \|s_1\|^2 + \|s_2\|^2(\|b_0\| + \|b_1\| \|x\| + \|b_2\| \|x\|^2) \]

(24)

where \( Q_m = k_d - \lambda M_{\alpha} > 0 \), and \( b_0, b_1, b_2 \) as defined in (12a)-(12c). Then the proof can be completed along the lines given in [13].

### IV. DISCUSSION

1) The basic improvement of the result in Theorem 1 in comparison with [13] is that the need of velocity feedback can be eliminated by a simple linear observer system, without affecting the stability properties of the closed loop. This is achieved despite the fact that the conditions on the controller gains remain essentially the same. An obvious additional constraint here is that \( l_d \), the observer derivative gain, is required to be sufficiently large in order to guarantee uniform ultimate boundedness.

2) Like in [13], the uniform ultimate boundedness result is of local nature because condition (11) depends on the initial condition \( x(0) \). Nonetheless, it is important to observe that these conditions can be met for arbitrary \( x(0) \). In modern terminology this kind of stability is called semiglobal.

3) The following steps need to be taken to arrive at a stable implementation of the control law (8):

- Determine the robot-specific quantities \( M_m, M_{\alpha}, C_{\alpha}, G_{\alpha}, F_{1\alpha}, F_{2\alpha}, V_M, T_M \).
- Specify upper bounds on the desired velocity and acceleration, \( V_M, T_M \), respectively, \( A_{\alpha} \).
- Select \( \lambda \) and \( k_d \), taking into consideration (11a), and compute \( \varepsilon \) and \( \overline{\eta} \) from (12c).
- Fix an upper bound on the initial error state \( x_0 = [x(0)^T (\lambda e(0))^T (\dot{q}_0(0))^T (\dot{q}(0))^T]^T \).
- Determine \( \delta \) and \( \mu \) in (12d) and (12e) respectively.
- Choose \( \gamma \) and \( l_d \), under the conditions (11b) and (11c) respectively.

These steps can be used as guidelines for the actual implementation of the control system (8). In this respect it should be emphasized that (13) provides a relation between the ultimate upper bound on the error state and the feedback gains. This relation can appropriately be used to guarantee a prespecified ultimate tracking performance. In practice, however, the tracking accuracy is likely to be better because the bound (13) is generally very conservative (cf. [2]).
4) Even without knowledge of the bounds in (7) the closed-loop system can be made uniformly ultimately bounded by selecting \( k_d, l_d \), and \( \gamma \) large enough. Hence, there is no need to quantify these bounds \( \text{a priori} \).

5) The linear control scheme (8) allows quick response in an online implementation, due to its simplicity. Since this control scheme completely ignores the system dynamics, however, the conditions (11)–(12) may require \( k_d, l_d \), and \( \gamma \) to be large to obtain an acceptable tracking performance. Such high gain implementations are not always desirable in practical circumstances. For this reason it may be profitable to add model-based compensation terms to the control input. This also allows to obtain stronger stability properties such as asymptotic stability; see for instance [3], [4], [11].

6) In [2] experimental tests on a two degrees of freedom mechanical manipulator were performed that support the theoretical analysis in Section III. Moreover, comparative experiments in [2] (see also [3]) show that the linear observer outperforms the rather ad-hoc numerical position differentiation algorithm which also can be employed to generate a velocity estimate [9]. This improvement is achieved despite the fact that the additional computations for the linear observer are basically negligible.

V. CONCLUSIONS

In the present paper we propose a robust motion control scheme for robots that requires only position measurements. The control scheme consists of a linear feedback controller, which utilizes an estimate of the error state obtained from a simple second-order for robots that requires only position measurements. The control given, which can be used to guarantee the desired tracking accuracy.

Finally, a constructive design procedure was provided that eases the implementation of the controller.

APPENDIX

Function (18) can be rewritten as

\[
V(y, t) = \frac{1}{2} y^T R(y, t) y
\]

where

\[
y^T = [s^T (\lambda e)^T s_2^T (\lambda q)^T]
\]

and

\[
R(y, t) = \begin{bmatrix}
M_4(y, t) & 0 \\
0 & (2\gamma^{-1}k_d - M(y, t)) \\
0 & 0
\end{bmatrix}
\]

According to (11a)

\[
k_d > \lambda M_M.
\]

Hence

\[
\frac{1}{2} R_m \| y \|^2 \leq V(\cdot) \leq \frac{1}{2} R_M \| y \|^2
\]

where

\[
R_m = M_m, \quad R_M = 2\gamma^{-1}k_d.
\]

By definition

\[
y = T x
\]

with

\[
x^T = [\gamma^T (\lambda e)^T q^T (\lambda q)^T] \quad \text{and}
\]

\[
T = \begin{bmatrix}
[I] & 0 \\
0 & [I]
\end{bmatrix}
\]

(A8)

It can easily be verified that

\[
\frac{1}{2} \| y \|^2 \leq \| y \|^2 \leq 3 \| x \|^2.
\]

(A9)

Together with (A5), (A6) this implies (20), (21).
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